# A General Theory of Hypersurface Potentials (*). 

Alberto Cialdea

Summary. - A general theory of hypersurface potentials in $n$-dimensional space is proposed. Not only smooth densities but also potentials generated either by $L^{1}$ functions or by measures are considered.

In the last years methods for solving boundary value problems by means of boundary integral representations of the solution have acquired a large interest after the advent of the computational methods founded on boundary finite elements.

While in the case of two independent variables starting from the paper [10] potential theoretic methods for the representation of the solutions of general elliptic linear partial differential equations have been fully developed (see [12], [13], [16]) in the case of $n$ greater then two variables, only very particular results are known for equations of order $2 m, m>1$. This is due to the fact that in spaces of dimension $n>2$ a general theory of hypersurface potentials has not yet been developed. The aim of this paper is to fill this gap by proposing a general theory of hypersurface potentials in $n$-dimensional space. The theory will be expanded not only for smooth (i.e. hölder continuous) densities but also for hypersurface potentials generated either by $L^{1}$ functions or by measures.

## 1. - Basic results.

In this section $x=\left(x_{1}, \ldots, x_{n-1}\right)$ denotes a point of $\mathbb{R}^{n-1}(n \geqslant 2)$. We assume $t \in \mathbb{R}$. By $\mathscr{C}^{\lambda}\left(\mathbb{R}^{n-1}\right)$ we denote the space of the functions which are bounded and measurable in $\mathbb{R}^{n-1}$ and have a compact support. Moreover we suppose that each function of $\mathscr{H}^{\lambda}\left(\mathbb{R}^{n-1}\right)$ satisfies a Hölder condition of exponent $\lambda$ in the origin 0 of $\mathbb{R}^{n-1}(0<\lambda \leqslant 1)$.
(*) Entrata in Redazione il 12 novembre 1992.
Indirizzo dell'A.: via E. Filiberto 100, 00185 Roma.
I. Let $K(x ; t) \in C^{0}\left(\mathbb{R}^{n}-\{0\}\right)$ be a function such that

$$
\begin{equation*}
|K(x ; t)| \leqslant C\left(|x|^{2}+t^{2}\right)^{(1-n) / 2} \quad \forall(x ; t) \in \mathbb{R}^{n}-\{0\} . \tag{1.1}
\end{equation*}
$$

Let us suppose
(i) for any $t>0$ the following integral exists

$$
\int_{\mathbb{R}^{n-1}} K(x ; t) d x=\lim _{M \rightarrow \infty} \int_{|x|<M} K(x ; t) d x ;
$$

(ii) there exists $\gamma \in \mathbb{R}$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n-1}} K(x ; t) d x=\gamma \quad \forall t>0 ; \tag{1.2}
\end{equation*}
$$

(iii) for any $\quad>0$

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{|x|>o} K(x ; t) d x=0 . \tag{1.3}
\end{equation*}
$$

Then, for any $\varphi \in \mathscr{X}^{\lambda}\left(\mathbb{R}^{n-1}\right)$, we have

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}^{n-1}} \varphi(x) K(x ; t) d x=\gamma \varphi(0)+\int_{\mathbb{R}^{n-1}} \varphi(x) K(x ; 0) d x
$$

where the last integral exists as a singular integral (i.e. as $\lim _{\delta \rightarrow 0^{+}} \int_{|x|>o}$ ).
Define

$$
A(t)=\int_{\mathbb{R}^{\mu-1}} \varphi(x) K(x ; t) d x-\gamma \varphi(0) ; \quad B(\delta)=\int_{|x|>\delta} \varphi(x) K(x ; 0) d x .
$$

Because of (1.2) we may write

$$
\begin{aligned}
A(t)-B(\delta)= & \int_{|x|<\delta}[\varphi(x)-\varphi(0)] K(x ; t) d x-\varphi(0) \int_{|x|>\delta} K(x ; t) d x+ \\
& +\int_{|x|>\delta} \varphi(x)[K(x ; t)-K(x ; 0)] d x .
\end{aligned}
$$

Observing that

$$
\begin{equation*}
|[\varphi(x)-\varphi(0)] K(x ; t)| \leqslant C|\varphi(x)-\varphi(0)|\left(|x|^{2}+t^{2}\right)^{(1-n) / 2} \leqslant C^{\prime}|x|^{1-n+\lambda} \tag{1.4}
\end{equation*}
$$

for any fixed $\delta>0$ we have

$$
\lim _{t \rightarrow 0^{+}} \int_{|x|<i}[\varphi(x)-\varphi(0)] K(x ; t) d x=\int_{|x|<i}[\varphi(x)-\varphi(0)] K(x ; 0) d x .
$$

Since $K(x ; t) \in C^{0}\left(\mathbb{R}^{n}-\{0\}\right)$ and the support of $\varphi$ is contained in a ball
$\left\{x \in \mathbb{R}^{n-1}| | x \mid \leqslant M\right\}$, we have
(1.6)

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}} \int_{|x|>\delta} \varphi(x)[K(x ; t)-K(x ; 0)] d x= \\
&=\lim _{t \rightarrow 0^{+}} \int_{\delta<|x|<M} \varphi(x)[K(x ; t)-K(x ; 0)] d x=0 .
\end{aligned}
$$

From (1.3), (1.5), (1.6) it follows that there exists the following limit and

$$
\lim _{t \rightarrow 0^{+}} A(t)=B(\delta)+\int_{|x|<\delta^{\circ}}[\varphi(x)-\varphi(0)] K(x ; 0) d x .
$$

On the other hand, because of (1.4),

$$
\lim _{\delta \rightarrow 0^{+}} \int_{|x|<\delta}[\varphi(x)-\varphi(0)] K(x ; 0) d x=0 .
$$

This completes the proof of the Theorem.
We say that $K(x ; t)$ is homogeneous of degree $\alpha$ if $K(\rho x ; \rho t)=\rho^{\alpha} K(x ; t)$, $\forall(x ; t) \in \mathbb{R}^{n}-\{0\}, \rho>0$. We write $K(x ; t) \in C^{\lambda}\left(\mathbb{R}^{n}-\{0\}\right)$ if $K(x ; t)$ satisfies a uniform Hölder condition on any compact set in $\mathbb{R}^{n}-\{0\}$.
II) If $K(x ; t) \in C^{\lambda}\left(\mathbb{R}^{n}-\{0\}\right)$ is homogeneous of degree $1-n$, the conditions (i), (ii), (iii) of Theorem I are satisfied if and only if( ${ }^{1}$ )

$$
\begin{equation*}
\int_{|n|=1} K(\eta ; 0) d \sigma_{x y}=0 \tag{1.7}
\end{equation*}
$$

where $d \sigma_{\eta}$ represents the area element on the ( $n-1$ )-dimensional unit sphere $|\eta|=1$.

Let us suppose $0<\delta<M$; because of (1.7) we may write

$$
\begin{align*}
& \int_{i<|x|<M} K(x ; t) d x=\int_{\delta}^{M} \rho^{n-2} d \rho \int_{|\eta|=1} K(\rho \eta ; t) d \sigma_{\eta}=  \tag{1.8}\\
&=\int_{\delta}^{M} \rho^{-1} d \rho \int_{|\eta|=1}[K(\eta ; t / \rho)-K(\eta ; 0)] d \sigma_{\eta} .
\end{align*}
$$

If $0 \leqslant t \leqslant 1, \rho \geqslant \delta$, then $1 \leqslant|\eta|^{2}+(t / \rho)^{2} \leqslant 1+1 / \delta^{2}$. In other words, $(\eta ; t / \rho)$ be-

[^0]longs to a compact set contained in $\mathbb{R}^{n}-\{0\}$. This implies
\[

$$
\begin{equation*}
\rho^{-1}|K(\eta ; t / \rho)-K(\eta ; 0)| \leqslant H t^{\lambda} \rho^{-1-\lambda}, \quad \forall \rho \geqslant \delta . \tag{1.9}
\end{equation*}
$$

\]

Therefore the limit

$$
\lim _{M \rightarrow \infty} \int_{\delta<|x|<M} K(x ; t) d x=\lim _{M \rightarrow \infty} \int_{\delta}^{M} p^{-1} d \rho \int_{|\eta|=1}[K(\eta ; t / \rho)-K(\eta ; 0)] d \sigma_{\eta}
$$

exists and it is finite. On the other hand

$$
\int_{|x|<\delta} K(x ; t) d x
$$

is finite $(t>0)$ and therefore condition (i) is satisfied. Moreover from (1.8), (1.9) it follows that

$$
\begin{aligned}
&\left|\int_{|x|>\delta} K(x ; t) d x\right|=\left|\int_{\delta}^{+\infty} \rho^{-1} d \rho \int_{|\eta|=1}[K(\eta ; t / \rho)-K(\eta ; 0)] d \sigma_{\eta}\right| \leqslant \\
& \leqslant H t^{\lambda} \int_{\delta}^{+\infty} \rho^{-1-\lambda} d \rho \int_{|\eta|=1} d \sigma_{\eta}=H^{\prime} t^{\lambda} \delta^{-\lambda},
\end{aligned}
$$

$H^{\prime}$ being a constant independent of $t$ and $\delta$; then (iii) is satisfied. Condition (ii) holds, because

$$
\int_{\mathbb{R}^{n-1}} K(x ; t) d x=\int_{0}^{+\infty} \rho^{n-2} d \rho \int_{|\eta|=1} K(\rho \eta ; t) d \sigma_{\eta}=t^{1-n} \int_{0}^{+\infty} \rho^{n-2} d \rho \int_{|\eta|=1} K(\rho n / t ; 1) d \sigma_{n}
$$

and, by making the substitution $\rho=\widetilde{\rho} t$, the last term is equal to

$$
\int_{0}^{+\infty} \tilde{\rho}^{n-2} d \widetilde{p} \int_{|n|=1} K(\widetilde{\rho} \eta ; 1) d \sigma_{\eta}=\int_{\mathbb{R}^{n-1}} K(x ; 1) d x .
$$

Conversely, since
$\int_{\delta<|x|<M} K(x ; t) d x=\int_{\delta}^{M} \rho^{-1} d \rho \int_{|\eta|=1}[K(\eta ; t / \rho)-K(\eta ; 0)] d \sigma_{r_{i}}+\log \frac{M}{\delta} \int_{|\eta|=1} K(\eta ; 0) d \sigma_{\eta}$
condition (i) and (1.9) imply that

$$
\lim _{M \rightarrow \infty} \log \frac{M}{\delta} \int_{|\eta|=1} K(\eta ; 0) d \sigma_{\eta}
$$

is finite. This is possible if and only if (1.7) holds.

We remark that (1.7) is just the well known necessary and sufficient condition for the existence of the singular integral

$$
\int_{\mathbb{R}^{n-1}} \varphi(x) K(x ; 0) d x
$$

(see e.g.[1], [2], [3], [15]).
The next Lemma gives a simple sufficient condition under which (1.7) is satisfied.
III) If $h(x ; t) \in C^{1}\left(\mathbb{R}^{n}-\{0\}\right)$ is even (i.e. $\left.h(-x ;-t)=h(x ; t)\right)$ and $K(x ; t)=$ $=\partial h(x ; t) / \partial t$, then (1.7) is satisfied.

If $h(x ; t)$ is even then $K(x ; t)$ is odd. Thus (1.7) holds, because $K(-x ; 0)=$ $=-K(x ; 0)$.

In order to unify the study for $n=2$ and $n \geqslant 3$, it will be convenient to consider the following definition. We say that $h(x ; t)$ is essentially homogeneous of degree $\alpha$ if $h(x ; t)$ is homogeneous in case $\alpha<0$ or, if $\alpha$ is an integer $\geqslant 0, h(x ; t)$ has the form $h(x ; t)=h_{1}(x ; t) \log \sqrt{|x|^{2}+t^{2}}+h_{2}(x ; t)$, where $h_{1}(x ; t)$ is a homogeneous polynomial of degree $\alpha$ and $h_{2}(x ; t)$ is homogeneous of degree $\alpha$.

The next Theorem provides a necessary and sufficient condition for some kernels under which (1.7) holds.
IV) If $h(x ; t) \in C^{2}\left(\mathbb{R}^{n}-\{0\}\right)$ is essentially homogeneous of degree $2-n$ and $K(x ; t)=\partial h(x ; t) / \partial t$, then (1.7) holds if and only if

$$
\begin{equation*}
\int_{\substack{|\omega|=1 \\ \omega_{n}>0}} \Delta_{2} h(\omega) d \Sigma_{\omega}=0 \tag{1.10}
\end{equation*}
$$

where $\Delta_{2}$ represents the Laplacean $\sum_{k=1}^{n-1} \partial^{2} / \partial x_{k}^{2}+\partial^{2} / \partial t^{2}$, and $d \Sigma_{\omega}$ represents the area element on the $n$-dimensional unit sphere $|\omega|=1$.

We remark that, obviously, if $h(x ; t)$ is essentially homogeneous of degree $2-n$, then $K(x ; t)$ is homogeneous of degree 1-n. Let $D$ be the domain $\left\{(x ; t)\left|1<|x|^{2}+\right.\right.$ $\left.+t^{2}<e^{2}, t>0\right\}$. We have

$$
\int_{D} \Delta_{2} h d x d t=-\int_{\partial D} \frac{\partial h}{\partial \nu} d \Sigma
$$

$\checkmark$ being the inward unit normal to $\partial D$ and $d \Sigma$ the area element on $\partial D$. If $X=(x ; t)$, $R=|X|, \omega=X / R$, we have

$$
\begin{equation*}
h(X)=h_{1} \log R+R^{2-n} h_{2}(\omega) ; \quad \frac{\partial h}{\partial R}=R^{-1} h_{1}+(2-n) R^{1-n} h_{2}(\omega) \tag{1.11}
\end{equation*}
$$

(where $h_{1}$ is a constant if $n=2$ or $h_{1}=0$ if $n \geqslant 3$ ). Thus

$$
\begin{aligned}
\int_{\partial D} \frac{\partial h}{\partial v} d \Sigma=\int_{1}^{e} \rho^{n-2} d \rho & \int_{|\eta|=1} K(\rho \eta ; 0) d \sigma_{\eta}+\int_{\substack{|X|=1 \\
t>0}} \frac{\partial h}{\partial R} d \Sigma-\int_{\substack{|X|=e \\
t>0}} \frac{\partial h}{\partial R} d \Sigma= \\
& =\int_{1}^{e} \rho^{-1} d \rho \int_{|\eta|=1} K(\eta ; 0) d \sigma_{\eta}+\int_{\substack{|\omega|=1 \\
\omega_{n}>0}}\left[h_{1}+(2-n) h_{2}(\omega)\right] d \Sigma_{\omega}- \\
& -\int_{\substack{|\omega|=1 \\
\omega_{n}>0}}\left[e^{-1} h_{1}+(2-n) e^{1-n} h_{2}(\omega)\right] e^{n-1} d \Sigma_{\omega}=\int_{|\eta|=1} K(\eta ; 0) d \sigma_{\eta} .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
& \int_{D} \Delta_{2} h d x d t=\int_{1}^{e} R^{n-1} d R \int_{\substack{|\omega|=1 \\
\omega_{n}>0}} \Delta_{2} h(R \omega) d \Sigma_{\omega}= \\
&=\int_{1}^{e} R^{-1} d R \int_{\substack{|\omega|=1 \\
\omega_{n}>0}} \Delta_{2} h(\omega) d \Sigma_{\omega}=\int_{\substack{|\omega|=1 \\
\omega_{n}>0}} \Delta_{2} h(\omega) d \Sigma_{\omega} .
\end{aligned}
$$

Consequently

$$
\int_{\substack{|\omega|=1 \\ \omega_{n}>0}} \Delta_{2} h(\omega) d \Sigma_{\omega}=-\int_{|r|=1} K(\eta ; 0) d \sigma_{\eta}
$$

and the conclusion follows immediately.
Now we are in a position to calculate the constant $\gamma$ of Theorem I for the kernels we are considering.
V) If $h(x ; t) \in C^{2}\left(\mathbb{R}^{n}-\{0\}\right)$ is essentially homogeneous of degree $2-n$ and it satisfies (1.10), then

$$
\gamma= \begin{cases}\pi h_{1}-\int_{\substack{|\omega|=1 \\ \omega_{2}>0}} \Delta_{2} h_{2}(\omega) \log \left|\omega_{2}\right| d \Sigma_{\omega} & n=2,  \tag{1.12}\\ \int_{\substack{|\omega|=1 \\ \omega_{n}>0}}\left[(2-n) h(\omega)-\Delta_{2} h(\omega) \log \left|\omega_{n}\right|\right] d \Sigma_{\omega} & n \geqslant 3\end{cases}
$$

where $\gamma=\int_{\mathbb{R}^{n-1}} K(x ; t) d x$ and $K(x ; t)=\partial h(x ; t) / \partial t$.

Define $\quad B_{M}=\left\{\left.(x ; \tau)| | x\right|^{2}+\tau^{2}<M^{2}+t^{2} ; \tau>t\right\}, \quad \partial^{+} B_{M}=\left\{\left.(x ; \tau)| | x\right|^{2}+\tau^{2}=\right.$ $\left.=M^{2}+t^{2} ; \tau \geqslant t\right\}$. We have

$$
\begin{equation*}
\int_{B_{M}} \Lambda_{2} h d x d t=-\int_{\partial B_{M}} \frac{\partial h}{\partial \nu} d \Sigma=-\int_{|x|<M} K(x ; t) d x-\int_{\partial^{+} B_{M}} \frac{\partial h}{\partial v} d \Sigma . \tag{1.13}
\end{equation*}
$$

Let us introduce the spherical coordinates in the following way

$$
\left\{\begin{array}{l}
x_{h}=\rho n_{h} \sin \vartheta \quad h=1, \ldots, n-1, \\
t=\rho \cos \vartheta
\end{array}\right.
$$

where $\vartheta \in[0, \pi], \rho \geqslant 0$ and $\eta=\left(\eta_{1}, \ldots, \eta_{n-1}\right)$ varies on the ( $n-1$ )-dimensional unit sphere if $n \geqslant 3$, and $\eta_{1}= \pm 1$ if $n=2$.

Setting $u=t\left(M^{2}+t^{2}\right)^{-1 / 2}$ and recalling (1.11), we have

$$
\begin{aligned}
& \int_{\partial^{+} B_{M}} \frac{\partial h}{\partial \nu} d \Sigma= \\
& =-\int_{0}^{\operatorname{arceos} u} \sin ^{n-2} \vartheta d \vartheta \int_{|\eta|=1}\left[\left(M^{2}+t^{2}\right)^{-1 / 2} h_{1}+(2-n)\left(M^{2}+t^{2}\right)^{(1-n) / 2} h_{2}(\eta \sin \vartheta ; \cos \vartheta)\right] . \\
& \quad \cdot\left(M^{2}+t^{2}\right)^{(n-1) / 2} d \sigma_{\eta}=-\int_{0}^{\arccos u} \sin ^{n-2} \vartheta d \vartheta \int_{|\eta|=1}\left[h_{1}+(2-n) h_{2}(\eta \sin \vartheta ; \cos \vartheta)\right] d \sigma_{\eta}
\end{aligned}
$$

and then

$$
\begin{aligned}
\lim _{M \rightarrow \infty} \int_{\partial^{+} B_{M}} \frac{\partial h}{\partial \nu} d \Sigma & =-\int_{0}^{\pi / 2} \sin ^{n-2} \vartheta d \vartheta \int_{|n|=1}\left[h_{1}+(2-n) h_{2}(\eta \sin \vartheta ; \cos \vartheta)\right] d \sigma_{\eta}= \\
& =-\int_{\substack{|\omega|=1 \\
\omega_{n}>0}}\left[h_{1}+(2-n) h_{2}(\omega)\right] d \Sigma_{\omega}=\left\{\begin{array}{cc}
-\pi h_{1} & n=2, \\
(n-2) \int_{\substack{|\omega|=1 \\
\omega_{n}>0}} h(\omega) d \Sigma_{\omega} & n \geqslant 3 .
\end{array}\right.
\end{aligned}
$$

On the other hand


We may write

$$
\log u \int_{0}^{\arccos u} \sin ^{n-2} \vartheta d \vartheta \int_{|\eta|=1} \Delta_{2} h(\eta \sin \vartheta ; \cos \vartheta) d \sigma_{\eta}=(u \log u) \frac{1}{u} \int_{0}^{\arccos u} \Phi(\vartheta) d \vartheta
$$

where

$$
\Phi(\vartheta)=\sin ^{n-2} \vartheta \int_{|\eta|=1} d_{2} h(\eta \sin \vartheta ; \cos \vartheta) d \sigma_{\eta_{1}}
$$

Since, by assumption,

$$
\int_{0}^{\pi / 2} \Phi(\vartheta) d \vartheta=\int_{\substack{|\omega|=1 \\ \omega_{n}>0}} \Delta_{2} h(\omega) d \Sigma_{\omega}=0,
$$

we have

$$
\lim _{u \rightarrow 0^{+}} \frac{1}{u} \int_{0}^{\arccos u} \Phi(\vartheta) d \vartheta=-\lim _{u \rightarrow 0^{+}} \frac{\Phi(\arccos u)}{\sqrt{1-u^{2}}}=-\Phi(\pi / 2)
$$

and then

$$
\lim _{u \rightarrow 0^{+}}(u \log u) \frac{1}{u} \int_{0}^{\arccos u} \Phi(\vartheta) d \vartheta=0
$$

From (1.14) it follows
$\lim _{M \rightarrow \infty} \int_{B_{M}} J_{2} h d x d t=\int_{\theta}^{\pi / 2} \sin ^{n-2} \vartheta \log |\cos \vartheta| d \vartheta \int_{|\eta|=1} J_{2} h(\eta \sin \vartheta ; \cos \vartheta) d \sigma_{\eta}=$

$$
=\int_{\substack{|\omega|=1 \\ \omega_{n}>0}} \Delta_{2} h(\omega) \log \left|\omega_{n}\right| d \Sigma_{\omega} .
$$

Now (1.12) follows from (1.13).
As far as the kernels $\partial h(x ; t) / \partial x_{j}$ are concerned, the situation is different.
VI) If $h(x ; t) \in C^{1}\left(\mathbb{R}^{n}-\{0\}\right)$ is essentially homogeneous of degree 2-n, the functions $K_{j}(x ; t)=\partial h(x ; t) / \partial x_{j}(j=1, \ldots, n-1)$ satisfy (1.7) and

$$
\gamma_{j}= \begin{cases}h_{2}(1 ; 0)-h_{2}(-1 ; 0) & n=2,  \tag{1.15}\\ \int_{|n|=1} h(\eta ; 0) \eta_{j} d \sigma_{n_{j}} & n \geqslant 3,\end{cases}
$$

where $\gamma_{j}=\int_{\mathbb{R}^{n-1}} K_{j}(x ; t) d x$.

If $n=2$, we have

$$
\begin{aligned}
& K(-1 ; 0)+K(1 ; 0)=-h_{1}+\frac{\partial h_{2}}{\partial x}(-1 ; 0)+h_{1}+\frac{\partial h_{2}}{\partial x}(1 ; 0)= \\
& =\int_{1}^{e}\left[\frac{\partial h_{2}}{\partial x}(-1 ; 0)+\frac{\partial h_{2}}{\partial x}(1 ; 0)\right] \frac{d x}{x}=\int_{1}^{e}\left[\frac{\partial h_{2}}{\partial x}(-x ; 0)+\frac{\partial h_{2}}{\partial x}(x ; 0)\right] d x= \\
& =-h_{2}(-e ; 0)+h_{2}(e ; 0)+h_{2}(-1 ; 0)-h_{2}(1 ; 0)=0 ;
\end{aligned}
$$

$$
\begin{aligned}
\int_{|x|<M} K_{1}(x ; t) d x & =\int_{-M}^{M} \frac{\partial h}{\partial x}(x ; t) d x=h(M ; t)-h(-M ; t)=h_{2}(M ; t)- \\
-h_{2}(-M ; t) & =h_{2}(1 ; t / M)-h_{2}(-1 ; t / M) \rightarrow h_{2}(1 ; 0)-h_{2}(-1 ; 0) \quad(M \rightarrow+\infty) .
\end{aligned}
$$

In order to obtain (1.7) if $n \geqslant 3$, it is sufficient to observe that $K_{j}(x ; 0)=$
$=\left(\partial / \partial x_{j}\right)[h(x ; 0)]$ and apply a known result (see e.g.[1],[15]). Moreover

$$
\begin{aligned}
& \int_{|x|<M} K_{j}(x ; t) d x=\int_{|x|=M} h(x ; t) x_{j} /|x| d x=\int_{|n|=1} h(M \eta ; t) \eta_{j} M^{n-2} d \sigma_{\eta}= \\
&=\int_{|n|=1} h(\eta ; t / M) \eta_{j} d \sigma_{n} \rightarrow \int_{|n|=1} h(\eta ; 0) \eta_{j} d \sigma_{\eta} \quad(M \rightarrow+\infty) .
\end{aligned}
$$

Remark. - If $h(x ; t)$ is even, then $\gamma_{j}=0(j=1, \ldots, n-1)$.
The final result is given by the following Theorem
VII) Let $h(x ; t) \in C^{1}\left(\mathbb{R}^{n}-\{0\}\right)$ be essentially homogeneous of degree $2-n$. Let us set $K(x ; t)=\partial h(x ; t) / \partial t, K_{j}(x ; t)=\partial h(x ; t) / \partial x_{j}(j=1, \ldots, n-1)$. For any $\varphi \in \mathscr{C}^{2}\left(\mathbb{R}^{n-1}\right)$, we have that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}^{n-1}} \varphi(x) K_{j}(x ; t) d x=\gamma_{j} \varphi(0)+\int_{\mathbb{R}^{n-1}} \varphi(x) K_{j}(x ; 0) d x \tag{1.16}
\end{equation*}
$$

where the last integral exists as a singular integral and $\gamma_{j}$ are given by (1.15).
If $h(x ; t) \in C^{2}\left(\mathbb{R}^{n}-\{0\}\right)$ satisfy (1.10) then for any $\varphi \in \mathcal{C}^{\lambda}\left(\mathbb{R}^{n-1}\right)$

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}^{n-1}} \varphi(x) K(x ; t) d x=\gamma \varphi(0)+\int_{\mathbb{R}^{n-1}} \varphi(x) K(x ; 0) d x \tag{1.17}
\end{equation*}
$$

where the last integral exists as a singular integral and $\gamma$ is given by (1.12).
Moreover if $h(x ; t)$ is even, then it satisfies (1.10). In this case the constants in (1.16), (1.17) are

$$
\begin{gathered}
\gamma_{j}=0 \quad(j=1, \ldots, n-1), \\
\gamma= \begin{cases}\pi h_{1}-\frac{1}{2} \int_{|\omega|=1} \Delta_{2} h_{2}(\omega) \log \left|\omega_{2}\right| d \Sigma_{\omega} & n=2, \\
\frac{1}{2} \int_{|\omega|=1}\left[(2-n) h(\omega)-\Delta_{2} h(\omega) \log \left|\omega_{n}\right|\right] d \Sigma_{\omega} & n \geqslant 3 .\end{cases}
\end{gathered}
$$

This Theorem follows immediately from the previous ones.
It is worthwhile to remark that the cases of logarithmic and Newtonian potentials, i.e. $h(x ; t)=\log \left(|x|^{2}+t^{2}\right)$ if $n=2,=\left(|x|^{2}+t^{2}\right)^{-n / 2}$ if $n \geqslant 3$, in which the kernels $K(x ; 0) \equiv 0$ are not singular, are very special. In the general case, while the singular integrals

$$
\int_{\mathbb{R}^{n-1}} \varphi(x) K_{j}(x ; 0) d x
$$

exist for any $h(x ; t)$ essentially homogeneous of degree $2-n$, the integral

$$
\int_{\mathrm{R}^{n-1}} \varphi(x) K(x ; 0) d x
$$

may fail to exist, even as a singular integral. An example is given by $h(x ; t)=$ $=t\left(|x|^{2}+t^{2}\right)^{(1-n) / 2}, K(x ; 0)=|x|^{1-n}$.

## 2. - Boundary values of some potentials with Hölder continuous density.

Let $\Omega$ be a bounded domain of $\mathbb{R}^{n}$ such that its boundary $\Sigma$ is a Lyapunov manifold, i.e. $\Sigma$ has a uniform Hölder continuous normal field of exponent $\lambda$ $(0<\lambda \leqslant 1)$.

By $C^{\lambda}(\Sigma)$ we denote the space of all the continuous functions satisfying in $\Sigma$ a uniform Hölder condition of exponent $\lambda$.

The aim of this section is to study the boundary values of the integral

$$
\int_{\Sigma} \varphi(y) \frac{\partial}{\partial x_{k}} h(x-y) d \sigma_{y}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right), h(x)$ is even and essentially homogeneous of degree 2-n.
VIII) If $K(x) \in C^{1}\left(\mathbb{R}^{n}-\{0\}\right)$ is a homogeneous function of degree $-m$ $(m \in \mathbb{N})$, then there exists a constant $\Gamma$ such that

$$
\begin{equation*}
|K(x)-K(y)| \leqslant \Gamma|x-y| \sum_{h=0}^{m}|x|^{-1-h}|y|^{h-m} \quad \forall x, y \in \mathbb{R}^{n}-\{0\} . \tag{2.1}
\end{equation*}
$$

We may write

$$
\begin{aligned}
& K(x)-K(y)=|x|^{-m} K(x /|x|)-|y|^{-m} K(y /|y|)= \\
& \quad|x|^{-m}[K(x /|x|)-K(y /|y|)]+K(y /|y|)\left(|x|^{-m}-|y|^{-m}\right) .
\end{aligned}
$$

The result follows from the inequalities

$$
\begin{aligned}
& |K(x /|x|)-K(y /|y|)| \leqslant\left. C_{1}|x| x\right|^{-1}-y|y|^{-1} \mid= \\
& \quad=\left.C_{1}|(x-y)| x\right|^{-1}+y\left(|x|^{-1}-|y|^{-1}\right)\left|\leqslant 2 C_{1}\right| x-y|/|x| \\
& \left||x|^{-m}-|y|^{-m}\right|=\left||x|^{-1}-|y|^{-1}\right| \sum_{h=0}^{m-1}|x|^{-h}|y|^{h+1-m} \leqslant|x-y|^{m-1}|x|^{-h-1}|y|^{h-m}
\end{aligned}
$$

IX) Let $h(x) \in C^{2}\left(\mathbb{R}^{n}\right.$ be an essentially homogeneous function of degree $2-n$. We suppose $h(x)$ even, i.e.

$$
\begin{equation*}
h(-x)=h(x) . \tag{2.2}
\end{equation*}
$$

Let $v_{x_{0}}$ be the inward unit normal vector to $\Sigma$ at the point $x_{0} \in \Sigma$. If $\varphi \in C^{\lambda}(\Sigma)$, then the singular integral

$$
\begin{equation*}
\int_{\Sigma} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y} \tag{2.3}
\end{equation*}
$$

exist and
(2.4) $\lim _{\substack{x \rightarrow x_{0} \\ x \in x_{0} \Sigma}} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}=\gamma\left(x_{0}\right) \varphi\left(x_{0}\right)+\int_{\Sigma} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y}$ where

$$
\gamma\left(x_{0}\right)= \begin{cases}\pi h_{1}-\frac{1}{2} \int_{|\omega|=1} \Delta_{2} h_{2}(\omega) \log \left|\omega \cdot v_{x_{0}}\right| d \Sigma_{\omega} & n=2,  \tag{2.5}\\ \frac{1}{2} \int_{|\omega|=1}\left[(2-n) h(\omega)-\Delta_{2} h(\omega) \log \left|\omega \cdot v_{x_{0}}\right|\right] d \Sigma_{\omega} & n \geqslant 3,\end{cases}
$$

(the dot denotes the scalar product in $\mathbb{R}^{n}$ ). The limit relation (2.4) is uniform with respect to $x_{0}$.

Let $\left(\tau_{1}, \ldots, \tau_{n-1}, \nu_{x_{0}}\right)$ be an orthonormal system and consider the coordinate system $(\eta ; t)=\left(\eta_{1}, \ldots, \eta_{n-1}, t\right)$ with the origin in $x_{0}$, corresponding to the basis $\left(\tau_{1}, \ldots, \tau_{n-1}, \nu_{x_{0}}\right)$. Let $\Sigma_{d}$ be the part of $\Sigma$ which admits the representation $t=\gamma(r)$, with $\left({ }^{( }\right)$

$$
\begin{equation*}
\gamma(\eta) \in C^{1+\lambda}\left(B_{d}\right), \quad \gamma(0)=0, \quad \operatorname{grad} \gamma(0)=0, \quad\|\operatorname{grad} \gamma(\eta)\|_{C^{\lambda}\left(B_{d}\right)} \leqslant G, \tag{2.6}
\end{equation*}
$$

where $B_{d}=\left\{\eta \in \mathbb{R}^{n-1} \mid \leqslant d\right\}$ and the constants $d, G$ are independent of $x_{0}$.
Let $t_{\varepsilon}$ be such that for $\left|x-x_{0}\right|<t_{\varepsilon}$

$$
\begin{equation*}
\left|\int_{\Sigma-\Sigma_{d}} \varphi(y)\left[\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right] d \sigma_{y}\right|<\varepsilon . \tag{2.7}
\end{equation*}
$$

$t_{\varepsilon}$ can be chosen independent of $x_{n}{ }_{i}$
Since $x=x_{0}+t \nu_{x_{0}}, y=x_{0}+\sum_{h=1}^{n-} \eta_{h} \tau_{h}+\gamma(n) v_{x_{0}}$, we have $x-y=-\sum_{h=1}^{n-1} \eta_{h} \tau_{h}+$ $+(t-\gamma(\eta)) \nu_{x_{0}}$.

[^1]Let us introduce the functions:

$$
\begin{equation*}
h_{x_{0}}(\eta ; t)=h\left[-\sum_{h=1}^{n-1} \eta_{h} \tau_{h}+t \nu_{x_{0}}\right] ; \quad K(\eta ; t)=\frac{\partial}{\partial t} h_{x_{0}}(\eta ; t) . \tag{2.8}
\end{equation*}
$$

We remark that $h_{x_{0}}(\eta ; t)$ belongs to $C^{2}\left(\mathbb{R}^{n}-\{0\}\right)$, it is essentially homogeneous of degree $2-n$ and $K(\eta ; t)$ satisfies condition (1.7), because of (2.2) (Lemma III). Since

$$
\frac{\partial}{\partial v_{x_{0}}} h(x-y)=K(\eta ; t-\gamma(\eta))
$$

we have

$$
\int_{\Sigma_{d}} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}=\int_{|\eta|<d} \Phi(\eta) K(\eta ; t-\gamma(\eta)) d \eta,
$$

where $\Phi(\eta)=\varphi\left[x_{0}+\sum_{h=1}^{n-1} \eta_{h} \tau_{h}+\gamma(\eta) \nu_{x_{0}}\right]\left(1+|\operatorname{grad} \gamma(\eta)|^{2}\right)^{1 / 2}$. Defining $\Phi(\eta)=0$ $(|\eta| \geqslant 1)$, we have that

$$
\begin{equation*}
\|\Phi\|_{L^{\infty}\left(\mathbb{R}^{n-1}\right)} \leqslant\left(1+G^{2}\right)^{1 / 2}\|\varphi\|_{L^{x}(\Sigma)} ; \quad|\Phi(\eta)-\Phi(0)| \leqslant G\|\varphi\|_{C^{2}(\Sigma)}|\eta|^{\lambda} . \tag{2.9}
\end{equation*}
$$

Moreover

$$
\int_{\Xi_{d}} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}=\int_{\mathbb{R}^{n-1}} \Phi(\eta)[K(\eta ; t-\gamma(\eta))-K(\eta ; t)] d \eta+\int_{\mathbb{R}^{n-1}} \Phi(\eta) K(\eta ; t) d \eta .
$$

Setting $F(v)=K(\eta ; t+v)-K(\eta ; v)$, we have

$$
\begin{aligned}
\mid K(\eta ; t-\gamma(\eta))-K(\eta ; & -\gamma(\eta))-K(\eta ; t)+K(\eta ; 0) \mid= \\
& =|F(-\gamma(\eta))-F(0)|=\left|F^{\prime}(-\sigma \gamma(\eta))\right||\gamma(\eta)| \quad(\sigma \in(0,1)) .
\end{aligned}
$$

On the other hand, $F^{\prime}(v)=K_{t}(\eta ; t+v)-K_{t}(\eta ; v)$, and from Lemma VIII

$$
\left|F^{\prime}(-\sigma \gamma(\eta))\right|=\left|K_{i}(\eta ; t-\sigma \gamma(\eta))-K_{t}(\eta ;-\sigma \gamma(\eta))\right| \leqslant \Gamma t|\eta|^{-n-1},
$$

where $\Gamma$ is independent of $t, \eta, x_{0}$. But (2.6) implies $|\gamma(\eta)| \leqslant G|\eta|^{1+\lambda}$ and thus $|K(n ; t-\gamma(\eta))-K(\eta ;-\gamma(\eta))-K(\eta ; t)+K(\eta ; 0)| \leqslant \Gamma G t|\eta|^{2-n-1}$. Thus, recalling (2.9),

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}^{n-1}} \Phi(\eta)[K(\eta ; t-\gamma(\eta))-K(r ; t)] d \eta=\int_{\mathbb{R}^{n-1}} \Phi(\eta)[K(\eta ;-\gamma(\eta))-K(\eta ; 0)] d \eta
$$

uniformly with respect to $x_{0}$.
$h_{x_{0}}(\eta ; t)$ satisfy all the conditions of Theorem VII and then

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}^{n-1}} \Phi(\eta) K(\eta ; t) d \eta=\gamma\left(x_{0}\right) \Phi(0)+\int_{\mathbb{R}^{n-1}} \Phi(\eta) K(\eta ; 0) d \eta \tag{2.11}
\end{equation*}
$$

where

$$
\gamma\left(x_{0}\right)= \begin{cases}\pi h_{1}-\frac{1}{2} \int_{|\omega|} \Delta_{2} h_{x_{0} 2}(\omega) \log \left|\omega_{2}\right| d \Sigma_{\omega} & n=2 \\ \frac{1}{2} \int_{|\omega|=1}\left[(2-n) h_{x_{0}}(\omega)-\Delta_{2} h_{x_{0}}(\omega) \log \left|\omega_{n}\right|\right] d \Sigma_{\omega} & n \geqslant 3\end{cases}
$$

Since

$$
\begin{align*}
\int_{|\eta|>0} \Phi(\eta) K(\eta ; & -\gamma(\eta)) d \eta=  \tag{2.12}\\
& =\int_{|\eta|>i} \Phi(\eta)[K(\eta ;-\gamma(\eta))-K(\eta ; 0)] d \eta+\int_{|\eta|>0} \Phi(\eta) K(\eta ; 0) d \eta
\end{align*}
$$

it follows that there exists

$$
\lim _{i \rightarrow 0^{+}} \int_{|\eta|>\delta} \Phi(\eta) K(\eta ;-\gamma(\eta)) d \eta
$$

i.e. there exists the singular integral (2.3). (2.4) follows from (2.7), (2.10), (2.11). Since $h_{x_{0}}(\omega)=h\left[-\sum_{h=1}^{n-1} \omega_{h} \tau_{h}+\omega_{n} \nu_{x_{0}}\right]$, by making the substitution $\xi=-\sum_{h=1}^{n-1} \omega_{h} \tau_{h}+$ $+\omega_{n} \nu_{x_{0}}$, we obtain

$$
\begin{gathered}
\int_{|\omega|=1} h_{x_{0}}(\omega) d \Sigma_{\omega}=\int_{|\xi|=1} h(\xi) d \Sigma_{\xi} ; \\
\int_{|\omega|=1} \Delta_{2} h_{x_{0}}(\omega) \log \left|\omega_{\mathrm{n}}\right| \mathrm{d} \Sigma_{\omega}=\int_{|\xi|=1} \Delta_{2} h(\xi) \log \left|\xi \cdot v_{\mathrm{x}_{0}}\right| \mathrm{d} \Sigma_{\xi} .
\end{gathered}
$$

In order to complete the proof, taking into account (2.7) and (2.10), we need to show that the limit relation (2.11) is uniform with respect to $x_{0}$. If we denote

$$
A\left(t, x_{0}\right)=\int_{\mathbb{R}^{n-1}} \Phi(\eta) K(\eta ; t) d \eta-\gamma\left(x_{0}\right) \Phi(0) ; \quad B\left(\delta, x_{0}\right)=\int_{|\eta|>\delta} \Phi(\eta) K(\eta ; 0) d \eta
$$

we have

$$
\begin{aligned}
A\left(t, x_{0}\right)-B\left(\delta, x_{0}\right)=\int_{|\eta|<\delta}[\Phi(\eta)-\Phi(0)] K(\eta ; t) d \eta-\Phi(0) & \int_{|\eta|>\delta} K(\eta ; t) d \eta+ \\
& +\int_{|\eta|>\delta} \Phi(\eta)[K(\eta ; t)-K(\eta ; 0)] d \eta .
\end{aligned}
$$

Taking $\delta<d$, because of (2.9) and Lemma VIII, we may write

$$
\begin{aligned}
\left|\int_{|\eta|<i}[\Phi(\eta)-\Phi(0)][K(\eta ; t)-K(\eta ; 0)] d \eta\right| & \leqslant \\
& \leqslant G\left\|\left.\left|\varphi \|_{C^{\lambda}(\Sigma)} \int_{|\eta|<i}\right| \eta\right|^{\lambda}|K(\eta ; t)-K(\eta ; 0)| d \eta \leqslant\right. \\
& \leqslant \Gamma\|\varphi\|_{C^{\lambda}(\Omega)} \int_{|n|<\delta} t|\eta|^{\lambda-n} d \eta \leqslant \Gamma^{\prime}\|\varphi\|_{C^{\lambda}(\Omega)} t ;
\end{aligned}
$$

$$
\left|\Phi(0) \int_{|\eta|>\delta} K(\eta ; t) d \eta\right| \leqslant
$$

$$
\leqslant\left(1+G^{2}\right)^{1 / 2}\|\rho\|_{L^{\infty}(\Sigma)} \int_{\delta}^{+\infty} \rho^{-1} d \rho \int_{|\eta|=1}|K(\eta ; t / \rho)-K(\eta ; 0)| d \sigma_{\eta} \leqslant H^{\prime}\|\varphi\|_{L^{\infty}(\Sigma)} t^{\lambda} ;
$$

$$
\left|\int_{|\eta|>\delta} \Phi(\eta)[K(\eta ; t)-K(\eta ; 0)] d \eta\right| \leqslant
$$

$$
\leqslant\left(1+G^{2}\right)^{1 / 2}\|\varphi\|_{L^{\infty}(\mathcal{S})} \int_{i<|\eta|<M}|[K(\eta ; t)-K(\eta ; 0)]| d \eta \leqslant
$$

$$
\leqslant \Lambda\|\varphi\|_{L^{\infty}(\Sigma)} \int_{s<|x|<M} t|\eta|^{-n} d \eta \leqslant \Lambda^{\prime}\|\varphi\|_{L^{\infty}(\Sigma)} t .
$$

Since all the constants in the last inequalities are independent of $x_{0}$, it follows that

$$
\lim _{t \rightarrow 0^{+}} A\left(t, x_{0}\right)=B\left(\delta, x_{0}\right)+\int_{|\eta|<\delta}[\Phi(\eta)-\Phi(0)] K(\eta ; 0) d \eta
$$

uniformly with respect to $x_{0}$.

Let us consider now the tangential operators

$$
M_{x_{0}}^{i k}=\nu_{i}\left(x_{0}\right) \frac{\partial}{\partial x_{k}}-\nu_{k}\left(x_{0}\right) \frac{\partial}{\partial x_{i}} \quad(i, k=1, \ldots, n)
$$

X) If $h(x)$ satisfy the hypothesis of Theorem $I X$ and $\varphi \in C^{\lambda}(\Sigma)$, then

$$
\lim _{\substack{x \rightarrow x_{0} \\ x \in v_{x \mathcal{E}}}} \varphi(y) M_{x_{0}}^{i k}[h(x-y)] d \sigma_{y}=\int_{\Sigma} \varphi(y) M_{x_{0}}^{i k}\left[h\left(x_{0}-y\right)\right] d \sigma_{y} \quad(i, k=1, \ldots, n),
$$

where the last integral exists as a singular integral. The limit relation is uniform with respect to $x_{0}$.

If $i=k$ or $\psi_{i}\left(x_{0}\right)=\nu_{k c}\left(x_{0}\right)=0$ the result is trivial. Otherwise let $\left(\tau_{1}, \ldots, \tau_{n-1}, v_{x_{0}}\right)$ be an orthogonal system, where $\tau_{1}=\left(\tau_{11}, \ldots, \tau_{1 n}\right)$ is given by $\tau_{1 k}=-\nu_{i}\left(x_{0}\right), \tau_{1 i}=$ $=\nu_{k}\left(x_{0}\right), \tau_{1 j}=0$ if $j \neq i, k$. We have $M_{x_{0}}^{i k}[h(x-y)]=K(\eta ; t-\gamma(\eta))$, where $K(\eta ; t)=-$ $-\left(\partial / \partial \eta_{1}\right) h_{x_{0}}(\eta ; t)$ and $h_{x_{0}}(\eta ; t)$ is given by (2.8). Now the result follows by using the same arguments employed in Theorem IX.
XI) If $h(x)$ satisfy the hypothesis of Theorem $I X$ and $\varphi \in C^{\lambda}(\Sigma)$, then

$$
\begin{aligned}
& \lim _{\substack{x \rightarrow x_{0} \\
x \in v_{x_{0}}}} \varphi(y) h_{x_{k}}(x-y) d \sigma_{y}=\nu_{k}\left(x_{0}\right) \gamma\left(x_{0}\right) \varphi\left(x_{0}\right)+\int_{\Sigma} \varphi(y) h_{x_{k}}\left(x_{0}-y\right) d \sigma_{y}, \\
&(K=1, \ldots, n)
\end{aligned}
$$

where the last integral exists as a singular integral and $\gamma\left(x_{0}\right)$ is given by (2.5). The limit relation is uniform with respect to $x_{0}$.

This Theorem follows immediately from Theorems IX, X because

$$
\frac{\partial}{\partial x_{k}}=v_{k}\left(x_{0}\right) \frac{\partial}{\partial \nu}+\sum_{i=1}^{n} v_{i}\left(x_{0}\right)\left[\nu_{i}\left(x_{0}\right) \frac{\partial}{\partial x_{k}}-v_{k}\left(x_{0}\right) \frac{\partial}{\partial x_{i}}\right] .
$$

Remark. - In the Theorems of this section we have considered only the case in which x tends to $x_{0}$ while remaining on $v_{x_{0}}$. It is obvious how these results have to be modified if $x$ tends to $x_{0}$ while remaining on $-\nu_{x_{0}}$. For example, the relation in Theorem XI becomes

$$
\begin{aligned}
& \lim _{\substack{x \rightarrow x_{0} \\
x \in-v_{v 0}}} \int_{\Sigma} \varphi(y) h_{x_{k}}(x-y) d \sigma_{y}=-\nu_{k}\left(x_{0}\right) \gamma\left(x_{0}\right) \varphi\left(x_{0}\right)+\int_{\Sigma} \varphi(y) h_{x_{k}}\left(x_{0}-y\right) d \sigma_{y}, \\
& (k=1, \ldots, n) .
\end{aligned}
$$

We remark also that since all the limit relations obtained in this section are uniform, then they continue to hold if $x$ tends to $x_{0}$ while remaining in $\Omega$ or in $\mathbb{R}^{n}-\bar{\Omega}$ (see[11], p. 269-271).

## 3. - Boundary values of some potentials with integrable density.

In this section we want to study the boundary behavior for potentials with more general densities. Specifically we shall prove that the formulas we have found in previous sections hold almost everywhere, when $\varphi \in L^{p}(\Sigma)(p>1)$.

We recall that $x_{0}$ is a Lebesgue point for $\varphi$ if

$$
\lim _{d \rightarrow 0^{+}} d^{1-n} \int_{\Sigma_{d}}\left|\varphi(x)-\varphi\left(x_{0}\right)\right| d \sigma_{x}=0
$$

It is very well known that the set in which this condition is not satisfied is a set of zero Lebesgue ( $n-1$ )-dimensional measure.

Let $f(x)$ be a function defined in $\Omega$ (in $\mathbb{R}^{n}-\bar{\Omega}$ ) and $x_{0} \in \Sigma$. We say that the limit

$$
\lim _{x \rightarrow x_{0}} f(x)=L
$$

is an internal (external) angular boundary value if, given $\alpha \in(0, \pi), x$ tends, to $x_{0}$ while remaining in the set

$$
\begin{aligned}
& \Omega \cap\left\{x \in \mathbb{R}^{n}\left|\left(x-x_{0}\right) \cdot v_{x_{0}}>0,\left|x-x_{0}\right|^{2}-\left[\left(x-x_{0}\right) \cdot v_{x_{0}}\right]^{2} \leqslant\left[\left(x-x_{0}\right) \cdot v_{x_{0}}\right]^{2} \tan ^{2}(\alpha / 2)\right\},\right. \\
& \left(\Omega \cap\left\{x \in \mathbb{R}^{n}\left|\left(x-x_{0}\right) \cdot v_{x_{0}}<0,\left|x-x_{0}\right|^{2}-\left[\left(x-x_{0}\right) \cdot v_{x_{0}}\right]^{2} \leqslant\left[\left(x-x_{0}\right) \cdot v_{x_{0}}\right]^{2} \tan ^{2}(\alpha / 2)\right\}\right) .\right.
\end{aligned}
$$

This means that $x$ belongs to a «circular cone» with the vertex at $x_{0}$, the axis coinciding with $v_{x_{0}}$ and the plane angle at the vertex equal to $\alpha$. Moreover $L$ has to be independent of $\alpha$.

The idea of proving formulas like the next ones in Lebesgue points was used for the first time in [7] (see also [8], [9]) and later used in more general situations (see[14], p. 293-300).
XII) If $h(x)$ satisfy the hypothesis of Theorem $I X, \varphi \in L^{1}(\Sigma)$ and $x_{0} \in \Sigma$ is a Lebesgue point for $\varphi$, then

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}}\left\{\int_{\Sigma} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}-\int_{\Sigma-\Sigma_{|x-x 0|}} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y}\right\}=\gamma\left(x_{0}\right) \varphi\left(x_{0}\right) \tag{3.1}
\end{equation*}
$$

where $\Sigma_{\left|x-x_{0}\right|}=\left\{\xi \in \Sigma| | \xi-x_{0}\left|\leqslant\left|x-x_{0}\right|\right\}, \gamma\left(x_{0}\right)\right.$ is given by (2.5) and the limit must be understood as an internal angular boundary value ${ }^{3}$ ).

If $\varphi(x) \equiv 1$, the limit relation (2.4) holds and it is uniform with respect to $x_{0}$. This

[^2]implies the following internal boundary vaiue:
$$
\lim _{x \rightarrow x_{0}} \varphi\left(x_{0}\right)\left\{\int_{\Sigma} \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}-\int_{\Sigma-\Sigma\left|x-x_{0}\right|} \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y}\right\}=\gamma\left(x_{0}\right) \varphi\left(x_{0}\right)
$$
for any $\varphi$. Then in order to obtain the Theorem, it will suffice to show that
$$
\lim _{x \rightarrow x_{0}}\left\{\int_{\Sigma} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}-\int_{\Sigma-\Sigma_{\left|x-x_{0}\right|}} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y}\right\}=0
$$
where $\chi(y)=\varphi(y)-\varphi\left(x_{0}\right)$.
Let $d$ be such that (2.6) holds. If $\left|x-x_{0}\right|<d$, then
\[

$$
\begin{align*}
& \text { (3.2) } \int_{\Sigma} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}-\int_{\Sigma-\Sigma_{\left|x-x_{0}\right|}} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y}=  \tag{3.2}\\
& =\int_{\Sigma-\Sigma_{d}} \chi(y)\left[\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right] d \sigma_{y}+ \\
& +\int_{\Sigma_{d}-\Sigma_{|x-x|}} \chi(y)\left[\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right] d \sigma_{y}+\int_{\Sigma_{\left|x-x_{0}\right|}} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y} .
\end{align*}
$$
\]

It is obvious that

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}} \int_{\Sigma-\Sigma_{d}} \chi(y)\left[\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right] d \sigma_{y}=0 . \tag{3.3}
\end{equation*}
$$

As far the second term in the right hand side of (3.2) is concerned, let us observe that, by using the same notations of Theorem IX and setting $t=\left|x-x_{0}\right|, x=x_{0}+$ $+\sum_{h=1}^{n-1} \xi_{h} \tau_{h}+t v_{x_{0}}, \xi=\left(\xi_{1}, \ldots, \xi_{n-1}\right)$ we have in view of Lemma VIII

$$
\left|\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right|=|K(\eta-\xi ; t-\gamma(\eta))-K(\eta ;-\gamma(\eta))| \leqslant
$$

$$
\begin{array}{r}
\leqslant \Gamma t \sum_{k=0}^{n-1}\left[|\eta-\xi|^{2}+(t-\gamma(\eta))^{2}\right]^{-(1+h) / 2}\left[|\eta|^{2}+\gamma^{2}(\eta)\right]^{(h-n+1) / 2} \leqslant \\
\leqslant n \Gamma t\left[|\eta-\xi|^{2}+(t-\gamma(\eta))^{2}\right]^{-1 / 2}|\eta|^{1-n}
\end{array}
$$

On the other hand, since we are considering an internal angular boundary value, we have $|\xi| \leqslant t \tan (\alpha / 2)$ and, because of (2.6), $|\gamma(\eta)| \leqslant G d^{\lambda}|\eta|$. By elementary argu-
ments ${ }^{4}$ ), it follows $|\xi|\left(|\xi|^{2}+t^{2}\right)^{-1 / 2} \leqslant \sin (\alpha / 2),|\gamma(\eta)|\left(|\eta|^{2}+\gamma^{2}(\eta)\right)^{-1 / 2} \leqslant G d^{2}(1+$ $\left.+G^{2} d^{2 \lambda}\right)^{-1 / 2}$. Thus

$$
|\xi \cdot \eta+t \gamma(\eta)|\left[\left(|\xi|^{2}+t^{2}\right)\left(|\eta|^{2}+\gamma^{2}(\eta)\right)\right]^{-1 / 2} \leqslant \sin (\alpha / 2)+G d^{\lambda}\left(1+G^{2} d^{2 \lambda}\right)^{-1 / 2}
$$

We may chose $d$ in such a way

$$
\beta \equiv \sin (\alpha / 2)+G d^{\lambda}\left(1+G^{2} d^{2 \lambda}\right)^{-1 / 2}<1 .
$$

This implies

$$
\begin{align*}
& |\eta-\xi|^{2}+(t-\gamma(\eta))^{2}=|\xi|^{2}+|\eta|^{2}+t^{2}+\gamma^{2}(\eta)-2 \xi \cdot \eta-2 t \gamma(\eta) \geqslant  \tag{3.4}\\
& \geqslant|\xi|^{2}+|\eta|^{2}+t^{2}+\gamma^{2}(\eta)-2 \beta\left[\left(|\xi|^{2}+t^{2}\right)\left(|\eta|^{2}+\gamma^{2}(\eta)\right)\right]^{-1 / 2} \geqslant \\
&
\end{align*} \quad \geqslant(1-\beta)\left(|\xi|^{2}+|\eta|^{2}+t^{2}+\gamma^{2}(\eta)\right) \geqslant(1-\beta)\left(|\eta|^{2}+t^{2}\right), ~ \$
$$

and then

$$
|K(\eta-\xi ; t-\gamma(\eta))-K(\eta ;-\gamma(\eta))| \leqslant \Gamma^{\prime} t\left(|\eta|^{2}+t^{2}\right)^{-1 / 2}|\eta|^{1-n}
$$

$\Gamma^{\prime}$ being a constant independent of $r_{0}, t$ and $x_{0}$. Moreover

$$
\begin{aligned}
& \left|\int_{\Sigma_{d}-\Sigma_{\left|x-x_{0}\right|}} \chi(y)\left[\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right] d \sigma_{y}\right|= \\
& \quad=\left|\int_{t<|\eta|<d} \Phi(\eta)[K(\eta-\xi ; t-\gamma(\eta))-K(\eta ;-\gamma(\eta))] d \eta\right| \leqslant \Gamma^{\prime} \\
& \quad \cdot \int_{i<|\eta|<d}|\Phi(\eta)| t\left(|\eta|^{2}+t^{2}\right)^{-1 / 2}|\eta|^{1-n} d \eta=I^{\prime} \int_{t}^{d} t \psi^{\prime}(\rho)\left(\rho^{2}+t^{2}\right)^{-1 / 2} \rho^{1-n} d \rho
\end{aligned}
$$

where

$$
\begin{gathered}
\Phi(\eta)=\chi\left[x_{0}+\sum_{h=1}^{n-1} \eta_{h} \tau_{h}+\gamma(\eta) v_{x_{0}}\right]\left(1+|\operatorname{grad} \gamma(\eta)|^{2}\right)^{1 / 2}, \\
\psi(\rho)=\int_{|\eta|<\beta}|\Phi(\eta)| d \eta_{p}=\int_{0}^{\rho} r^{n-1} d r \int_{|\omega|=1}|\Phi(\gamma \omega)| d \Sigma_{\omega} .
\end{gathered}
$$

${ }^{\left({ }^{4}\right)}$ ) If $a, b \geqslant 0$ and $k>0$ are such that $a \leqslant k b$, then $a^{2}+b^{2} \geqslant a^{2}\left(1+k^{-2}\right)$ and therefore $a\left(a^{2}+b^{2}\right)^{-1 / 2} \leqslant k\left(1+k^{2}\right)^{-1 / 2}$.

Since $x_{0}$ is a Lebesgue point for $\varphi$, we have

$$
\begin{equation*}
\lim _{\rho \rightarrow 0^{+}} \rho^{1-n} \psi(\rho)=0 \tag{3.5}
\end{equation*}
$$

we may suppose that, given $\varepsilon>0, d$ is such that $\rho^{1-n} \psi(\rho) \leqslant \varepsilon, \forall \rho \in(0, d]$. This implies

$$
\begin{aligned}
\int_{t}^{d} t \not \psi^{\prime}(\rho)\left(\rho^{2}+\right. & \left.t^{2}\right)^{-1 / 2} \rho^{1-n} d \rho=\left[t \psi(\rho)\left(\rho^{2}+t^{2}\right)^{-1 / 2} \rho^{1-n}\right]_{\rho=t}^{f=d}- \\
& -\int_{t}^{d} t \psi(\rho)\left(\rho^{2}+t^{2}\right)^{-3 / 2} \rho^{-n}\left[t^{2}-n\left(\rho^{2}+t^{2}\right)\right] d \rho \leqslant t \psi(d)\left(d^{2}+t^{2}\right)^{-1 / 2} d^{1-n}+ \\
& +\psi(t) 2^{-1 / 2} t^{1-n}+\int_{t}^{d} t \psi(\rho)\left(\rho^{2}+t^{2}\right)^{-3 / 2} \rho^{-n}\left[t^{2}+n\left(\rho^{2}+t^{2}\right)\right] d \rho \leqslant \\
& \leqslant\left(1+2^{-1 / 2}\right) \varepsilon+\varepsilon \int_{t}^{d} t \rho\left(\rho^{2}+t^{2}\right)^{-3 / 2}(2 n+1) d \rho \leqslant \\
& \leqslant \varepsilon\left[1+2^{-1 / 2}+(2 n+1)\right] \int_{t}^{d} t\left(\rho^{2}+t^{2}\right)^{-1} d \rho \leqslant \varepsilon\left[1+2^{-1 / 2}+(2 n+1) \pi / 4\right] .
\end{aligned}
$$

Therefore, given $\varepsilon>0$, there exists $d_{\varepsilon}$ such that

$$
\begin{equation*}
\left|\int_{\Sigma_{d}-\Sigma_{\left|x-x_{0}\right|}} \chi(y)\left[\frac{\partial}{\partial v_{x_{0}}} h(x-y)-\frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right)\right] d \sigma_{y}\right| \leqslant \varepsilon \tag{3.6}
\end{equation*}
$$

for $0<\left|x-x_{0}\right|<d<d_{\varepsilon}$.
Recalling (3.4), we may write

$$
\begin{aligned}
& \left|\int_{\Sigma\left|x-x_{0}\right|} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}\right| \leqslant \int_{|\eta|<t}|\Phi(\eta)||K(\eta-\xi ; t-\gamma(\eta))| d \eta \leqslant \\
& \quad k \int_{|\eta|<t}|\Phi(\eta)|\left[|\eta-\xi|^{2}+(t-\gamma(\eta))^{2}\right]^{(1-n) / 2} d \eta \leqslant k(1-\beta)^{(1-n) / 2} t^{1-n} \int_{|\eta|<t}|\Phi(\eta)| d \eta .
\end{aligned}
$$

Because of (3.5) we have

$$
\lim _{x \rightarrow x_{0}} \int_{\Sigma_{\left|x-x_{0}\right|}} \chi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}=0 .
$$

The result follows from this relation and from (3.2), (3.3), (3.6).
XIII) If $h(x)$ satisfy the hypothesis of Theorem $I X, \varphi \in L^{1}(\Sigma)$ and $x_{0} \in \Sigma$ is a

Lebesgue point for $\uparrow$, then

$$
\begin{gathered}
\left.\lim _{x \rightarrow x_{0}} \iint_{\Sigma} \varphi(y) M_{x_{0}}^{i k}[h(x-y)] d \sigma_{y}-\int_{\Sigma-\Sigma\left|x-x_{0}\right|} \varphi(y) M_{x_{0}}^{i k}\left[h\left(x_{0}-y\right)\right] d \sigma_{y}\right\}=0 \\
\lim _{x \rightarrow x_{0}}\left\{\int_{\Sigma} \varphi(y) h_{x_{k}}(x-y) d \sigma_{y}-\int_{\Sigma-\Sigma\left|x-x_{0}\right|} \varphi(y) h_{x_{k}}\left(x_{0}-y\right) d \sigma_{y}\right\}=\nu_{k}\left(x_{0}\right) \gamma\left(x_{0}\right) \varphi\left(x_{0}\right) .
\end{gathered}
$$

These relations follow from Theorems X, XI and they are proved in the same way as Theorem XII.
XIV) If $h(x)$ satisfy the hypothesis of Theorem $I X, p \in L^{p}(\Sigma)(p>1)$, then

$$
\begin{gathered}
\lim _{x \rightarrow x_{0}} \int_{\Sigma} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h(x-y) d \sigma_{y}=\gamma\left(x_{0}\right) \varphi\left(x_{0}\right)+\int_{\Sigma} \varphi(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y} ; \\
\lim _{x \rightarrow x_{0}} \int_{\Sigma} \varphi(y) M_{x_{0}}^{i k}[h(x-y)] d \sigma_{y}=\int_{\Sigma} \varphi(y) M_{x_{0}}^{i k}\left[h\left(x_{0}-y\right)\right] d \sigma_{y} ; \\
\lim _{x \rightarrow x_{0}} \int_{\Sigma} \varphi(y) h_{x_{k}}(x-y) d \sigma_{y}=v_{k}\left(x_{0}\right) \gamma\left(x_{0}\right) \varphi\left(x_{0}\right)+\int_{\Sigma} \varphi(y) h_{x_{k}}\left(x_{0}-y\right) d \sigma_{y}
\end{gathered}
$$

almost everywhere on $\Sigma$, where $\gamma\left(x_{0}\right)$ is given by (2.5), the limits must be understood as internal angular boundary values and the integrals on the right hand sides exist as singular integrals.

At first let us show that

$$
\int_{\Sigma} p(y) \frac{\partial}{\partial v_{x_{0}}} h\left(x_{0}-y\right) d \sigma_{y}
$$

exists almost everywhere as a singular integral. This follows form (2.12), because the singular integral

$$
\int_{\mathbb{R}^{n-1}} \Phi(\eta) K(\eta ; 0) d \eta
$$

exists almost everywhere in view of a classical Theorem of Calderon and Zygmund (see [4]). Then Theorem XII implies the first limit relation. The other two relations are proved in a similar way, by using Theorem XIII.

Remarks. - In the Theorems of this section we have considered only internal angular boundary values. It is obvious how these results have to be modified for exter-
nal angular boundary values. For example, the last relation in Theorem XIV becomes

$$
\lim _{x \rightarrow x_{0}} \int_{\Sigma} \varphi(y) h_{x_{k}}(x-y) d \sigma_{y}=-\nu_{k}\left(x_{0}\right) \gamma\left(x_{0}\right) \varphi\left(x_{0}\right)+\int_{\Sigma} \varphi(y) h_{x_{k_{k}}}\left(x_{0}-y\right) d \sigma_{y} .
$$

In sections 2, 3 for sake of simplicity we have supposed $\Sigma$ is the boundary of a domain. But it is evident from the proofs that the limit relations we gave continue to hold in the interior of a compact bordered Lyapunov manifold.

## 4. - Boundary values of some potentials generated by measures.

The next Theorem provides the boundary behavior of potentials of the following kind

$$
\begin{equation*}
\int_{\Sigma} h_{x_{k}}(x-y) d \mu_{y} \tag{4.1}
\end{equation*}
$$

where $\mu \in M(\Sigma)$ is a measure defined on the family of all the Borel sets of $\Sigma$. The approach we follow is the one introduced in [9] and considered in some other particular cases in [5], [6].

In order to study the boundary behavior of (4.1) it will convenient to introduce some «parallel» surface to $\Sigma$. Let $\zeta(x)$ be a unit vector defined and continuously differentiable on $\Sigma$ such that $\zeta(x) \cdot v_{x} \geqslant p>0$, (for the existence of such a vector, see[11] pp. 273-275). Let $\Sigma_{\rho}$ be the surface $x_{\rho}=x+\rho \zeta(x), x \in \Sigma$, where $|\rho| \leqslant \rho_{0}$ ( $\rho_{0}$ small enough).
XV) If $h(x)$ satisfy the hypothesis of Theorem $I X$ and $\mu \in M(\Sigma)$, for any $f \in C^{\lambda}\left(\mathbb{R}^{n}\right)$ we have

$$
\lim _{\rho \rightarrow 0^{ \pm}} \int_{\Sigma_{\varepsilon}} f\left(x_{\rho}\right) d \sigma_{x_{\varepsilon}} \int_{\Sigma} h_{x_{k}}\left(x_{\rho}-y\right) d \mu_{y}= \pm \int_{\Sigma} \nu_{k} \gamma f d \sigma+\int_{\Sigma} d \mu_{y} \int_{\Sigma} f(x) h_{x_{i k}}(x-y) d \sigma_{x}
$$

where $\gamma$ is given by (2.5).
Let $\rho>0$ and $f \in C^{\lambda}\left(\mathbb{R}^{n}\right)$. We may write

$$
\begin{aligned}
& \int_{\mathcal{S}_{\rho}} f\left(x_{\rho}\right) h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x_{\rho}}=\int_{\Sigma_{\rho}} f\left(x_{\rho}\right) h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x_{\rho}}- \\
&-\int_{\Sigma} f(x) h_{x_{k}}\left(x-y_{-\rho}\right) d \sigma_{x}+\int_{\Sigma} f(x) h_{x_{k}}\left(x-y y_{-\rho}\right) d \sigma_{x}
\end{aligned}
$$

From Theorem XI (see Remarks at the end of section 2) it follows that

$$
\begin{aligned}
& \lim _{\rho \rightarrow 0^{+}} \int_{\Sigma} f(x) h_{x_{k}}\left(x-y_{-\rho}\right) d \sigma_{x}=-\lim _{\rho \rightarrow 0^{+}} \int_{\Sigma} f(x) h_{y_{k}}\left(y_{-\rho}-x\right) d \sigma_{x}= \\
&=\nu_{k}(y) \gamma(y) \varphi(y)+\int_{\Sigma} f(x) h_{x_{k}}(x-y) d \sigma_{x}
\end{aligned}
$$

uniformly with respect to $y \in \Sigma$. In order to obtain the result we have to show that

$$
\begin{equation*}
\lim _{\rho \rightarrow 0^{+}} \int_{\Sigma_{\rho}} f\left(x_{\rho}\right) h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x_{\rho}}-\int_{\Sigma} f(x) h_{x_{k}}\left(x-y_{-\rho}\right) d \sigma_{x}=0 \tag{4.2}
\end{equation*}
$$

uniformly with respect to $y \in \Sigma$.
Let $\left(\tau_{1}, \ldots, \tau_{n-1}, \nu_{y}\right)$ be an orthonormal system and consider the coordinate system $(\eta ; t)=\left(\eta_{1}, \ldots, \eta_{n-1}, t\right)$ with the origin in a fixed $y \in \Sigma$, corresponding to the ba$\operatorname{sis}\left(\tau_{1}, \ldots, \tau_{n-1}, \nu_{y}\right)$. Let $\Sigma_{d}$ be the part of $\Sigma$ which admits the representation $t=\gamma(\eta)$, where $\gamma(\eta)$ satisfy (2.6). We have

$$
\begin{align*}
|x-y+\rho \zeta(x)|^{2} \geqslant H\left(|x-y|^{2}+\rho^{2}\right) & ;  \tag{4.3}\\
& |x-y+\rho \zeta(y)|^{2} \geqslant H\left(|x-y|^{2}+\rho^{2}\right) \quad \forall x \in \Sigma_{d}
\end{align*}
$$

$H$ being a positive constant independent of $y$ (see [5], p. 196).
We denote by $\Sigma_{\rho, d}$ the part of $\Sigma_{d}$ which admits the representation $x_{\rho}=x+\rho \zeta(x)$, $x \in \Sigma_{d}$. Let $\left\{c_{i j}(\rho, \eta)\right\}(i=1, \ldots, n-1 ; j=1, \ldots, n)$ be the matrix whose elements are $c_{i j}(\rho, \eta)=\delta_{i j}+\rho\left(\partial \zeta_{j} / \partial \eta_{i}\right) \quad(i, j=1, \ldots, n-1), \quad c_{i j}(\rho, \eta)=\partial \gamma / \partial \eta_{i}+\rho\left(\partial \zeta / \partial \eta_{j}\right)$ $(j=1, \ldots, n)$, where $\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ are the components of $\zeta$ with respect to the system $\left(\tau_{1}, \ldots, \tau_{n-1}, v_{y}\right)$. If $H_{\rho}(\eta)=\left[\operatorname{det}\left\{\sum_{h=1}^{n} c_{i h}(\rho, \eta) c_{j h}(\rho, \eta)\right\}\right]^{1 / 2}$, we have $d \sigma_{x}=H_{0}(\eta) d \eta$ (on $\Sigma_{d}$ ), $d \sigma_{x_{\rho}}=H_{\rho}(\eta) d \eta\left(\right.$ on $\left.\Sigma_{\rho, d}\right)$. Therefore, considering $H_{\rho}(\eta)$ as a function of $x \in \Sigma_{d}$ (which we denote by $H_{\rho}(x)$ ), we may write

$$
\begin{align*}
& \int_{\Sigma_{\rho, d}} f\left(x_{\rho}\right) h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x_{\rho}}-\int_{\Sigma_{d}} f(x) h_{x_{k}}\left(x-y_{-\rho}\right) d \sigma=  \tag{4.4}\\
= & \int_{\Sigma_{d}}\left[f\left(x_{\rho}\right) \frac{H_{\rho}(x)}{H_{0}(x)}-f(x)\right] h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x}+\int_{\Sigma_{d}} f(x)\left[h_{x_{k}}\left(x_{\rho}-y\right)-h_{x_{k}}\left(x-y_{-\rho}\right)\right] d \sigma_{x}
\end{align*}
$$

Since

$$
\left|f\left(x_{\rho}\right) \frac{H_{\rho}(x)}{H_{0}(x)}-f(x)\right| \leqslant\left|f\left(x_{\rho}\right)-f(x)\right| \frac{H_{\rho}(x)}{H_{0}(x)}+\frac{|f(x)|}{H_{0}(x)}\left|H_{\rho}(x)-H_{0}(x)\right|
$$

and $\left|H_{\rho}(x)-H_{0}(x)\right|=\mathcal{O}(\rho)\left({ }^{5}\right)$, in view of (4.3), it follows that

$$
\left[f\left(x_{\rho}\right) \frac{H_{\rho}(x)}{H_{0}(x)}-f(x)\right] h_{x_{k}}\left(x_{\rho}-y\right)=\mathcal{O}\left(\rho^{\lambda}\left|x_{\rho}-y\right|^{1-n}\right)=\mathcal{O}\left(\rho^{\lambda / 2}|x-y|^{1-n+\lambda / 2}\right)
$$

this relation being uniform with respect to $y \in \Sigma$. It follows

$$
\begin{equation*}
\lim _{\rho \rightarrow 0^{+}} \int_{\Sigma_{i}}\left[f\left(x_{\rho}\right) \frac{H_{\rho}(x)}{H_{0}(x)}-f(x)\right] h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x}=0 \tag{4.5}
\end{equation*}
$$

uniformly with respect to $y \in \Sigma$.
Moreover because of Lemma VIII and (4.3), we have

$$
\begin{array}{r}
\left|h_{x_{k}}\left(x_{\rho}-y\right)-h_{x_{k}}\left(x-y_{-\rho}\right)\right| \leqslant \Gamma\left|x_{\rho}-y-x+y_{-\epsilon}\right|_{h=0}^{n-1}\left|x_{\rho}-y\right|^{-1-h}\left|x-y_{-\rho}\right|^{h-n+1} \leqslant \\
\leqslant \Gamma^{\prime} \rho|\zeta(x)-\zeta(y)|\left(|x-y|^{2}+\rho^{2}\right)^{-n / 2}
\end{array}
$$

Thus $h_{x_{k}}\left(x_{\rho}-y\right)-h_{x_{k}}\left(x-y_{-\rho}\right)=\mathcal{O}\left(\rho^{1 / 2}|x-y|^{1-n+1 / 2}\right)$ and this implies

$$
\begin{equation*}
\lim _{\rho \rightarrow 0^{+}} \int_{\Sigma_{d}} f(x)\left[h_{x_{k}}\left(x_{\rho}-y\right)-h_{x_{k}}\left(x-y_{-\rho}\right)\right] d \sigma_{x}=0 \tag{4.6}
\end{equation*}
$$

uniformly with respect to $y \in \Sigma$.
Finally observing that

$$
\lim _{\rho \rightarrow 0^{+}} \int_{\Sigma-\Sigma_{\rho, d}} f\left(x_{\rho}\right) h_{x_{k}}\left(x_{\rho}-y\right) d \sigma_{x_{\rho}}-\int_{\Sigma-\Sigma_{d}} f(x) h_{x_{k}}\left(x-y_{-\hat{q}}\right) d \sigma_{x}=0
$$

uniformly with respect to $y \in \Sigma$, from (4.4), (4.5) and (4.6) it follows (4.2), i.e. the Theorem.

In the same way we may prove the result if $p<0$.
$\left.{ }^{(5}\right)$ The derivative of $H_{p}(\eta)$ with respect to $\rho$ is bounded. This implies the relation in the text, which, on the other hand, may be proved by direct calculation.
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[^0]:    (1) From now on (1.7) must be understood as $K(-1 ; 0)+K(1 ; 0)=0$, if $n=2$.

[^1]:    $\left(^{2}\right)$ By $\|f\|_{C^{\lambda}\left(B_{i}\right)}$ we mean: $\max |f(x)|+\sup \left[|f(x)-f(y)| /|x-y|^{\lambda}\right]$, where max and sup are taken in $B_{d}$ and in $\left\{(x, y) \mid x, y \in B_{d}, x \neq y\right\}$ respectively.

[^2]:    $\left(^{(3)}\right.$ The idea of the proof is substantially the one contained in [14] (pp. 293-298), but with some modifications.

