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Summary. We study the problem of relating the long time behavior of finite and infinite systems of locally interacting components. We consider in detail a class of linearly interacting diffusions $x(t)=\left\{x_{i}(t), i \in \mathbb{Z}^{d}\right\}$, in the regime where there is a one-parameter family of nontrivial invariant measures. For these systems there are naturally defined corresponding finite systems, $x^{N}(t)=\left\{x_{i}^{N}(t), i \in \Lambda_{N}\right\}$, with $\Lambda_{N}=(-N, N]^{d} \cap \mathbb{Z}^{d}$. Our main result gives a comparison between the laws of $x\left(t_{N}\right)$ and $x^{N}\left(t_{N}\right)$ for times $t_{N} \rightarrow \infty$ as $N \rightarrow \infty$. The comparison involves certain mixtures of the invariant measures for the infinite system.
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## 1 Introduction

The purpose of this paper is to study the approximation of large finite systems of interacting components by corresponding infinite systems, and vice versa, as considered in [CG1] and extended in [CG2] and [DG1]. We give a new class of examples of the phenomena found in these papers, which includes some models of interest in mathematical biology. The models considered in the cited papers all had rather special properties which made them mathematically tractable: duality, "family" independence, or "mean field" independence. This is not the case with the class of models treated here. Consequently, we show that the "finite systems

[^0]scheme" put forth in these earlier papers is not merely an artifact of such special properties, but describes a type of behavior which, in our opinion, holds more broadly. We carry this point further in [CG4] by proving an abstract theorem relating the behavior of finite and infinite systems of interacting components. See [CG1] for a list of references on the study of finite versus infinite systems. We start by defining infinite systems of interacting diffusions.

## Infinite systems of interacting diffusions

Let $I \subset \mathbb{R}$ be an interval. The infinite system $x(t)=\left\{x_{i}(t), i \in \mathbb{Z}^{d}\right\} \in I^{\mathbb{Z}^{d}}$ is a Markov process defined through the following system of stochastic differential equations:

$$
\begin{align*}
& d x_{i}(t)=\left[\sum_{j \in \mathbb{Z}^{d}} a(i, j) x_{j}(t)-x_{i}(t)\right] d t+\sqrt{g\left(x_{i}(t)\right)} d w_{i}(t), \quad i \in \mathbb{Z}^{d},  \tag{1.1a}\\
& x(0) \in \mathbb{E} .
\end{align*}
$$

The ingredients in the above system are as follows:
(1.1b) A matrix $a(i, j)$ which is irreducible and satisfies

$$
a(i, j) \geq 0, \quad a(i, j)=a(0, j-i) \quad \forall i, j \in \mathbb{Z}^{d}, \quad \sum_{j \in \mathbb{Z}^{d}} a(0, j)=1
$$

(1.1c) A function $g: I \rightarrow \mathbb{R}^{+}$which vanishes at finite endpoints of $I$, is locally Lipschitz, and satisfies

$$
\limsup _{|\theta| \rightarrow \infty} \frac{g(\theta)}{\theta^{2}}<\infty .
$$

(1.1d) A collection $\left\{w_{i}(t), i \in \mathbb{Z}^{d}\right\}$ of independent one-dimensional Brownian motions.
(1.1e) The state space $\mathbb{E} \subset I^{\mathbb{Z}^{d}}$, which is defined via a suitable norm. Let $\left\{\gamma_{i}, i \in \mathbb{Z}^{d}\right\}$ be a strictly positive, summable sequence such that for some finite constant $\Gamma$,

$$
\sum_{i \in \mathbb{Z}^{d}} \gamma_{i} a(i, j) \leq \Gamma \gamma_{j}, \quad j \in \mathbb{Z}^{d}
$$

For $x \in I^{\mathbb{Z}^{d}}$ let $\|x\|_{1}=\sum_{i \in \mathbb{Z}^{d}} \gamma_{i}\left|x_{i}\right|$, and define $\mathbb{E}=\left\{x \in I^{\mathbb{Z}^{d}}:\|x\|_{1}<\infty\right\}$. We endow $\mathbb{E}$ with the topology of component-wise convergence.

Remark. Since $a(i, j)$ is irreducible and translation invariant, if $x \in \mathbb{E}$ then $\sigma_{i} x \in \mathbb{E}$ for all $i \in \mathbb{Z}^{d}$, where $\sigma_{i}$ is the shift by $i,\left(\sigma_{i} x\right)_{j}=x_{i+j}$. Thus one can consider shift invariant probability measures on $\mathbb{E}$. We note that if $\mu$ is a shift invariant probability measure on $I^{\mathbb{Z}^{d}}$ with $E^{\mu}\left|x_{0}\right|<\infty$, then $\mu$ is automatically supported in $\mathbb{E}$, and hence is a shift invariant measure on $\mathbb{E}$. Of course, $\mathbb{E}=I^{\mathbb{Z}^{d}}$ if $I$ is bounded.

Although Theorem 3.2 of [SS] is more restrictive than the present situtation, a modification of its proof, with truncation by stopping times, yields the following. For every $x(0) \in \mathbb{E}$ there exists a unique strong solution $x(t)$ of (1.1) such that

$$
P(x(t) \text { is an } \mathbb{E} \text {-valued continuous function of } t \geq 0)=1
$$

The solution defines a Markov process ( $P^{x}, x(t)$ ) taking values in $\mathbb{E}$, and a Markov semigroup $S(t)$ acting on $C_{b}(\mathbb{E})$, the collection of all bounded continuous functions on $\mathbb{E}$, such that

$$
S(t) f-f=\int_{0}^{t} S(s) \mathfrak{A} f d s, \quad f \in C_{0}^{2}(\mathbb{E})
$$

Here $C_{0}^{2}(\mathbb{E})$ is the set of all $C^{2}$ functions on $\mathbb{E}$ which depend on only finitely many coordinates, and have the property that $\mathfrak{A} f$ is bounded, where

$$
\mathfrak{A} f(x)=\frac{1}{2} \sum_{i \in \mathbb{Z}^{d}} g(x) \frac{\partial^{2} f}{\partial x_{i}^{2}}+\sum_{i \in \mathbb{Z}^{d}}\left[\sum_{j \in \mathbb{Z}^{d}}(a(i, j)-\delta(i, j)) x_{j}\right] \frac{\partial f}{\partial x_{i}},
$$

with $\delta(i, j)=1$ if $i=j$, and 0 otherwise. If we define $\|x\|_{2}^{2}=\sum \gamma_{i} x_{i}^{2}$, then the set $\mathbb{E}^{\prime}=\left\{x \in \mathbb{E}:\|x\|_{2}<\infty\right\}$ has the property that for $x(0) \in \mathbb{E}^{\prime}$,

$$
P\left(x(t) \text { is an } \mathbb{E}^{\prime} \text {-valued }\|\cdot\|_{2} \text {-continuous function of } t \geq 0\right)=1
$$

and the induced semigroup is Feller. The following special cases of (1.1) have been studied in the literature.

Example 1. $I=[0,1]: g(\theta)=c \theta(1-\theta)$ (Wright-Fisher stepping stone model [S1]), and $g(\theta)=c \theta^{2}(1-\theta)^{2}$ (Ohta-Kimura model [NS]).

Example 2. $I=[0, \infty): g(\theta)=c \theta$ (branching diffusion or "super random walk" [D2]).

Example 3. $I=(-\infty, \infty): g(\theta)=c$ (critical Ornstein-Uhlenbeck process [D1]).
Example 4. $I=[0, \infty): g(\theta)=c \theta^{2}$ (scalar field in a non-stationary random potential [S4]).

We refer the reader to the indicated papers for more information on these examples.

As shown in [CG3] and [SS], the symmetrized kernel

$$
\widehat{a}(i, j)=\frac{a(i, j)+a(j, i)}{2}
$$

plays a fundamental role in describing the ergodic behavior of the interacting diffusion $x(t)$. Let $\widehat{a}_{t}(i, j)$ be the continuous time kernel $\widehat{a}_{t}(i, j)=$ $e^{-t} \sum_{n=0}^{\infty} t^{n} \widehat{a}^{(n)}(i, j) / n!$, and let $\widehat{A}(i, j)=\int_{0}^{\infty} \widehat{a}_{2 s}(i, j) d s$. In order to use second moment techniques we assume from now on the condition

$$
\begin{equation*}
\limsup _{|\theta| \rightarrow \infty} \frac{g(\theta)}{|\theta|^{2}}<\frac{1}{\widehat{A}(0,0)} \tag{1.2}
\end{equation*}
$$

We need some additional notation to review the basic ergodic theory of the infinite systems. Let $\mathcal{T}(\mathbb{E})$ denote the collection of probability measures on $\mathbb{E}$ which are shift invariant, and let $\mathcal{T}_{p}(\mathbb{E})$ be all $\mu \in \mathcal{T}(\mathbb{E})$ such that $\left.\left.\langle\mu,| x_{0}\right|^{p}\right\rangle<\infty$, where in general $\langle\mu, f\rangle=\int f d \mu$. $\mathcal{L}$ denotes law, and $\delta_{\theta}$ denotes the unit point mass at the element $x_{i} \equiv \theta$. Let $\rightarrow_{p}$ denote convergence in probability, let $\stackrel{\text { fdd }}{\Rightarrow}$ denote convergence of finite dimensional distributions, and let $\Rightarrow$ denote weak convergence. In particular, for continuous processes $Z_{n}(\cdot)$ and $Z(\cdot), Z_{n}(\cdot) \Rightarrow Z(\cdot)$ means that the probability laws induced by $Z_{n}(\cdot)$ on the continuous path space converges weakly to that induced by $Z(\cdot)$ as $n \rightarrow \infty$. For any probability measure $\mu$ on $\mathbb{E}$ we will write $\mu S(t)$ for $\mathcal{L}(x(t))$ when $\mathcal{L}(x(0))=\mu$. $\mathcal{I}$ denotes the set of invariant measures for $x(t)$, i.e., all probability measures $\mu$ on $\mathbb{E}$ such that $\mu S(t)=\mu$ for all $t \geq 0$.

The behavior of $x(t)$ depends on whether or not $\widehat{a}(i, j)$ is recurrent or transient. In the transient case we have the following, taken from [CG3] and [S4].

Theorem 0. Assume $\widehat{a}(i, j)$ is transient.
(a) For $\theta \in I$ and $\mathcal{L}(x(0))=\delta_{\theta}$, the weak limit $\nu_{\theta}=\lim _{t \rightarrow \infty} \mathcal{L}(x(t))$ exists, is an element of $\mathcal{T}_{2}(\mathbb{E})$, is associated and mixing, and satisfies $\left\langle\nu_{\theta}, x_{0}\right\rangle=\theta$.
(b) For $\theta \in I$, if $\mathcal{L}(x(0)) \in \mathcal{T}_{1}(\mathbb{E})$ is shift-ergodic, with $E x_{0}(0)=\theta$, then $\mathcal{L}(x(t)) \Rightarrow \nu_{\theta}$ as $t \rightarrow \infty$.
(c) The set of extreme points of $\mathcal{I} \cap \mathcal{T}_{1}(\mathbb{E})$ is exactly $\left\{\nu_{\theta}, \theta \in I\right\}$.

Remark. When necessary we will write $\nu_{\theta}^{g}$ for $\nu_{\theta}$ to indicate the dependence of $\nu_{\theta}$ on $g$.
The picture for recurrent $\widehat{a}(i, j)$ is not nearly as complete, except for some special cases and the general compact $I$ case, in which the phenomenon of clustering occurs. We refer the reader to the papers [S1], [S2], [NS] and [CG3] for more details on this.

## Finite systems of interacting diffusions

For $N=1,2, \ldots$ let $\Lambda_{N}=(-N, N]^{d} \cap \mathbb{Z}^{d}$ be viewed as a torus, and let $\mathbb{E}_{N}=I^{\Lambda_{N}}$. We define an $\mathbb{E}_{N}$-valued Markov process $x^{N}(t)=\left\{x_{i}^{N}(t), i \in \Lambda_{N}\right\}$ via the system

$$
\begin{equation*}
d x_{i}^{N}(t)=\left[\sum_{j \in A_{N}} a^{N}(i, j) x_{j}^{N}(t)-x_{i}^{N}(t)\right] d t+\sqrt{g\left(x_{i}^{N}(t)\right)} d w_{i}(t), \quad i \in \Lambda_{N} \tag{1.3}
\end{equation*}
$$

$$
x^{N}(0) \in \mathbb{E}_{N}
$$

where $a^{N}(i, j)=\sum_{k \in \mathbb{Z}^{d}} a(i, j+2 N k), i, j \in \Lambda_{N}$. We let $S^{N}(t)$ denote the corresponding transition semigroup operators.

We view the processes $x^{N}(t)$ as finite versions of the infinite system $x(t)$, since it is easily seen that given $x(0) \in \mathbb{E}$, if $x_{i}^{N}(0)=x_{i}(0)$ for all $i \in \Lambda_{N}$ and all $N$, then for fixed $t>0$,

$$
\mathcal{L}\left(x^{N}(t)\right) \Rightarrow \mathcal{L}(x(t)) \text { as } N \rightarrow \infty
$$

To be precise about the meaning of this convergence, we introduce the periodic extension operators $\pi_{N}: \mathbb{E}_{N} \rightarrow \mathbb{E},\left(\pi_{N} x^{N}\right)_{j}=x_{i}^{N}$ where $i \in \Lambda_{N}, i=j \bmod (2 N)$. We also let $\pi_{N}$ denote the induced operator mapping probability measures on $\mathbb{E}_{N}$ to probability measures on $\mathbb{E}$. If $\mu^{N}$ is a probability measure on $\mathbb{E}_{N}, N=1,2, \ldots$, and $\mu$ is a probability measure on $\mathbb{E}$, we write $\mu^{N} \Rightarrow \mu$ as $N \rightarrow \infty$ to mean $\pi_{N} \mu^{N} \Rightarrow \mu$ as $N \rightarrow \infty$.

If $\widehat{a}(i, j)$ is transient, the long-term behavior of the finite systems differs drastically from the long-term behavior of the corresponding infinite system (as given in Theorem 0a). For instance, if $I \subset \mathbb{R}^{+}$and $x_{i}^{N}(0) \equiv \theta$, then for fixed $N, \sum_{i \in A_{N}} x_{i}^{N}(t)$ is a nonnegative martingale, and must converge a.s. as $t \rightarrow \infty$. From this fact it is easy to see that as $t \rightarrow \infty$,

$$
\begin{array}{cc}
\mathcal{L}\left(x^{N}(t)\right) \Rightarrow(1-\theta) \delta_{0}+\theta \delta_{1} & \text { (Example 1) } \\
\mathcal{L}\left(x^{N}(t)\right) \Rightarrow \delta_{0} & \text { (Example 2). }
\end{array}
$$

Using Gaussian techniques it can be shown that (suitably interpreted) as $t \rightarrow \infty$,

$$
\left.\mathcal{L}\left(x^{N}\left(t_{N}\right)\right) \Rightarrow \frac{1}{2} \delta_{-\infty}+\frac{1}{2} \delta_{+\infty} \quad \text { (Example } 3\right) .
$$

To obtain a more precise picture of the asymptotic behavior of the finite systems we will compare the behavior of $x(t)$ and $x^{N}(t)$ as both $N$ and $t$ tend to infinity, using the framework of the finite systems scheme of [CG1].

## Ingredients of the finite systems scheme

In order to state our results we define the following objects.
(1.4a) The time scale $\beta_{N}=(2 N)^{d}$.
(1.4b) The empirical densities $\Theta^{N}(t)=\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} x_{i}^{N}(t)$.
(1.4c) The rescaled process of empirical densities $Z_{N}(t)=\Theta^{N}\left(t \beta_{N}\right)$.
(1.4d) The diffusion $Z(t)$ on $I$, defined for the case $\widehat{a}(i, j)$ transient, by

$$
d Z(t)=\sqrt{g^{*}(Z(s))} d w(s), \quad Z(0)=\rho,
$$

where $w(t)$ is a Brownian motion on $\mathbb{R}$ and $g^{*}$ is the function $g^{*}(\theta)=E^{\nu_{\theta}^{g}} g\left(x_{0}\right)$. (The fact that this stochastic differential equation has a unique weak solution will follow from Lemma 2.12 of Sect. 2 below.) The probability transition function of $Z(t)$ will be denoted $Q_{t}(\rho, d \theta)$.
(1.4e) The empirical measures of the finite systems

$$
U_{N}(t)=\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \delta_{\sigma_{i}^{N} x^{N}(t)}
$$

where $\sigma_{i}^{N}$ is the shift by $i$ on $\Lambda_{N},\left(\sigma_{i}^{N} x\right)_{j}=x_{k}, k=(i+j) \bmod (2 N)$.

## Main results

We treat only the case $\widehat{a}(i, j)$ is transient in this paper, the recurrent case will be contained in [CGS]. Theorem 1 analyzes the behavior of the finite systems from a global point of view with the empirical densities $U_{N}(t)$. Theorem 2 takes a more local viewpoint, and is the direct analogue of results proved for branching random walk, the voter model and the contact process in [CG1]. Our proofs require certain random walk estimates (see Proposition 2.1 below) which hold for all genuinely $d$-dimensional random walk kernels, $d \geq 3$. The estimates hold also for transient random walk kernels in $d \leq 2$ which possess certain regularity properties. For simplicity we will consider only the $d \geq 3$ case.

Theorem 1. Assume $d \geq 3$. Suppose that $\sup _{N} E\left\langle U_{N}(0),\right| x_{0}\left|{ }^{p}\right\rangle<\infty$ for some $p>2$, and for some random variable $Z_{0}, \mathcal{L}\left(\Theta_{N}(0)\right) \Rightarrow \mathcal{L}\left(Z_{0}\right)$ as $N \rightarrow \infty$. Then as $N \rightarrow \infty$,

$$
\begin{equation*}
Z_{N}(\cdot) \Rightarrow Z(\cdot), \quad Z(0)=Z_{0} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{U_{N}\left(t \beta_{N}\right) ; t>0\right\} \stackrel{\text { fdd }}{\Longrightarrow}\left\{\nu_{Z(t)} ; t>0\right\} . \tag{1.6}
\end{equation*}
$$

Theorem 2. Assume $d \geq 3$. Suppose that for some $p>2, \mathcal{L}\left(x^{N}(0)\right) \in \mathcal{T}_{p}\left(\mathbb{E}_{N}\right)$, $\sup _{N} E\left|x_{0}^{N}(0)\right|^{p}<\infty$, and for some $\rho \in I, \Theta^{N}(0) \rightarrow_{p} \rho$ as $N \rightarrow \infty$. Let $t_{N} \uparrow \infty$ and $t_{N} / \beta_{N} \rightarrow s \in[0, \infty)$, and in the case $t_{N} / N^{2} \nrightarrow \infty$, assume also that $\mathcal{L}\left(x^{N}(0)\right) \Rightarrow$ some ergodic element of $\mathcal{T}_{2}(\mathbb{E})$. Then

$$
\begin{equation*}
\mathcal{L}\left(\Theta^{N}\left(t_{N}\right)\right) \Rightarrow \mathcal{L}(Z(s)), \quad Z(0)=\rho \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}\left(x^{N}\left(t_{N}\right)\right) \Rightarrow \int_{I} Q_{s}(\rho, d \theta) \nu_{\theta} \tag{1.8}
\end{equation*}
$$

Remark. Another way to look at the phenomena described in Theorems 1 and 2 is to consider time averages. Let $\phi: \mathbb{E} \rightarrow \mathbb{R}^{+}$be a continuous function depending on finitely many coordinates. Under the assumptions of Theorem 2, if $l_{N} \rightarrow \infty$, $l_{N}=o\left(\beta_{N}\right)$, then one can prove

$$
l_{N}^{-1} \int_{t \beta_{N}}^{t \beta_{N}+l_{N}} \phi\left(x^{N}(s)\right) d s \Rightarrow \int_{I} Q_{t}(\rho, d \theta)\left\langle\nu_{\theta}, \phi\right\rangle .
$$

This shows that the phenomena described in the theorems are observable in the statistical sense.

Remark. It is possible to take $p=2$ in Theorems 1 and 2 above at the cost of strengthening (1.2) to

$$
\limsup _{|\theta| \rightarrow \infty} \frac{g(\theta)}{|\theta|^{2}}=0
$$

In [CGS] we will study properties of the mapping $g \rightarrow g^{*}$, and discuss the special role of $g(x)=c x(1-x), g(x)=c x$, and $g(x)=c$ in this context. The remainder of this paper is devoted to the proofs of Theorems 1 and 2 . Section 2 is a lengthy section containing numerous technical preliminaries. Theorem 1 is proved in Sect. 3, Theorem 2 is proved in Sect. 4.

## 2 Technical preparations

We collect here various technical results that we will need. These include random walk estimates, moment formulae, and a formulation of the basic coupling, which is our most important tool. We apply the coupling to derive some regularity properties of the invariant measures $\nu_{\theta}^{g}$.

## Random walk estimates

We first state a proposition containing some results on the asymptotic behavior of the random walk kernels $a_{t}^{N}(i, j)$ and $\widehat{a}_{t}^{N}(i, j)$. The results were proved in [C] and [CG1] for simple symmetric random walk.

## Lemma 2.1.

(a) If $t_{N} / N^{2} \rightarrow \infty$ as $N \rightarrow \infty$, then $\sup _{t \geq t_{N}} \sup _{i, j \in \Lambda_{N}}(2 N)^{d} \mid a_{t}^{N}(i, j)-$ $(2 N)^{-d} \mid \rightarrow 0$.
(b) If $d \geq 3$, and $\lambda>0$, then $\lim _{N \rightarrow \infty} \int_{0}^{\infty} e^{-\lambda t /(2 N)^{d}} \widehat{a}_{2 t}^{N}(i, j) d t=\lambda^{-1}+$ $\widehat{A}(i, j)$.
(c) If $d \geq 3$, and $T(N) / \beta_{N} \rightarrow s \in(0, \infty)$ as $N \rightarrow \infty$, then

$$
\lim _{N \rightarrow \infty} \int_{0}^{T(N)} \widehat{a}_{2 t}^{N}(i, j) d t=\widehat{A}(i, j)+s
$$

Proof. The fact that

$$
\begin{equation*}
\sup _{i \geq t_{N}} \sup _{j \in \Lambda_{N}}(2 N)^{d}\left|a_{t}^{N}(0, j)-(2 N)^{-d}\right| \rightarrow 0 \tag{2.1}
\end{equation*}
$$

holds if $a(i, j)$ is the transition kernel of simple symmetric random walk in $\mathbb{Z}^{d}$, $d \geq 2$, was established in [C] (see the Proposition on page 1341 there). The proof used a refined local limit expansion, and is easily modified to show that (2.1) holds for $d \geq 1$ for any irreducible random walk kernel $a(i, j)$ of finite range (i.e., for some $K<\infty, a(i, j)=0$ if $|i-j|>K)$. Assuming now that $a(i, j)$ is not of
finite range, we choose $K<\infty$ large enough so that with $\gamma=\sum_{|k| \leq K} a(0, k)$, $0<\gamma<1$, the kernel

$$
p(i, j)=\gamma^{-1} a(i, j) 1_{\{|i-j| \leq K\}}
$$

is irreducible. Letting

$$
q(i, j)=(1-\gamma)^{-1} a(i, j) 1_{\{|i-j|>K\}},
$$

we have $a(i, j)=\gamma p(i, j)+(1-\gamma) q(i, j)$, and on the torus $\Lambda_{N}, a^{N}(i, j)=$ $\gamma p^{N}(i, j)+(1-\gamma) q^{N}(i, j)$. It follows that

$$
\begin{equation*}
a_{t}(i, j)=p_{\gamma t} q_{(1-\gamma) t}(i, j)=\sum_{k \in \mathbb{Z}^{d}} p_{\gamma t}(i, k) q_{(1-\gamma) t}(k, j) . \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{t}^{N}(i, j)=p_{\gamma t}^{N} q_{(1-\gamma) t}^{N}(i, j)=\sum_{k \in \Lambda_{N}} p_{\gamma t}^{N}(i, k) q_{(1-\gamma) t}^{N}(k, j) \tag{2.3}
\end{equation*}
$$

Now put $\epsilon_{N}=\sup _{t \geq \gamma t_{N}} \sup _{j \in A_{N}}(2 N)^{d}\left|p_{t}^{N}(0, j)-(2 N)^{-d}\right|$. By (2.1), $\epsilon_{N} \rightarrow 0$ as $N \rightarrow \infty$, and therefore, uniformly in $t \geq t_{N}, i, j \in \Lambda_{N}$,

$$
\begin{aligned}
(2 N)^{d}\left|a_{t}^{N}(i, j)-(2 N)^{-d}\right| & =(2 N)^{d}\left|\sum_{k \in \Lambda_{N}} p_{\gamma t}^{N}(i, k) q_{(1-\gamma) t}^{N}(k, j)-(2 N)^{-d}\right| \\
& \leq(2 N)^{d} \sum_{k \in \Lambda_{N}}\left|p_{\gamma t}^{N}(i, k)-(2 N)^{-d}\right| q_{(1-\gamma) t}^{N}(k, j) \\
& \leq \sum_{k \in \Lambda_{N}} \epsilon_{N} q_{(1-\gamma) t}^{N}(k, j)=\epsilon_{N}
\end{aligned}
$$

which proves part (a).
For (b), we apply a result of [MW], which says that if $\hat{\phi}(u)=\sum_{j \in \mathbb{Z}^{d}} \widehat{a}(0, j)$ $\times e^{i(u \cdot j)}, u \in \mathbb{R}^{d}$, where $i^{2}=-1$, then for $\lambda>0$

$$
\int_{0}^{\infty} e^{-\lambda t} \widehat{a}_{t}^{N}(0, j) d t=(2 N)^{-d} \sum_{k \in \Lambda_{N}} \frac{\exp (-i(2 \pi j \cdot k) / 2 N)}{1+\lambda-\hat{\phi}(\pi k / N)}
$$

By separating out the $k=0$ term we obtain

$$
\begin{aligned}
\int_{0}^{\infty} e^{-\lambda t /(2 N)^{d}} \widehat{a}_{t}^{N}(0, j) d t & =\lambda^{-1}+(2 N)^{-d} \sum_{\substack{k \in A_{N} \\
k \neq 0}} \frac{\exp (-i(2 \pi j \cdot k) / 2 N)}{1+\lambda /(2 N)^{d}-\hat{\phi}(\pi k / N)} \\
& \rightarrow \lambda^{-1}+\int_{(-1,1)^{d}} \frac{\exp (i 2 \pi(u \cdot j))}{1-\hat{\phi}(\pi 2 \pi u)} d u
\end{aligned}
$$

as $N \rightarrow \infty$. It is here that the assumption $d \geq 3$ has been used to simplify passage to the limit. Since $\hat{\phi}$ is real, P 7.5 of $[\mathrm{Sp}]$ implies that for some positive constant $C, 1-\hat{\phi}(u) \geq C|u|^{2}$ on $(-\pi, \pi)^{d}$. For $d \geq 3$, this is enough to apply the dominated convergence theorem. (For transient $\widehat{a}(i, j)$ in $d \leq 2$ some additional
assumption on the regularity of $\hat{\phi}$ near zero is needed for this step.) Finally, the last integral above equals $\widehat{A}(0, j)$.

For (c), let $t_{N} / N^{2} \rightarrow \infty, t_{N} / N^{d} \rightarrow 0$ as $N \rightarrow \infty$. By the estimate of part (a),

$$
\begin{aligned}
\int_{t_{N}}^{\infty} e^{-\lambda t /(2 N)^{d}} \widehat{a}_{2 t}^{N}(0, j) d t & =\int_{t_{N}}^{\infty} \frac{1+o(1)}{(2 N)^{d}} e^{-\lambda t /(2 N)^{d}} d t \\
& =\frac{1+o(1)}{\lambda} \exp \left(-\lambda t_{N} /(2 N)^{d}\right)
\end{aligned}
$$

which tends to $\lambda^{-1}$ as $N \rightarrow \infty$. Therefore by (b), it must be the case that

$$
\begin{equation*}
\int_{0}^{t_{N}} e^{-\lambda t /(2 N)^{d}} \widehat{a}_{2 t}^{N}(0, j) d t \rightarrow \widehat{A}(0, j) \tag{2.4}
\end{equation*}
$$

Now for $0 \leq t \leq t_{N}, 1 \geq \exp \left(-\lambda t /(2 N)^{d}\right) \geq \exp \left(-\lambda t_{N} /(2 N)^{d}\right) \rightarrow 1$ as $N \rightarrow \infty$. This observation and (2.4) prove

$$
\int_{0}^{t_{N}} \widehat{a}_{2 s}^{N}(0, j) \rightarrow \widehat{A}(0, j)
$$

Furthermore, if $T(N) /(2 N)^{d} \rightarrow s \in(0, \infty)$, the estimates of part (a) easily give

$$
\int_{t_{N}}^{T(N)} \widehat{a}_{2 t}^{N}(0, j) d t \rightarrow s
$$

and we are done.

## Moments

Explicit expressions for the first and second moments of the coordinates $x_{i}(t)$ can be readily obtained from (1.1) and the Itô calculus (see [NS],[CG3], and [S4]). If $\sup _{i} E\left|x_{i}(0)\right|<\infty$, respectively $\sup _{i} E\left|x_{i}(0)\right|^{2}<\infty$, then

$$
E x_{i}(t)=\quad \sum_{k \in \mathbb{Z}^{d}} a_{t}(i, k) E x_{k}(0)
$$

$$
\begin{align*}
E x_{i}(t) x_{j}(t)= & \sum_{k, l \in \mathbb{Z}^{d}} a_{t}(i, k) a_{t}(j, l) E x_{k}(0) x_{l}(0)  \tag{2.5}\\
& +\int_{0}^{t} \sum_{k \in \mathbb{Z}^{d}} a_{t-s}(i, k) a_{t-s}(j, k) E g\left(x_{k}(s)\right) d s .
\end{align*}
$$

If $\mathcal{L}(x(0)) \in \mathcal{T}_{1}(\mathbb{E})$, respectively $\mathcal{T}_{2}(\mathbb{E})$, then

$$
E x_{i}(t)=E x_{0}(0)
$$

$$
\begin{equation*}
E x_{i}(t) x_{j}(t)=\sum_{k, l \in \mathbb{Z}^{d}} a_{t}(i, k) a_{t}(j, l) E x_{k}(0) x_{l}(0)+\int_{0}^{t} \widehat{a}_{2(t-s)}(i, j) E g\left(x_{0}(s)\right) d s \tag{2.6}
\end{equation*}
$$

Of course, similar formulae hold for $x^{N}(t)$. The following provides us with some needed uniformity.

Lemma 2.2. Let $\widehat{a}(i, j)$ be transient.
(a) If $\mu$ is a probability measure on $\mathbb{E}$ such that $C=\sup _{i}\left\langle\mu, x_{i}^{2}\right\rangle<\infty$, then there is a finite constant $M$ which depends on $\mu$ only through $C$ such that $\sup _{t \geq 0} \sup _{i \in \mathbb{Z}^{d}} E^{\mu}\left|x_{i}(t)\right|^{2} \leq M$.
(b) There is a $p>2$ such that if $\mu \in \mathcal{T}_{p}(\mathbb{E})$, then $\sup _{t \geq 0} E^{\mu}\left|x_{0}(t)\right|^{p}<\infty$.
(c) Assume $d \geq 3$. If $\mu^{N} \in \mathcal{T}_{2}\left(\mathbb{E}_{N}\right)$, and $C=\sup _{N}\left\langle\mu^{N}, x_{0}^{2}\right\rangle<\infty$, then for any $T<\infty$ there is a finite constant $M$ which depends on the $\mu^{N}$ only through $C$ such that

$$
\sup _{N} \sup _{0 \leq t \leq T \beta_{N}} E^{\mu^{N}}\left(x_{0}^{N}(t)\right)^{2} \leq M
$$

(d) Assume $d \geq 3$. There is a $p>2$ such that if $\mu^{N} \in \mathcal{T}_{p}\left(\mathbb{E}_{N}\right)$, and $\left.\left.\sup _{N}\left\langle\mu^{N},\right| x_{0}^{N}\right|^{p}\right\rangle<\infty$, then for any $T<\infty$,

$$
\sup _{N} \sup _{0 \leq t \leq T \beta_{N}} E^{\mu^{N}}\left|x_{0}^{N}(t)\right|^{p}<\infty .
$$

Proof of Lemma 2.2. For $\mu \in \mathcal{T}_{2}(\mathbb{E})$, (a) is Lemma 2.1 of [S4]. More generally, by (1.2) there are finite constants $b, c$, with $0<b<\widehat{A}(0,0)^{-1}$, such that $g(\theta) \leq$ $c+b \theta^{2}$ for all $\theta \in I$. Letting $f_{i}(t)=E^{\mu} x_{i}^{2}(t)$ and $\bar{f}(t)=\sup \left\{f_{i}(s): 0 \leq s \leq t, i \in\right.$ $\left.\mathbb{Z}^{d}\right\}$, it is routine to see that $\bar{f}(t)<\infty$ for $t>0$. For $u \leq t$, (2.5) implies that

$$
\begin{aligned}
f_{i}(u) & =\sum_{k, l \in \mathbb{Z}^{d}} a_{u}(i, k) a_{u}(i, l) E^{\mu} x_{k} x_{l}+\int_{0}^{u} \sum_{k} a_{u-s}(i, k) a_{u-s}(i, k) E g\left(x_{k}(s)\right) d s \\
& \leq C+\int_{0}^{u} \sum_{k} a_{u-s}(i, k) a_{u-s}(i, k)\left[c+b E x_{k}^{2}(s)\right] d s \\
& \leq C+c \widehat{A}(0,0)+b \widehat{A}(0,0) \bar{f}(t)
\end{aligned}
$$

Taking the supremeum over $u \leq t$ and rearranging gives

$$
\bar{f}(t) \leq \frac{C+c \widehat{A}(0,0)}{1-b \widehat{A}(0,0)}
$$

which proves (a).
For (b) define

$$
K=E^{\mu}\left|x_{0}\right|^{p}, \quad f(t)=E^{\mu}\left|x_{0}(t)\right|^{p}, \quad \bar{f}(t)=\sup \{|f(s)| ; 0 \leq s \leq t\}
$$

It follows from (1.1) that

$$
x_{i}(t)=\sum_{j \in \mathbb{Z}^{d}} a_{t}(i, j) x_{j}(0)+\int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j) \sqrt{g\left(x_{j}(s)\right)} d w_{j}(s), \quad i \in \mathbb{Z}^{d}
$$

This fact is easily established by applying Itô's formula to the stochastic process

$$
\sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j) x_{j}(s), \quad 0 \leq s \leq t,(t \text { fixed })
$$

and then integrating both sides. Next, it follows from (4.1) of [B] that for a continuous $L_{p}$-martingale $M_{t}$, if $p \geq 2$, for all $0 \leq u \leq t$,

$$
E\left|M_{u}\right|^{p} \leq(p-1)^{p} E\left([M]_{t}\right)^{p / 2} .
$$

Now for fixed $t$, letting $M_{u}=\int_{0}^{u} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j) \sqrt{g\left(x_{j}(s)\right)} d w_{j}(s),\left\{M_{u}, 0 \leq\right.$ $u \leq t\}$ is a martingale, and hence

$$
E\left|M_{t}\right|^{p} \leq(p-1)^{p} E\left[\int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j)^{2} g\left(x_{j}(s)\right) d s\right]^{p / 2} .
$$

Using these observations we have

$$
\begin{aligned}
E\left|x_{i}(t)-\sum_{j \in \mathbb{Z}^{d}} a_{t}(i, j) x_{j}(0)\right|^{p} & =E\left|\int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j) \sqrt{g\left(x_{j}(s)\right)} d w_{j}(s)\right|^{p} \\
& \leq(p-1)^{p} E\left[\int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j)^{2} g\left(x_{j}(s)\right) d s\right]^{p / 2} .
\end{aligned}
$$

If we let $\alpha=2-4 / p$, and $2 / p+1 / q=1$, then $\alpha q=2=(2-\alpha) p / 2$. Thus the right-hand side above equals

$$
\begin{aligned}
& (p-1)^{p} E\left[\int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j)^{\alpha} a_{t-s}(i, j)^{2-\alpha} g\left(x_{j}(s)\right) d s\right]^{p / 2} \\
& \quad \leq(p-1)^{p}\left[\int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j)^{2} d s\right]^{p / 2 q} \int_{0}^{t} \sum_{j \in \mathbb{Z}^{d}} a_{t-s}(i, j)^{2} E\left[g\left(x_{j}(s)\right)\right]^{p / 2} d s \\
& \quad=(p-1)^{p}\left[\int_{0}^{t} \widehat{a}_{2 s}(0,0) d s\right]^{\frac{p}{2}-1} \int_{0}^{t} \widehat{a}_{2 s}(0,0) E\left[g\left(x_{0}(t-s)\right)\right]^{p / 2} d s
\end{aligned}
$$

where we have used Hölder's inequality. By assumption (1.2) there are finite constants $b, c 0<b<\widehat{A}(0,0)^{-1}$ such that for $p \in(2,3],|g(\theta)|^{p / 2} \leq b^{p / 2}|\theta|^{p}+c$ for all $\theta \in I$. Finally, we need the elementary inequality: for $p>2$ there exists $C_{p}<\infty$ such that

$$
(\alpha+\beta)^{p} \leq(p-1) \alpha^{p}+C_{p} \beta^{p} \text { for } \alpha, \beta>0 .
$$

By combining the previous results we obtain, for $u \leq t$,

$$
\begin{aligned}
E\left|x_{0}(u)\right|^{p} \leq & K C_{p}+(p-1)^{p+1}\left[\int_{0}^{u} \widehat{a}_{2 s}(0,0) d s\right]^{\frac{p}{2}-1} \\
& \int_{0}^{u} \widehat{a}_{2 s}(0,0)\left[b^{p / 2} E\left|x_{0}(u-s)\right|^{p}+c\right] d s \\
\leq & K C_{p}+(p-1)^{p+1} \widehat{A}(0,0)^{\frac{p}{2}-1}\left[b^{p / 2} \widehat{A}(0,0) \bar{f}(t)+c \widehat{A}(0,0)\right] .
\end{aligned}
$$

Taking the supremum over $u \leq t$ gives

$$
\bar{f}(t) \leq K C_{p}+(p-1)^{p+1} \widehat{A}(0,0)^{\frac{p}{2}-1}\left[b^{p / 2} \widehat{A}(0,0) \bar{f}(t)+c \widehat{A}(0,0)\right] .
$$

Now if $p>2$ is sufficiently close to 2 , then for all $t$,

$$
\bar{f}(t) \leq \frac{K C_{p}+c(p-1)^{p+1} \widehat{A}(0,0)}{1-(p-1)^{p+1} \widehat{A}(0,0)^{\frac{p}{2}-1} b^{p / 2} \widehat{A}(0,0)}<\infty .
$$

We turn to the proof of (d), which is somewhat more involved. With $\left.K=\left.\sup _{N}\left\langle\mu^{N},\right| x_{0}\right|^{P}\right\rangle, \quad f^{N}(t)=E^{\mu^{N}}\left(\left|x_{0}^{N}(t)\right|^{p}, \quad \bar{f}^{N}(t)=\sup \left\{\left|f^{N}(s)\right| ; 0 \leq s \leq t\right\}\right.$, we proceed as before to obtain

$$
\begin{aligned}
E\left|x_{0}^{N}(t)\right|^{p} \leq & K C_{p}+(p-1)^{p+1}\left[\int_{0}^{t} \widehat{a}_{2 s}^{N}(0,0) d s\right]^{\frac{p}{2}-1} . \\
& \int_{0}^{t} \widehat{a}_{2 s}^{N}(0,0)\left[b^{p / 2} E\left|x_{0}^{N}(t-s)\right|^{p}+c\right] d s .
\end{aligned}
$$

Letting $J^{N}(t)=\int_{0}^{t} \widehat{a}_{2 s}^{N}(0,0) d s$, we have for $u \leq t$,

$$
f^{N}(u) \leq K C_{p}+(p-1)^{p+1} J^{N}(u)^{\frac{p}{2}-1} \int_{0}^{u} \hat{a}_{2 s}^{N}(0,0)\left[b^{p / 2} \bar{f}^{N}(u-s)+c\right] d s .
$$

Taking the supremum over $u \leq t$ gives

$$
\bar{f}^{N}(t) \leq K C_{p}+(p-1)^{p+1} J^{N}(t)^{\frac{p}{2}-1} \int_{0}^{u} \widehat{a}_{2 s}^{N}(0,0)\left(b^{p / 2} \bar{f}^{N}(t-s)+c\right) d s
$$

For $r>0$, define

$$
I^{N}(r)=\int_{0}^{\infty} e^{-r t} \hat{a}_{2 t}^{N}(0,0) d t \quad \text { and } \quad F^{N}(r)=\int_{0}^{2 T \beta_{N}} e^{-r} \bar{f}^{N}(t) d t
$$

By integrating the previous inequality we find that

$$
F^{N}(r) \leq K C_{p} / r+(p-1)^{p+1} J^{N}\left(2 T \beta_{N}\right)^{\frac{p}{2}-1}\left\{I^{N}(r)\left(b^{p / 2} F^{N}(r)+c / r\right)\right\} .
$$

A little rearrangement yields

$$
\frac{r}{\beta_{N}} F^{N}\left(\frac{r}{\beta_{N}}\right) \leq \frac{K C_{p}+(p-1)^{p+1} J^{N}\left(2 T \beta_{N}\right)^{\frac{p}{2}-1} c I^{N}\left(r / \beta_{N}\right)}{1-b^{p / 2}(p-1)^{p+1} J^{N}\left(2 T \beta_{N}\right)^{\frac{2}{2}-1} I^{N}\left(r / \beta_{N}\right)},
$$

provided the denominator is positive. To see that this is possible for appropriate choices of $p$ and $r$, we note that by Lemma 2.1, $J^{N}\left(2 T \beta_{N}\right) \rightarrow \widehat{A}(0,0)+2 T$, $I^{N}\left(r / \beta_{N}\right) \rightarrow r^{-1}+\widehat{A}(0,0)$, and also

$$
I^{N}\left(r / \beta_{N}\right) \geq \int_{0}^{2 T \beta_{N}} e^{-r s / \beta_{N}} \widehat{a}_{2 s}^{N}(0,0) d s \geq e^{-2 \operatorname{Tr}} J^{N}\left(2 \operatorname{Tr} \beta_{N}\right)
$$

Therefore,

$$
\begin{aligned}
& \limsup _{N \rightarrow \infty} b^{p / 2}(p-1)^{p+1} J^{N}\left(2 T \beta_{N}\right)^{\frac{p}{2}-1} I^{N}\left(r / \beta_{N}\right) \\
& \quad \leq b^{p / 2}(p-1)^{p+1}\left(e^{2 T r}\left(\widehat{A}(0,0)+r^{-1}\right)\right)^{\frac{p}{2}-1}\left(\widehat{A}(0,0)+r^{-1}\right)
\end{aligned}
$$

Recalling that $b \widehat{A}(0,0)<1$, we can first choose $r<\infty$ and then $p>2$ such that the right-hand side above is strictly less than one. Thus for some $M<\infty$, $\sup _{N} F^{N}\left(r / \beta_{N}\right) / \beta_{N} \leq M$. Consequently,

$$
\int_{0}^{2 T} e^{-r t} \bar{f}^{N}\left(t \beta_{N}\right) d t \leq M
$$

Using the monotonicity of $\bar{f}^{N}$, we get $\sup _{N} \bar{f}^{N}\left(T \beta_{N}\right) \leq e^{2 r T} M / T$, and we are done.

The proof of (c) is similar, but shorter, so we omit it.

## Coupling

Our primary tool is the coupling of [CG3] and [S4], and we will need several forms of it. The first is a coupling of two versions of the infinite system, $x(t)$ and $y(t)$. Given the $\mathbb{E} \times \mathbb{E}$-valued pair $(x(0), y(0)$ ), the bivariate process $(x(t), y(t))$ is defined by

$$
d x_{i}(t)=\left[\sum_{j \in \mathbb{Z}^{d}} a(i, j) x_{j}(t)-x_{i}(t)\right] d t+\sqrt{g\left(x_{i}(t)\right)} d w_{i}(t), \quad i \in \mathbb{Z}^{d}
$$

$$
\begin{equation*}
d y_{i}(t)=\left[\sum_{j \in \mathbb{Z}^{d}} a(i, j) y_{j}(t)-y_{i}(t)\right] d t+\sqrt{g\left(y_{i}(t)\right)} d w_{i}(t), \quad i \in \mathbb{Z}^{d}, \tag{2.7}
\end{equation*}
$$

where one set of Brownian motions is used for both coordinates. We note that the existence and uniqueness results of [SS] hold for (2.7). For $\theta \in I$, let $\mathcal{T}_{2}^{\theta}(\mathbb{E})$ be the set of all $\mu \in \mathcal{T}_{2}(\mathbb{E})$ such that

$$
\sum_{i \in \mathbb{Z}^{d}} a_{t}(0, j) x_{j} \rightarrow \theta \text { in } L_{2}(\mu) \text { as } t \rightarrow \infty
$$

We will show in the subsection on $L_{2}$-theory that $\mathcal{T}_{2}^{\theta}(\mathbb{E})$ contains all $\mu \in \mathcal{T}_{2}(\mathbb{E})$ which are shift-ergodic and have $\left\langle\mu, x_{0}\right\rangle=\theta$. The following was proved in [CG3] and [S4].

Proposition 2.3. Let $(x(t), y(t))$ be the bivariate process defined by (2.7).
(a) If $\mathcal{L}(x(0), y(0)) \in \mathcal{T}_{1}(\mathbb{E} \times \mathbb{E})$, then $E\left|x_{i}(t)-y_{i}(t)\right|$ is nonincreasing in $t$.
(b) If in addition, $\mathcal{L}(x(0)), \mathcal{L}(y(0)) \in \mathcal{T}_{2}^{\theta}(\mathbb{E})$ for some $\theta \in I$, and $\widehat{a}(i, j)$ is transient, then $E\left|x_{i}(t)-y_{i}(t)\right| \rightarrow 0$ as $t \rightarrow \infty$.
(c) If $\widehat{a}(i, j)$ is transient, the measures $\nu_{\theta}$ of Theorem 0 belong to $\mathcal{T}_{2}^{\theta}(\mathbb{E})$.
(d) If $\widehat{a}(i, j)$ is transient, and $\mu \in \mathcal{T}_{2}^{\theta}(\mathbb{E})$, then $\mu S(t) \Rightarrow \nu_{\theta}$ as $t \rightarrow \infty$.

Versions of the finite systems may be coupled in a like manner. Given the $\mathbb{E}_{N} \times \mathbb{E}_{N}$-valued pair $\left(x^{N}(0), y^{N}(0)\right)$, the bivariate process $\left(x^{N}(t), y^{N}(t)\right)$ is defined by

$$
d x_{i}^{N}(t)=\left[\sum_{j \in \Lambda_{N}} a^{N}(i, j) x_{j}^{N}(t)-x_{i}^{N}(t)\right] d t+\sqrt{g\left(x_{i}^{N}(t)\right)} d w_{i}(t), \quad i \in \Lambda_{N}
$$

$$
\begin{equation*}
d y_{i}^{N}(t)=\left[\sum_{j \in \Lambda_{N}} a^{N}(i, j) y_{j}^{N}(t)-y_{i}^{N}(t)\right] d t+\sqrt{g\left(y_{i}^{N}(t)\right)} d w_{i}(t), \quad i \in \Lambda_{N} . \tag{2.8}
\end{equation*}
$$

As in Proposition 2.3(a), if $\mathcal{L}\left(x^{N}(0), y^{N}(0)\right) \in \mathcal{T}_{1}\left(\mathbb{E}_{N} \times \mathbb{E}_{N}\right)$, then $E\left|x_{i}^{N}(t)-y_{i}^{N}(t)\right|$ is nonincreasing in $t$.

We also need to couple finite and infinite systems. Given $\left(x(0), x^{N}(0)\right) \in$ $\mathbb{E} \times \mathbb{E}_{N}$, construct the bivariate process $\left(x(t), x^{N}(t)\right)$ via

$$
d x_{i}(t) \quad=\left[\sum_{j \in \mathbb{Z}^{d}} a(i, j) x_{j}(t)-x_{i}(t)\right] d t+\sqrt{g\left(x_{i}(t)\right)} d w_{i}(t), \quad i \in \mathbb{Z}^{d}
$$

$$
\begin{equation*}
d x_{i}^{N}(t)=\left[\sum_{j \in \Lambda_{N}} a^{N}(i, j) x_{j}^{N}(t)-x_{i}^{N}(t)\right] d t+\sqrt{g\left(x_{i}^{N}(t)\right)} d w_{i}(t), \quad i \in \Lambda_{N} . \tag{2.9}
\end{equation*}
$$

## Comparison estimates

We now use this coupling to show that at fixed times $t$, uniformly over a certain class of initial states, the laws of $x(t)$ and $x^{N}(t)$ are close for large $N$.

Proposition 2.4. Let $\left(x(t), x^{N}(t)\right)$ be the bivariate process defined by (2.9). For $C<\infty$ let $\mathcal{V}_{C}^{N}$ be the collection of all probability measures $\bar{\mu}$ on $\mathbb{E} \times \mathbb{E}_{N}$ such that $\bar{\mu}\left(x_{i}=x_{i}^{N}, i \in \Lambda_{N}\right)=1$ and $\sup _{i}\left\langle\bar{\mu}, x_{i}^{2}\right\rangle \leq C$.
(a) For fixed $i \in \mathbb{Z}^{d}$ and $t>0, \sup _{\bar{\mu} \in \mathcal{V}_{c}^{N}} E^{\bar{\mu}}\left|x_{i}(t)-x_{i}^{N}(t)\right| \rightarrow 0$ as $N \rightarrow \infty$. In particular, there exists a sequence $\left\{\ell_{N}\right\}$ depending only on $C, \ell_{N} \uparrow \infty$, such that

$$
\sup _{\bar{\mu} \in \mathcal{V}_{c}^{N}} E^{\bar{\mu}}\left|x_{i}\left(\ell_{N}\right)-x_{i}^{N}\left(\ell_{N}\right)\right| \rightarrow 0 \text { as } N \rightarrow \infty .
$$

(b) For fixed $t>0, \sup _{\tilde{\mu} \in \mathcal{V}_{c}^{N}}\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} E^{\bar{\mu}}\left|x_{i}(t)-x_{i}^{N}(t)\right| \rightarrow 0$ as $N \rightarrow$ $\infty$. In particular, there exists a sequence $\left\{\ell_{N}\right\}$ depending only on $C, \ell_{N} \uparrow \infty$, such that

$$
\sup _{\bar{\mu} \in \mathcal{V}_{C}^{N}}\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} E^{\bar{\mu}}\left|x_{i}\left(\ell_{N}\right)-x_{i}^{N}\left(\ell_{N}\right)\right| \rightarrow 0 \text { as } N \rightarrow \infty
$$

Proof. Let $\Delta_{i}^{N}(t)=x_{i}^{N}(t)-x_{i}(t)$ for $i \in \Lambda_{N}$. As in [CG3], Itô's lemma can be applied to $\left|x_{i}^{N}-x_{i}\right|$, and we obtain (with sgn the signum function)

$$
\begin{aligned}
\frac{d}{d t} & E\left|\Delta_{i}^{N}(t)\right|=E\left[\operatorname{sgn}\left(\Delta_{i}^{N}(t)\right)\left(\sum_{j \in \Lambda_{N}} a^{N}(i, j) x_{j}^{N}(t)-\sum_{j \in \mathbb{Z}^{d}} a(i, j) x_{j}(t)\right)\right]-E\left|\Delta_{i}^{N}(t)\right| \\
& \leq \sum_{j \in \Lambda_{N}} a^{N}(i, j) E\left[\left|\Delta_{j}^{N}(t)\right|-\left|\Delta_{i}^{N}(t)\right|\right]+\sum_{j \in \Lambda_{N}}\left|a^{N}(i, j)-a(i, j)\right| E\left|x_{j}(t)\right| \\
& +\sum_{j \notin \Lambda_{N}} a(i, j) E\left|x_{j}(t)\right| .
\end{aligned}
$$

By Lemma 2.2(a) there exists $M<\infty$ depending only on $C$ such that $E\left|x_{i}(t)\right| \leq$ $M$ for all $t$. Letting $\epsilon_{i}^{N}=\sum_{j \notin \Lambda_{N}} a(i, j)$, we have

$$
\frac{d}{d t} E\left|\Delta_{i}^{N}(t)\right| \leq \sum_{j \in \Lambda_{N}} a^{N}(i, j) E\left[\left|\Delta_{j}^{N}(t)\right|-\left|\Delta_{i}^{N}(t)\right|\right]+2 M \epsilon_{i}^{N} \quad i \in \Lambda_{N}
$$

From this it follows that

$$
\begin{equation*}
E\left|\Delta_{i}^{N}(t)\right| \leq \sum_{j \in \Lambda_{N}} a_{t}^{N}(i, j) E\left|\Delta_{j}^{N}(0)\right|+2 M \int_{0}^{t} \sum_{j \in \Lambda_{N}} a_{t-s}^{N}(i, j) \epsilon_{j}^{N} d s \tag{2.10}
\end{equation*}
$$

By assumption, $\Delta_{i}^{N}(0)=0$ for all $i \in \Lambda_{N}$. Furthermore, writing $\Lambda_{N / 2}$ for $\Lambda_{[N / 2]}$, where $[N / 2]$ is the greatest integer $\leq N / 2, j+\Lambda_{N / 2} \subset \Lambda_{N}$ for $j \in \Lambda_{N / 2}$. Therefore,

$$
\epsilon_{0}^{N / 2}=\sum_{k \notin \Lambda_{N / 2}} a(0, k)=\sum_{k \notin j+\Lambda_{N / 2}} a(j, k) \geq \sum_{k \nexists \Lambda_{N}} a(j, k)=\epsilon_{j}^{N} .
$$

Thus,

$$
\begin{aligned}
E\left|\Delta_{i}^{N}(t)\right| & \leq 2 M \int_{0}^{t} \sum_{j \in \Lambda_{N}} a_{t-s}^{N}(i, j) \epsilon_{j}^{N} d s \\
& \leq 2 M \int_{0}^{t} \sum_{j \notin \Lambda_{N / 2}} a_{s}^{N}(i, j) d s+2 M t \sup _{j \in \Lambda_{N / 2}} \epsilon_{j}^{N} \\
& \leq 2 M \int_{0}^{t} \sum_{j \notin \Lambda_{N / 2}} a_{s}(i, j) d s+2 M t \epsilon_{0}^{N / 2}
\end{aligned}
$$

and this last expression tends to 0 as $N \rightarrow \infty$ for fixed $t$, proving (a).
For (b), fix $t>0$ and $\delta>0$ and choose $K<\infty$ such that $\epsilon_{0}^{K}<\delta / 2 M t$. Observe that if $i \in \Lambda_{N}$, and $i+\Lambda_{K} \subset \Lambda_{N}$, then translation invariance of the kernel $a(i, j)$ gives

$$
\epsilon_{i}^{N} \leq \sum_{j \notin i+\Lambda_{K}} a(i, j)=\epsilon_{0}^{K}
$$

Using (2.10) and the above,

$$
\begin{aligned}
\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} E\left|\Delta_{i}^{N}(t)\right| & \leq 2 M t\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \epsilon_{i}^{N} \\
& \leq \delta+2 M t\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} 1\left\{\left(i+\Lambda_{K}\right) \cap \Lambda_{N}^{c} \neq \emptyset\right\} \\
& \leq \delta+2 M t d K / N
\end{aligned}
$$

Let $N \rightarrow \infty$ and $\delta \rightarrow 0$ to obtain (b).

## $L_{2}$-Theory

For $x \in \mathbb{E}$ and $n=1,2, \ldots$, define

$$
D_{n}(x)=\left|\Lambda_{n}\right|^{-1} \sum_{i \in \Lambda_{n}} x_{i}
$$

The $L_{2}$ ergodic theorem asserts that if $\mu \in \mathcal{T}_{2}(\mathbb{E})$, then the spatial density $D(x)=$ $\lim _{n \rightarrow \infty} D_{n}(x)$ exists as an $L_{2}(\mu)$ limit. Furthermore, for each $\mu \in \mathcal{T}_{2}(\mathbb{E})$ there is a unique finite measure $\lambda$ on $\Pi=(-\pi, \pi]^{d}$ such that

$$
\left\langle\mu,\left(x_{j}-\theta\right)\left(x_{k}-\theta\right)\right\rangle=\int_{I I} \exp (i u \cdot(j-k)) \lambda(d u)
$$

where $\theta=\left\langle\mu, x_{0}\right\rangle . \lambda$ is called the spectral measure of $\mu$. If $\mu \in \mathcal{I}_{2}(\mathbb{E})$ and $\left\langle\mu, x_{0}\right\rangle=\theta$, and $\lambda$ is the corresponding spectral measure, then $\mu \in \mathcal{T}_{2}^{\theta}(\mathbb{E})$ if and only if $\lambda(\{0\})=0$. This is easily seen as follows. Let $\phi$ be the Fourier transform $\phi(u)=\sum_{k \in \mathbb{Z}^{d}} a(0, k) \exp (i(u \cdot k)), u \in \mathbb{R}^{d}$, so that

$$
\sum_{k \in \mathbb{Z}^{d}} a_{t}(0, k) e^{i(u \cdot k)}=\exp (-t(1-\phi(u))) .
$$

Then we have

$$
\begin{aligned}
\left\langle\mu,\left(\sum_{k \in \mathbb{Z}^{d}} a_{t}(0, k) x_{k}-\theta\right)^{2}\right\rangle & =\left\langle\lambda, \sum_{k, l \in \mathbb{Z}^{d}} a_{t}(0, k) a_{t}(0, l) \exp (i u \cdot(k-l))\right\rangle \\
& =\langle\lambda, \exp (-2 t \Re(1-\phi(u)))\rangle \\
& \rightarrow \lambda(\{0\})
\end{aligned}
$$

as $t \rightarrow \infty$ by the dominated convergence theorem, since the irreducibility of $a(i, j)$ implies that $\phi(u) \neq 1$ on $\Pi \backslash\{0\}$.

Now consider the trigonometric polynomials $p_{n}(u)=\left|\Lambda_{n}\right|^{-1} \sum_{j \in \Lambda_{n}} \exp (i(u$. $j)$ ). These polynomials satisfy
(i) $\lim _{n \rightarrow \infty} p_{n}(u)=1_{\{0\}}(u)$, and
(ii) for $\delta>0$ there exists $\epsilon(m, \delta)$ such that if $J_{\delta}=(-\delta, \delta)^{d} \backslash\{0\}$, then

$$
\left|p_{m}(u)-1_{\{0\}}(u)\right| \leq 1_{J_{\delta}}(u)+\epsilon(m, \delta),
$$

and $\epsilon(m, \delta) \rightarrow 0$ as $m \rightarrow \infty$.

If $\mu \in \mathcal{T}_{2}(\mathbb{E})$ is ergodic, with spectral measure $\lambda$ and $\left\langle\mu, x_{0}\right\rangle=\theta$, then using (i) it follows from the bounded convergence theorem that

$$
\left.\left\langle\mu,\left(D_{n}(x)-\theta\right)^{2}\right\rangle=\left.\langle\lambda,| p_{n}(u)\right|^{2}\right\rangle \rightarrow \lambda(\{0\})
$$

as $n \rightarrow \infty$. Since this limit must be zero, $\mu \in \mathcal{T}_{2}^{\theta}(\mathbb{E})$.
The next result gives us a condition under which the weak convergence $\mu_{n} \Rightarrow \mu$ implies the spatial densities $D(x)$ under $\mu_{n}$ converge in distribution to the spatial density under $\mu$.

Lemma 2.5. Let $\mu, \mu_{1}, \mu_{2}, \ldots \in \mathcal{T}_{2}(\mathbb{E})$, with respective spectral measures $\lambda, \lambda_{1}$, $\lambda_{2}, \ldots$. If $\mu_{n} \Rightarrow \mu,\left\langle\mu_{n}, x_{i} x_{j}\right\rangle \rightarrow\left\langle\mu, x_{i} x_{j}\right\rangle$ for all $i, j$, and $\lambda_{n}(\{0\}) \rightarrow \lambda(\{0\})$, then

$$
\lim _{k \rightarrow \infty} \sup _{m, n \geq k} E^{\mu_{n}}\left|D_{n}(x)-D_{m}(x)\right|=0
$$

Furthermore, if $H_{n}(\cdot)=\mu_{n}(D(x) \in \cdot)$ and $H(\cdot)=\mu(D(x) \in \cdot)$, then $H_{n} \Rightarrow H$.
Remark. The condition $\lambda_{n}(\{0\}) \rightarrow \lambda(\{0\})$ is certainly implied by the condition $\lambda(\{0\})=0$.

Proof. We first note that $\lambda_{n} \Rightarrow \lambda$. So for $\epsilon>0$ we may choose $\delta>0$ such that $\lambda\left(J_{\delta}\right)<\epsilon$ and $\lambda_{n}\left((-\delta, \delta)^{d}\right) \rightarrow \lambda\left((-\delta, \delta)^{d}\right)$. This and the assumptions imply $\lambda_{n}\left(J_{\delta}\right) \rightarrow \lambda\left(J_{\delta}\right)<\epsilon$. Thus, letting $C=\sup _{n} \lambda_{n}(\Pi)$,

$$
\begin{aligned}
\sup _{m, n \geq k}\left\|p_{n}(u)-p_{m}(u)\right\|_{L_{2}\left(\lambda_{n}\right)} \leq & \sup _{m, n \geq k}\left(\left\|p_{n}(u)-1_{\{0\}}(u)\right\|_{L_{2}\left(\lambda_{n}\right)}\right. \\
& \left.+\left\|p_{m}(u)-1_{\{0\}}(u)\right\|_{L_{2}\left(\lambda_{n}\right)}\right) \\
\leq & \sup _{m, n \geq k}\left(2 \lambda_{n}\left(J_{\delta}\right)^{1 / 2}+C \epsilon(n, \delta)+C \epsilon(m, \delta)\right) \\
\rightarrow & 2 \lambda\left(J_{\delta}\right)^{1 / 2}<2 \epsilon^{1 / 2}
\end{aligned}
$$

as $k \rightarrow \infty$. This proves the first assertion, which we may write in the form: for any $\epsilon>0$ there exists $k<\infty$ such that

$$
\left\|D_{n}(x)-D_{m}(x)\right\|_{L_{2}\left(\mu_{n}\right)}<\epsilon \quad \text { for } m, n \geq k
$$

Letting $m \rightarrow \infty$ above gives $\left\|D_{n}(x)-D(x)\right\|_{L_{2}\left(\mu_{n}\right)} \leq \epsilon$ for all $n \geq k$, while setting $m=k$ gives $\left\|D_{n}(x)-D_{k}(x)\right\|_{L_{2}\left(\mu_{n}\right)} \leq \epsilon$ for all $n \geq k$. Putting these facts together gives

$$
\left\|D_{k}(x)-D(x)\right\|_{L_{2}\left(\mu_{n}\right)} \leq 2 \epsilon \quad \text { for } n \geq k .
$$

By the $L_{2}$-ergodic theorem, by taking $k$ larger, we may also assume that

$$
\left\|D(x)-D_{m}(x)\right\|_{L_{2}(\mu)}<\epsilon \quad \text { for } m \geq k
$$

Since $\mu_{n} \Rightarrow \mu$ as $n \rightarrow \infty$, for any fixed $m, \mathcal{L}_{\mu_{n}}\left(D_{m}(x)\right) \Rightarrow \mathcal{L}_{\mu}\left(D_{m}(x)\right)$ as $n \rightarrow \infty$. Combining these statements we see that $\mathcal{L}_{\mu_{n}}(D(x)) \Rightarrow \mathcal{L}_{\mu}(D(x))$, or $H_{n} \Rightarrow H$.

## Convergence properties of the coupled process

We prove now a convergence result for the bivariate process $(x(t), y(t))$ as $t \rightarrow \infty$ which will have several important applications.

Proposition 2.6. Assume $\widehat{a}(i, j)$ is transient. Let $\left\{\bar{\mu}_{n}\right\} \subset \mathcal{T}_{2}(\mathbb{E} \times \mathbb{E})$ satisfy $\sup _{n}\left\langle\bar{\mu}_{n}, x_{0}^{2}+y_{0}^{2}\right\rangle<\infty$, and every weak limit point $\bar{\mu}$ of $\left\{\bar{\mu}_{n}\right\}$ satisfies $\bar{\mu}\{D(x)=$ $D(y)\}=1$. Let $(x(t), y(t))$ be the bivariate process defined in (2.7). Then for any $t_{n} \rightarrow \infty, E^{\bar{\mu}_{n}}\left|x_{i}\left(t_{n}\right)-y_{i}\left(t_{n}\right)\right| \rightarrow 0$ as $n \rightarrow \infty$.

Proof. The proof is by contradiction. If the conclusion of the proposition is false, there is a $\delta>0$ and a subsequence $\left\{n^{\prime}\right\}$ such that

$$
E^{\bar{\mu}_{n^{\prime}}}\left|x_{i}\left(t_{n^{\prime}}\right)-y_{i}\left(t_{n^{\prime}}\right)\right| \rightarrow \delta \quad \text { as } n^{\prime} \rightarrow \infty
$$

The uniform second moment condition implies tightness of $\mathcal{L}\left(x\left(t_{n}\right), y\left(t_{n}\right)\right)$, so we may assume as well that $\bar{\mu}_{n^{\prime}}$ converges weakly to some $\bar{\mu}$. Since $\bar{\mu} \in \mathcal{T}_{2}(\mathbb{E} \times \mathbb{E})$, and $\bar{\mu}\{D(x)=D(y)\}=1$, there is a probability measure $\lambda$ on $I$ such that $\bar{\mu}=\int_{I} \bar{\mu}_{\rho} d \lambda(\rho)$, where each $\bar{\mu}_{\rho} \in \mathcal{T}_{2}(\mathbb{E} \times \mathbb{E})$ and $\bar{\mu}_{\rho}\{D(x)=D(y)=\rho\}=1$ (except for $\rho$ in a $\lambda$-null set). This is possible since $\mathbb{E} \times \mathbb{E}$ is Polish, and we can let $\bar{\mu}_{\rho}$ be a version of $\bar{\mu}(\cdot \mid D(x)=D(y)=\rho)$. By Proposition 2.3(b), for such $\rho$, $E^{\bar{\mu}_{\rho}}\left|x_{i}(t)-y_{i}(t)\right| \rightarrow 0$ as $t \rightarrow \infty$. Consequently, $\lim _{t \rightarrow \infty} E^{\bar{\mu}}\left|x_{i}(t)-y_{i}(t)\right|=0$. Proposition 2.3(a) implies that $E^{\bar{\mu}_{n}}\left|x_{i}(t)-y_{i}(t)\right|$ is nonincreasing in $t$ for fixed $n$, while for fixed $t$, the Feller property, together with the uniform bound on second moments, imply that $E^{\bar{\mu}_{n^{\prime}}}\left|x_{i}(t)-y_{i}(t)\right| \rightarrow E^{\bar{\mu}}\left|x_{i}(t)-y_{i}(t)\right|$ as $n^{\prime} \rightarrow \infty$. It therefore follows that for all $t<\infty$,

$$
\limsup _{n^{\prime} \rightarrow \infty} E^{\bar{\mu}_{n^{\prime}}}\left|x_{i}\left(t_{n^{\prime}}\right)-y_{i}\left(t_{n^{\prime}}\right)\right| \leq \limsup _{n^{\prime} \rightarrow \infty} E^{\bar{\mu}_{n^{\prime}}}\left|x_{i}(t)-y_{i}(t)\right|=E^{\bar{\mu}}\left|x_{i}(t)-y_{i}(t)\right| .
$$

Since the right-hand side above tends to 0 as $t \rightarrow \infty$, this is a contradiction, and the proposition is proved.

Corollary 2.7. Assume $\widehat{a}(i, j)$ is transient, and $\mu,\left\{\mu_{n}\right\}$ satisfy the assumptions of Lemma 2.5. If $t_{n} \rightarrow \infty$ and $\mu S\left(t_{n}\right) \Rightarrow \nu$, then $\mu_{n} S\left(t_{n}\right) \Rightarrow \nu$.

Proof. We will define measures $\bar{\mu}_{n}$ which satisfy the assumptions of Proposition 2.6, such that $\bar{\mu}_{n}$ has first marginal $\mu_{n}$ and second marginal $\mu$. Given this, Proposition 2.6 implies $E^{\bar{\mu}_{n}}\left|x_{i}\left(t_{n}\right)-y_{i}\left(t_{n}\right)\right| \rightarrow 0$. Since $\mu S\left(t_{n}\right) \Rightarrow \nu$, this implies $\mu_{n} S\left(t_{n}\right) \Rightarrow \nu$.

To define $\bar{\mu}_{n}$ we introduce

$$
\begin{aligned}
\mu_{n}^{\theta}(\cdot) & =\mu_{n}(\cdot \mid D(x)=\theta) \\
\mu^{\theta}(\cdot) & =\mu(\cdot \mid D(x)=\theta) \\
H_{n}(\cdot) & =\mu_{n}(D(x) \in \cdot) \\
H(\cdot) & =\mu(D(x) \in \cdot)
\end{aligned}
$$

By Lemma 2.5, $H_{n} \Rightarrow H$ as $n \rightarrow \infty$. By using Skorohod's theorem we can construct measures $\bar{H}_{n}$ and $\bar{H}$ on $\mathbb{R}^{2}$ such that $\bar{H}_{n}$ has first marginal $H_{n}$, second
marginal $H$, and $\bar{H}_{n} \Rightarrow \bar{H}$ as $n \rightarrow \infty$, where $\bar{H}$ is concentrated on the diagonal, $\bar{H}(\{(a, b): a=b\})=1$. Finally, define

$$
\bar{\mu}_{n}=\int_{\mathbb{H}^{2}}\left(\mu_{n}^{\theta} \times \mu^{\theta^{\prime}}\right) \bar{H}_{n}\left(d \theta, d \theta^{\prime}\right) .
$$

The $\bar{\mu}_{n}$ have the correct marginals, so it remains to prove that if $\bar{\mu}$ is a weak limit point of $\left\{\bar{\mu}_{n}\right\}$, then $\bar{\mu}(D(x)=D(y))=1$. First, by Lemma 2.5 , one can easily see that

$$
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} E^{\mu_{n}}\left|D_{m}(x)-D(x)\right|=0 .
$$

Therefore

$$
\begin{aligned}
E^{\bar{\mu}}|D(x)-D(y)|= & \lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} E^{\bar{\mu}_{n}}\left|D_{m}(x)-D_{m}(y)\right| \\
\leq & \lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty}\left[E^{\bar{\mu}_{n}}\left|D_{m}(x)-D(x)\right|+E^{\bar{\mu}_{n}}\left|D_{m}(y)-D(y)\right|\right] \\
& +E^{\bar{\mu}_{n}}|D(x)-D(y)| \\
\leq & \lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty}\left[E^{\mu_{n}}\left|D_{m}(x)-D(x)\right|+E^{\mu}\left|D_{m}(y)-D(y)\right|\right] \\
& +\lim _{n \rightarrow \infty} \iint\left|\theta-\theta^{\prime}\right| \bar{H}_{n}\left(d \theta, d \theta^{\prime}\right)
\end{aligned}
$$

which is zero, showing $\bar{\mu}(D(x)=D(y))=1$.
Corollary 2.8. Assume $\widehat{a}(i, j)$ is transient. Let $\left\{\bar{\mu}^{N}\right\} \in \mathcal{T}_{2}\left(\mathbb{E}_{N} \times \mathbb{E}_{N}\right)$, $\sup _{N}\left\langle\bar{\mu}^{N}, x_{0}^{2}\right.$ $\left.+y_{0}^{2}\right\rangle<\infty$, and suppose that every weak limit point $\bar{\mu}$ of the $\bar{\mu}^{N}$ has the property $\bar{\mu}\{D(x)=D(y)\}=1$. Let $\left(x^{N}(t), y^{N}(t)\right)$ be the bivariate process defined in (2.8) with initial distribution $\bar{\mu}^{N}$. Then $E\left|x_{i}^{N}\left(t_{N}\right)-y_{i}^{N}\left(t_{N}\right)\right| \rightarrow 0$ for any $t_{N} \rightarrow \infty$.
Proof. Let $t_{N} \rightarrow \infty$, let $\left(x^{N}(0), y^{N}(0)\right)$ have law $\bar{\mu}^{N}$, and let $\left(\tilde{x}^{N}(0), \tilde{y}^{N}(0)\right)$ be the periodic extension of $\left(x^{N}(0), y^{N}(0)\right)$ to $\mathbb{Z}^{d}$. We can now construct a coupled process $\left(\tilde{x}^{N}(t), \tilde{y}^{N}(t), x^{N}(t), y^{N}(t)\right)$ with initial state ( $\left.\tilde{x}^{N}(0), \tilde{y}^{N}(0), x^{N}(0), y^{N}(0),\right) \in$ $\mathbb{E} \times \mathbb{E} \times \mathbb{E}_{N} \times \mathbb{E}_{N}$ in the obvious way. By Proposition 2.4 there exists $l_{N} \rightarrow \infty$, $l_{N}<t_{N}$ such that for fixed $i$,

$$
E\left|x_{i}^{N}\left(l_{N}\right)-\tilde{x}_{i}^{N}\left(l_{N}\right)\right| \rightarrow 0 \quad \text { and } \quad E\left|y_{i}^{N}\left(l_{N}\right)-\tilde{y}_{i}^{N}\left(l_{N}\right)\right| \rightarrow 0 .
$$

By the monotonicity remark after (2.8),

$$
E\left|x_{i}^{N}\left(t_{N}\right)-y_{i}^{N}\left(t_{N}\right)\right| \leq E\left|x_{i}^{N}\left(l_{N}\right)-y_{i}^{N}\left(l_{N}\right)\right| .
$$

The family $\tilde{\mu}^{N}=\mathcal{L}\left(\tilde{x}^{N}, \tilde{y}^{N}\right)$ satisfies the assumptions of Proposition 2.6, so $E\left|\tilde{x}_{i}^{N}\left(l_{N}\right)-\tilde{y}_{i}^{N}\left(l_{N}\right)\right| \rightarrow 0$. By combining these results we obtain the desired conclusion.

The next lemma is a crucial ingredient in the proofs of Theorems 1 and 2.
Lemma 2.9. Assume $d \geq 3$. Suppose that $\mathcal{L}\left(x^{N}(0)\right) \in \mathcal{T}_{2}\left(\mathbb{E}_{N}\right), \sup _{N} E\left|x_{0}^{N}(0)\right|^{p}$ $<\infty$ for some $p>2$, and for some random variable $Z_{0}, \mathcal{L}\left(\Theta^{N}(0)\right) \Rightarrow \mathcal{L}\left(Z_{0}\right)$ as $N \rightarrow \infty$. Let $t_{N} \rightarrow \infty, t_{N} \leq T \beta_{N}$, and $\mathcal{L}\left(x^{N}\left(t_{N}\right)\right) \Rightarrow \mu$ as $N \rightarrow \infty$. In the case $t_{N}=O\left(N^{2}\right)$ assume also that for some $\theta \in I, \mathcal{L}\left(x^{N}(0)\right) \Rightarrow$ some $\nu \in \mathcal{T}_{2}^{\theta}(\mathbb{E})$. Let $\mu_{N}=\pi_{N} \mathcal{L}\left(x^{N}\left(t_{N}\right)\right)$. Then $\mu, \mu_{1}, \mu_{2}, \ldots$ satisfy the assumptions of Lemma 2.5

Proof. Since $\mu_{n} \Rightarrow \mu$, and $\sup \left\langle\mu_{n},\right| x_{0}\left|{ }^{p}\right\rangle<\infty$, it follows that $\left\langle\mu_{n}, x_{i} x_{j}\right\rangle \rightarrow$ $\left\langle\mu, x_{i} x_{j}\right\rangle$ for all $i, j$. Now let $\mu, \mu^{1}, \mu^{2}, \ldots$ have spectral measures $\lambda, \lambda_{1}, \lambda_{2}, \ldots$. It is enough to prove that

$$
\begin{equation*}
E\left|\Theta^{N}\left(t_{N}\right)\right|^{2} \rightarrow E^{\mu}|D(x)|^{2} \tag{2.11}
\end{equation*}
$$

since this implies $\lambda_{N}(\{0\}) \rightarrow \lambda(\{0\})$, and hence the assumptions of Lemma 2.5 are fulfilled. Since $\mathcal{L}\left(x^{N}\left(t_{N}\right)\right) \in \mathcal{T}_{2}\left(\mathbb{E}_{N}\right)$, (2.11) is equivalent to

$$
\begin{equation*}
E x_{0}^{N}\left(t_{N}\right) \Theta^{N}\left(t_{N}\right) \rightarrow E^{\mu} x_{0} D(x) \tag{2.12}
\end{equation*}
$$

Before proceeding further we note that by Lemma 2.2(d), $E\left|\Theta^{N}(0)\right|^{p}$ is bounded. Since $\Theta^{N}(0) \Rightarrow Z_{0}$, it follows that $E\left|\Theta^{N}(0)\right|^{2} \rightarrow E\left|Z_{0}\right|^{2}$. Similarly,

$$
\begin{equation*}
E x_{0}^{N}\left(t_{N}\right) x_{j}^{N}\left(t_{N}\right) \rightarrow E^{\mu} x_{0} x_{j} \tag{2.13}
\end{equation*}
$$

for all $j$. Furthermore,

$$
\begin{equation*}
E x_{0}^{N}\left(t_{N}\right) x_{j}^{N}\left(t_{N}\right)=\sum_{k, l \in \Lambda_{N}} a_{t_{N}}^{N}(0, k) a_{t_{N}}^{N}(j, l) E x_{k}^{N}(0) x_{l}^{N}(0) \tag{2.14}
\end{equation*}
$$

$$
+\int_{0}^{t_{N}} \widehat{a}_{2 u}^{N}(0, j) E g\left(x_{0}^{N}\left(t_{N}-u\right)\right) d u
$$

The case $t_{N} / N^{2} \rightarrow \infty$ : By Lemma 2.1(a), uniformly in $j$ as $N \rightarrow \infty$,

$$
\begin{gather*}
\sum_{k, l \in \Lambda_{N}} a_{t_{N}}^{N}(0, k) a_{t_{N}}^{N}(j, l) E x_{k}^{N}(0) x_{l}^{N}(0)=\sum_{k, l \in A_{N}} \frac{1+o(1)}{(2 N)^{2 d}} E x_{k}^{N}(0) x_{l}^{N}(0)  \tag{2.15}\\
=E\left|\Theta^{N}(0)\right|^{2}+o(1) \rightarrow E Z_{0}^{2}
\end{gather*}
$$

Let $s_{N}$ satisfy $s_{N} \leq t_{N}, s_{N} / N^{2} \rightarrow \infty$ and $s_{N} / N^{d} \rightarrow 0$. By (1.2) and Lemma 2.2(c), $C=\sup _{s \leq T \beta_{N}} E g\left(x_{0}^{N}(s)\right)$ is finite. So again by Lemma 2.1

$$
\int_{0}^{s_{N}} \widehat{a}_{2 u}^{N}(0, j) E g\left(x_{0}^{N}\left(t_{N}-u\right)\right) d u \leq C \int_{0}^{s_{N}} \widehat{a}_{2 u}^{N}(0, j) d u \rightarrow C \widehat{A}(0, j)
$$

and

$$
\int_{s_{N}}^{t_{N}} \widehat{a}_{2 u}^{N}(0, j) E g\left(x_{0}^{N}\left(t_{N}-u\right)\right) d u=\frac{1+o(1)}{\left|\Lambda_{N}\right|} \int_{0}^{t_{N}} E g\left(x_{0}^{N}(u)\right) d u \leq C T
$$

Now let $\left\{N_{k}\right\}$ be any sequence such that the limit

$$
\begin{equation*}
\left|\Lambda_{N_{k}}\right|^{-1} \int_{0}^{t_{N_{k}}} E g\left(x_{0}^{N_{k}}(u)\right) d u \rightarrow \tilde{G} \tag{2.16}
\end{equation*}
$$

exists. In view of (2.13) - (2.15), this implies that for every $j$, for some $H(0, j) \leq$ $C \widehat{A}(0, j)$,

$$
\int_{0}^{s_{N_{k}}} \hat{a}_{2 u}^{N_{k}}(0, j) E g\left(x_{0}^{N_{k}}\left(t_{N_{k}}-u\right)\right) d u \rightarrow H(0, j) .
$$

Using (2.13) again, we have

$$
E^{\mu} x_{0} x_{j}=\lim _{k \rightarrow \infty} E x_{0}^{N_{k}}\left(t_{N_{k}}\right) x_{j}^{N_{k}}\left(t_{N_{k}}\right)=E Z_{0}^{2}+H(0, j)+\tilde{G}
$$

By (2.14) and (2.15),

$$
\begin{aligned}
E x_{0}^{N_{k}}\left(t_{N_{k}}\right) \Theta^{N_{k}}\left(t_{N_{k}}\right) & =\left|\Lambda_{N_{k}}\right|^{-1} \sum_{j \in \Lambda_{N_{k}}}\left(E Z_{0}^{2}+o(1)\right)+\left|\Lambda_{N_{k}}\right|^{-1} \int_{0}^{t_{N_{k}}} E g\left(x_{0}^{N_{k}}(u)\right) d u \\
& \rightarrow E Z_{0}^{2}+\tilde{G}
\end{aligned}
$$

On the other hand,

$$
E^{\mu} x_{0} D(x)=\lim _{n \rightarrow \infty} E^{\mu} x_{0} D_{n}(x)=E Z_{0}^{2}+\tilde{G}+\lim _{n \rightarrow \infty}\left|\Lambda_{n}\right|^{-1} \sum_{j \in \Lambda_{n}} H(0, j)=E Z_{0}^{2}+\tilde{G}
$$

since $H(0, j) \leq C \widehat{A}(0, j) \rightarrow 0$ as $j \rightarrow \infty$. This is enough to prove (2.12).
The case $t_{N}=O\left(N^{2}\right)$ : We use here the additional assumption that for some $\theta \in I$ and $\nu \in \mathcal{T}_{2}^{\theta}(\mathbb{E}), \mathcal{L}\left(x^{N}(0)\right) \Rightarrow \nu$. Let $\gamma_{N}$ be the spectral measure of $\pi_{N} \mathcal{L}\left(x^{N}(0)\right)$, and let $\gamma$ be the spectral measure of $\nu$, so that $\gamma_{N} \Rightarrow \gamma$ as $N \rightarrow \infty$, and $\gamma(\{0\})=0$. Let $\phi(u)=\sum_{k \in \mathbb{Z}^{d}} a(0, k) \exp (i(u \cdot k))$ and $\phi^{N}(u)=$ $\sum_{k \in \Lambda_{N}} a^{N}(0, k) \exp (i(u \cdot k)), u \in \mathbb{R}^{d}$. It is easy to see that if $\kappa_{N}=\sum_{k \notin \Lambda_{N}} a(0, k)$, then $\left|\phi^{N}(u)-\phi(u)\right| \leq \kappa_{N}$ for all $u$. If $\phi_{t}(u)=\sum_{k \in \mathbb{Z}^{d}} a_{t}(0, k) \exp (i(u \cdot k))$ and $\phi_{t}^{N}(u)=\sum_{k \in \Lambda_{N}} a_{t}^{N}(0, k) \exp (i(u \cdot k))$, then

$$
\phi_{t}(u)=\exp \left(-t(1-\phi(u)), \quad \phi_{t}^{N}(u)=\exp \left(-t\left(1-\phi^{N}(u)\right) .\right.\right.
$$

To prove (2.12) we must compute the two terms in the right-hand side of (2.14). Let $\theta_{N}=E x_{0}^{N}(0), \theta_{N} \rightarrow \theta$ as $N \rightarrow \infty$. Then

$$
\begin{aligned}
\sum_{k, l \in \Lambda_{N}} a_{t_{N}}^{N}(0, k) a_{t_{N}}^{N}(j, l) \quad & E\left(x_{k}^{N}(0)-\theta_{N}\right)\left(x_{l}^{N}(0)-\theta_{N}\right) \\
& =\sum_{k, l \in \Lambda_{N}} a_{t_{N}}^{N}(0, k) a_{t_{N}}^{N}(j, l)\left\langle\gamma_{N}, \exp (i u \cdot(k-l))\right\rangle \\
& \left.=\left.\left\langle\gamma_{N},\right| \phi_{t_{N}}^{N}(u)\right|^{2} e^{-i(u \cdot j)}\right\rangle \\
& =\left\{\int_{(-\delta, \delta)^{d}}+\int_{\Pi \backslash(-\delta, \delta)^{d}}\right\}\left|\phi_{t_{N}}^{N}(u)\right|^{2} e^{-i(u \cdot j)} \gamma_{N}(d u) .
\end{aligned}
$$

Since $\gamma_{N} \Rightarrow \gamma$, and $\gamma(\{0\})=0$, we have that $\gamma_{N}(\{0\}) \rightarrow 0$, and for $\epsilon>0$ we can choose $\delta>0$ such that $\lim \sup \gamma_{N}\left((-\delta, \delta)^{d}\right)<\epsilon$. Thus

$$
\limsup _{N \rightarrow \infty} \int_{(-\delta, \delta)^{d}}\left|\phi_{t_{N}}^{N}(u)\right|^{2} \gamma_{N}(d u)<\epsilon
$$

On the other hand,

$$
\begin{aligned}
\int_{\Pi \backslash(-\delta, \delta)^{d}}\left|\phi_{t_{N}}^{N}(u)\right|^{2} \gamma_{N}(d u) & =\int_{\Pi \backslash(-\delta, \delta)^{d}} \exp \left(-2 t_{N} \Re\left(1-\phi^{N}(u)\right)\right) \gamma_{N}(d u) \\
& \leq \int_{\Pi \backslash(-\delta, \delta)^{d}} \exp \left(-2 t_{N} \Re\left(1-\phi(u)-\kappa_{N}\right)\right) \gamma_{N}(d u) \\
& \leq \sup _{u \in \Pi \backslash(-\delta, \delta)^{d}} \exp \left(-2 t_{N} \Re\left(1-\phi(u)-\kappa_{N}\right)\right) \gamma_{N}(\Pi)
\end{aligned}
$$

which tends to 0 as $N \rightarrow \infty$, since $\kappa_{N} \rightarrow 0$, and the irreducibility of $a(i, j)$ implies $\phi(u)$ is bounded away from 1 on $\Pi \backslash(-\delta, \delta)$.

This shows that the first term in (2.14) converges to $\theta^{2}$, and hence by (2.13), the second term must also be convergent, say $\int_{0}^{t_{N}} \widehat{a}_{2 s}^{N}(0, j) E g\left(x_{0}^{N}\left(t_{N}-s\right)\right) d s \rightarrow$ $H(0, j)$. We have therefore established

$$
E^{\mu} x_{0} x_{j}=\lim _{N \rightarrow \infty} E x_{0}^{N}\left(t_{N}\right) x_{j}^{N}\left(t_{N}\right)=E Z_{0}^{2}+H(0, j)
$$

As in the first part of the proof, it is now easy to see that (2.12) must hold.

## Regularity properties of $\nu_{\theta}$ and $g^{*}(\theta)$

We will use without proof the following elementary lemma.
Lemma 2.10. Let $X$ be a Polish space, and suppose that $\left\{\mu_{n}\right\}$ is a weakly convergent sequence of probability measures on $X, \mu_{n} \Rightarrow \mu$ as $n \rightarrow \infty$.
(a) If there is a continuous function $\phi \geq 0$ on $X$ such that $\left\langle\mu_{n}, \phi\right\rangle \rightarrow\langle\mu, \phi\rangle$, then $\left\langle\mu_{n}, \tilde{\phi}\right\rangle \rightarrow\langle\mu, \tilde{\phi}\rangle$ for every continous function $\tilde{\phi}$ on $X$ such that $|\tilde{\phi}| \leq \phi$.
(b) If there is a continuous function $\phi \geq 0$ on $X$ such that $\left\langle\mu_{n}, \phi\right\rangle$ is bounded in $n$, then $\left\langle\mu_{n}, \tilde{\phi}\right\rangle \rightarrow\langle\mu, \tilde{\phi}\rangle$ for every continous function $\tilde{\phi}$ on $X$ such that $\tilde{\phi}(x) / \phi(x) \rightarrow 0$ as $x \rightarrow \infty$.

By combining coupling and moment results we can obtain information about the mapping $\theta \rightarrow \nu_{\theta}$.

Lemma 2.11. Assume $\widehat{a}(i, j)$ is transient.
(a) $\left\langle\nu_{\theta}, x_{0}\right\rangle=\theta,\left\langle\nu_{\theta}, x_{i} x_{j}\right\rangle=\theta^{2}+\widehat{A}(i, j)\left\langle\nu_{\theta}, g\left(x_{0}\right)\right\rangle$.
(b) If $g\left(\theta_{0}\right)=0$, and $\theta \geq \theta_{0}$, then $\nu_{\theta}\left(x_{i} \geq \theta_{0}, i \in \mathbb{Z}^{d}\right)=1$. If $g\left(\theta_{0}\right)=g\left(\theta_{1}\right)=0$ for some $\theta_{0}<\theta_{1}$, then $\nu_{\theta}\left(\theta_{0} \leq x_{i} \leq \theta_{1}, i \in \mathbb{Z}^{d}\right)=1$ for $\theta \in\left[\theta_{0}, \theta_{1}\right]$.
(c) For $\theta, \theta^{\prime} \in I, \theta<\theta^{\prime}, \mathbb{E}$-valued random variables $x, y$ can be defined on a common probability space such that $\mathcal{L}(x)=\nu_{\theta}, \mathcal{L}(y)=\nu_{\theta^{\prime}}$, and $x_{i} \leq y_{i}$ for all $i \in \mathbb{Z}^{d}$ with probability one. Consequently, $E\left|y_{i}-x_{i}\right|=\theta^{\prime}-\theta$.

Remark. A consequence of (b) is that $\nu_{\theta_{0}}=\delta_{\theta_{0}}$ if $g\left(\theta_{0}\right)=0$. Since the Lipschitz functions form a determining class for weak convergence, a consequence of (c) is that $\nu_{\theta^{\prime}} \Rightarrow \nu_{\theta}$ whenever $\theta^{\prime} \rightarrow \theta$

Proof. By (2.5), with $\mathcal{L}(x(0))=\nu_{\theta}$,

$$
E x_{i}(t) x_{j}(t)=E\left[\sum_{k, l \in \mathbb{Z}^{d}} a_{t}(i, k) a_{t}(j, l) x_{k}(0) x_{l}(0)\right]+\int_{0}^{t} \widehat{a}_{2(t-s)}(i, j) E g\left(x_{0}(s)\right) d s
$$

Since $\nu_{\theta}$ is invariant for $x(t)$,

$$
E x_{i}(0) x_{j}(0)=\left\langle\nu_{\theta}, \sum_{k \in \mathbb{Z}^{d}} a_{t}(i, k) x_{k} \sum_{l \in \mathbb{Z}^{d}} a_{t}(j, l) x_{l}\right\rangle+E g\left(x_{0}(0)\right) \int_{0}^{t} \widehat{a}_{2 s}(i, j) d s
$$

for every $t$. By Lemma 2 of [CG3] and Lemma 2.2 of [S4], $\nu_{\theta} \in \mathcal{T}_{\theta}^{2}(\mathbb{E})$. Thus, as $t \rightarrow \infty$, the right-hand side above tends to $\theta^{2}+\widehat{A}(i, j)\left(\nu_{\theta}, g\left(x_{0}\right)\right\rangle$, proving (a).

For (b), let $\theta \geq \theta_{0}$ and let $\mathcal{L}(x(0))=\delta_{\theta}$. It can be seen from (1.1) that $P\left(x_{i}(t) \geq \theta_{0}, t \geq 0, i \in \mathbb{Z}^{d}\right)=1$. But $\mathcal{L}(x(t)) \Rightarrow \nu_{\theta}$, so $\nu_{\theta}\left(x_{i} \geq \theta_{0}, i \in \mathbb{Z}^{d}\right)=1$. The second part of (b) now follows.

For (c), use (2.7) to construct the bivariate process $(x(t), y(t))$ with $x_{i}(0) \equiv \theta$ and $y_{i}(0) \equiv \theta^{\prime}$. Then Proposition 2.3(c) implies that $\mathcal{L}(x(t)) \Rightarrow \nu_{\theta}$ and $\mathcal{L}(y(t)) \Rightarrow$ $\nu_{\theta^{\prime}}$ as $t \rightarrow \infty$. Furthermore, a standard approximation argument and Itô's lemma with the function $h(\rho)=\max \{0, \rho\}$ in (2.7) leads to

$$
E h\left(x_{i}(t)-y_{i}(t)\right) \leq \sum_{j \in \mathbb{Z}^{d}} a_{t}(i, j) h\left(x_{j}(0)-y_{j}(0)\right)
$$

which is zero here, consequently $P\left(x_{i}(t) \leq y_{i}(t), i \in \mathbb{Z}^{d}\right)=1$ for all $t \geq 0$. The family $\mathcal{L}(x(t), y(t))$ is tight, and letting $\bar{\mu}$ be any weak limit point as $t \rightarrow \infty$, it follows that $\bar{\mu}$ has first marginal $\nu_{\theta}$, second marginal $\nu_{\theta^{\prime}}$, and $\bar{\mu}\left(x_{i} \leq y_{i}, i \in\right.$ $\left.\mathbb{Z}^{d}\right)=1$. The proof is completed by choosing a realization $(x, y)$ of $\bar{\mu}$.

Lemma 2.12. Assume $\widehat{a}(i, j)$ is transient.
(a) $g^{*}$ is continuous on $I$.
(b) For $\theta \in I, g^{*}(\theta)=0$ if and only if $g(\theta)=0$.
(c) If $\theta_{0}<\theta_{1}, \theta_{0}, \theta_{1} \in I$, and $g\left(\theta_{0}\right)=g\left(\theta_{1}\right)=0$, then $g^{*}$ is Lipschitz on $\left[\theta_{0}, \theta_{1}\right]$.
(d) If $b=\lim \sup _{|\theta| \rightarrow \infty} g(\theta) / \theta^{2}$, then $\lim \sup _{|\theta| \rightarrow \infty} g^{*}(\theta) / \theta^{2} \leq b /(1-$ $b \widehat{A}(0,0))$.
(e) If $g\left(\theta_{0}\right)=0$, then there is a finite constant $C$ such that $g^{*}(\theta) \leq C\left|\theta-\theta_{0}\right|$ for $\theta$ sufficiently close to $\theta_{0}$.

Proof. Recall $g^{*}(\theta)=\left\langle\nu_{\theta}, g\left(x_{0}\right)\right\rangle=E^{\nu_{\theta}} g\left(x_{0}\right)$. For (a), in view of Lemma 2.11(a), it suffices to show that $\left\langle\nu_{\theta}, x_{0}^{2}\right\rangle$ is continuous in $\theta$. By (1.2) there are constants $b<1 / \widehat{A}(0,0)$ and $c$ finite such that $g\left(x_{0}\right) \leq c+b x_{0}^{2}$. Some rearrangement of this inequality yields

$$
x_{0}^{2} \leq \frac{c \widehat{A}(0,0)+x_{0}^{2}-\widehat{A}(0,0) g\left(x_{0}\right)}{1-b \widehat{A}(0,0)}
$$

Letting $\phi(x)$ denote the right-hand side above, it follows from Lemma 2.11(a) that $\left\langle\nu_{\theta}, \phi(x)\right\rangle=\left(c \widehat{A}(0,0)+\theta^{2}\right) /(1-b \widehat{A}(0,0))$, i.e. $\left\langle\nu_{\theta}, \phi(x)\right\rangle$ is a continuous function of $\theta$. Now Lemma 2.10(a) implies $\left\langle\nu_{\theta}, x_{0}^{2}\right\rangle$ is continuous in $\theta$.

For (b), we use Lemma 2.11(a) again to write $\left\langle\nu_{\theta},\left(x_{i}-\theta\right)^{2}\right\rangle=\widehat{A}(0,0) g^{*}(\theta)$. If $g^{*}\left(\theta_{0}\right)=0$, then clearly $\nu_{\theta_{0}}$ is concentrated on $\left\{x_{i} \equiv \theta_{0}\right\}$. On the other hand, if $g\left(\theta_{0}\right)=0, \nu_{\theta_{0}}=\delta_{\theta_{0}}$, and hence $g^{*}\left(\theta_{0}\right)=0$.

For (c) it suffices by Lemma 2.11(a) to show that $\left\langle\nu_{\theta}, x_{0}^{2}\right\rangle$ is Lipschitz in $\theta \in\left[\theta_{0}, \theta_{1}\right]$. To see this we compute

$$
\begin{aligned}
\left|\left\langle\nu_{\theta}, x_{0}^{2}\right\rangle-\left\langle\nu_{\theta^{\prime}}, x_{0}^{2}\right\rangle\right| & =E\left|x_{0}^{2}(t, \theta)-x_{0}^{2}\left(t, \theta^{\prime}\right)\right| \\
& \leq 2 \max \left\{\left|\theta_{0}\right|,\left|\theta_{1}\right|\right\} E\left|x_{0}(t, \theta)-x_{0}\left(t, \theta^{\prime}\right)\right| \\
& \leq 2 \max \left\{\left|\theta_{0}\right|,\left|\theta_{1}\right|\right\}\left|\theta-\theta^{\prime}\right|
\end{aligned}
$$

For (d), let $b<b_{0}<1 / \widehat{A}(0,0)$, and choose $c$ large enough so that $g\left(x_{0}\right) \leq$ $c+b_{0} x_{0}^{2}$. Using this in Lemma 2.11(a) it is easy to derive

$$
\left\langle\nu_{\theta}, x_{0}^{2}\right\rangle \leq \frac{c \widehat{A}(0,0)+\theta^{2}}{1-b_{0} \widehat{A}(0,0)}
$$

Using Lemma 2.10(a) again we obtain

$$
g^{*}(\theta) \leq \frac{c+b_{0} \theta^{2}}{1-b_{0} \widehat{A}(0,0)}
$$

Thus $\lim \sup _{|\theta| \rightarrow \infty} g^{*}(\theta) / \theta^{2} \leq b_{0} /\left(1-b_{0} \widehat{A}(0,0)\right)$. Let $b_{0} \rightarrow b$ to complete the proof.

For (e), suppose $g\left(\theta_{0}\right)=0$, and hence $g^{*}\left(\theta_{0}\right)=0$. It suffices to prove that there are constants $C_{1}, C_{2}$ such that

$$
\begin{equation*}
g^{*}(\theta) \leq C_{1}\left|\theta-\theta_{0}\right|^{2}+C_{2}\left|\theta-\theta_{0}\right| . \tag{2.17}
\end{equation*}
$$

First, by (1.2) there constants $b<1 / \widehat{A}(0,0)$ and $c$ finite such that

$$
g\left(x_{0}\right) \leq b\left|x_{0}-\theta_{0}\right|^{2}+c\left|x_{0}-\theta_{0}\right|
$$

Next, for $\theta \in I$, a little rearrangement gives

$$
g\left(x_{0}\right) \leq b\left[\left(x_{0}-\theta\right)^{2}+2\left(x_{0}-\theta\right)\left(\theta-\theta_{0}\right)+\left(\theta-\theta_{0}\right)^{2}\right]+c\left|x_{0}-\theta_{0}\right|
$$

By integrating with respect to $\nu_{\theta}$ we obtain

$$
\begin{aligned}
g^{*}(\theta) & \leq b E^{\nu_{\theta}}\left|x_{0}-\theta\right|^{2}+b\left|\theta-\theta_{0}\right|^{2}+c E^{\nu_{\theta}}\left|x_{0}-\theta_{0}\right| \\
& =b\left(E^{\nu_{\theta}} x_{0}^{2}-\theta^{2}\right)+b\left|\theta-\theta_{0}\right|^{2}+c E^{\nu_{\theta}}\left|x_{0}-\theta_{0}\right| \\
& =b \widehat{A}(0,0) g^{*}(\theta)+b\left|\theta-\theta_{0}\right|^{2}+c E^{\nu_{\theta}}\left|x_{0}-\theta_{0}\right| .
\end{aligned}
$$

By Lemma 2.11(c), $E^{\nu_{\theta}}\left|x_{0}-\theta_{0}\right| \leq\left|\theta-\theta_{0}\right|$, and thus we have

$$
g^{*}(\theta) \leq \frac{b\left|\theta-\theta_{0}\right|^{2}+c\left|\theta-\theta_{0}\right|}{1-b \widehat{A}(0,0)}
$$

For the final result of this section we define $C_{0}^{l}(\mathbb{E})$ to be the collection of all bounded continuous functions $\phi$ on $\mathbb{E}$ which have the property that for some $C_{\phi}<\infty$ and finite set $A_{\phi} \subset \mathbb{Z}^{d}$,

$$
|\phi(x)-\phi(y)| \leq C_{\phi} \sum_{i \in A_{\phi}}\left|x_{i}-y_{i}\right|, \quad x, y \in \mathbb{E} .
$$

We write $\left\langle\mu^{N}, \phi\right\rangle$ for $\left\langle\pi_{N} \mu^{N}, \phi\right\rangle$ for probability measures $\mu^{N}$ on $\mathbb{E}_{N}$. For $\phi \in$ $C_{0}^{1}(\mathbb{E})$ let

$$
D_{n}(\phi, x)=\left|\Lambda_{n}\right|^{-1} \sum_{i \in \Lambda_{n}} \phi\left(\sigma_{i} x\right)
$$

and let $D(\phi, x)$ be the $L_{2}$ limit, $D(\phi, x)=\lim _{n \rightarrow \infty} D_{n}(\phi, x)$ whenever it exists. Since each $\nu_{\theta}$ is mixing, the $L_{2}$-ergodic theorem implies that for $\phi \in C_{0}^{1}(\mathbb{E})$, $\lim _{n \rightarrow \infty} E^{\nu_{\theta}}\left|D_{n}(\phi, x)-\left\langle\nu_{\theta}, \phi\right\rangle\right|=0$. By Proposition 2.3(d), $\lim _{t \rightarrow \infty} E^{\delta_{\theta}} D_{n}(\phi, x(t))$ $=E^{\nu_{\theta}} D_{n}(\phi, x)$. The next result provides some uniformity we need in interchanging these two limits.

Lemma 2.13. Fix $M<\infty$ and $\phi \in C_{0}^{1}(\mathbb{E})$. If $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, then

$$
\sup _{|\theta| \leq M} E^{\delta_{\theta}}\left|D_{n}\left(\phi, x\left(t_{n}\right)\right)-\left\langle\nu_{\theta}, \phi\right\rangle\right| \rightarrow 0
$$

Proof. We prove the lemma by applying the dominated convergence theorem. The first step is to show pointwise convergence by coupling with the stationary process. Fix $\theta$, and let $(x(t), y(t))$ be the bivariate process defined by (2.7) with initial distribution $\delta_{\theta} \times \nu_{\theta}$. Since $\nu_{\theta}$ is invariant,

$$
\begin{aligned}
E^{\delta_{\theta}}\left|D_{n}\left(\phi\left(x\left(t_{n}\right)\right)\right)-\left\langle\nu_{\theta}, \phi\right\rangle\right| \leq & E\left|D_{n}\left(\phi, x\left(t_{n}\right)\right)-D_{n}\left(\phi, y\left(t_{n}\right)\right)\right| \\
& +E\left|D_{n}(\phi, y(0))-\left\langle\nu_{\theta}, \phi\right\rangle\right|
\end{aligned}
$$

By translation invariance, the right-hand side above is no larger than

$$
\begin{aligned}
& E\left|\phi\left(x\left(t_{n}\right)\right)-\phi\left(y\left(t_{n}\right)\right)\right|+\left\langle\nu_{\theta},\right| D_{n}(\phi, y)-\left\langle\nu_{\theta}, \phi\right\rangle| \rangle \\
& \quad \leq C_{\phi} \sum_{i \in A_{\phi}} E\left|x_{i}\left(t_{n}\right)-y_{i}\left(t_{n}\right)\right|+\left\langle\nu_{\theta},\right| D_{n}(\phi, y)-\left\langle\nu_{\theta}, \phi\right\rangle| \rangle
\end{aligned}
$$

which tends to zero as $n \rightarrow \infty$ by Proposition 2.3(b) and the $L_{2}$ ergodic theorem. This establishes

$$
\begin{equation*}
E\left|D_{n}\left(\phi, x\left(t_{n}\right)\right)-\left\langle\nu_{\theta}, \phi\right\rangle\right| \rightarrow 0 \text { as } n \rightarrow \infty \tag{2.18}
\end{equation*}
$$

The next step is to show that there is a constant $C$ depending only on $\phi$ such that if $\theta, \theta^{\prime} \in I$, and $(x(t), y(t))$ has initial distribution $\delta_{\theta} \times \delta_{\theta^{\prime}}$, then for for all $t \geq 0$,

$$
\begin{equation*}
E\left|D_{n}(\phi, x(t))-D_{n}(\phi, y(t))\right| \leq C\left|\theta-\theta^{\prime}\right| \tag{2.19}
\end{equation*}
$$

This follows easily from translation invariance and the monotonicity property of Proposition 2.3(a), since

$$
\begin{aligned}
E\left|D_{n}(\phi, x(t))-D_{n}(\phi, y(t))\right| & \leq E|\phi(x(t))-\phi(y(t))| \leq C_{\phi} \sum_{i \in A_{\phi}} E\left|x_{i}(t)-y_{i}(t)\right| \\
& \leq C_{\phi} \sum_{i \in A_{\phi}} E\left|x_{i}(0)-y_{i}(0)\right|=C\left|\theta-\theta^{\prime}\right|
\end{aligned}
$$

Finally, there is a constant $C<\infty$ depending only on $\phi$ such that if $\theta, \theta^{\prime} \in I$, then

$$
\begin{equation*}
\left|\left\langle\nu_{\theta}, \phi\right\rangle-\left\langle\nu_{\theta^{\prime}}, \phi\right\rangle\right| \leq C\left|\theta-\theta^{\prime}\right| \tag{2.20}
\end{equation*}
$$

This is an easy consequence of Lemma 2.10 (c). The lemma follows now by combining (2.18), (2.19), and (2.20).

## 3 Proof of Theorem 1

We first note that we may assume without loss of generality that $\mathcal{L}\left(x^{N}(0)\right) \in$ $\mathcal{T}_{p}\left(\mathbb{E}_{N}\right)$. Otherwise, we may replace $\mathcal{L}\left(x^{N}(0)\right)$ with its symmetrization, and let $\bar{U}_{N}(t)$ denote the counterpart of $U_{N}(t)$. It is routine to see that $U_{N}(\cdot)$ and $\bar{U}_{N}(\cdot)$ are equivalent processes.

Our strategy is to establish the following key facts (where [ $\cdot$ ] denotes quadratic variation).
(3.1) $\quad\left\{Z_{N}(\cdot), N \geq 1\right\}$ is a tight sequence of continuous $L_{2}$ martingales,
$E\left|\left\langle U_{N}\left(t \beta_{N}\right), \phi\right\rangle-\left\langle\nu_{Z_{N}(t)}, \phi\right\rangle\right| \rightarrow 0$ as $N \rightarrow \infty$ for $t>0$ and $\phi \in C_{0}^{1}(\mathbb{E})$,

$$
\begin{equation*}
E\left|\left[Z_{N}\right](t)-\int_{0}^{t} g^{*}\left(Z_{N}(s)\right) d s\right| \rightarrow 0 \text { as } N \rightarrow \infty \text { for } t>0 \tag{3.3}
\end{equation*}
$$

For given these points, we see from (3.1) and (3.3) that if $\tilde{Z}(\cdot)$ is any limit point of the $Z_{N}(\cdot)$, then $\tilde{Z}(\cdot)$ is a continuous $L_{2}$ martingale with increasing process $[\tilde{Z}](t)=\int_{0}^{t} g^{*}(\tilde{Z}(s)) d s$. Hence $\tilde{Z}(\cdot)$ must solve

$$
\tilde{Z}(t)-\tilde{Z}(0)=\int_{0}^{t} \sqrt{g^{*}(\tilde{Z}(s))} d w(s)
$$

where $w(s)$ is a Brownian motion. By Lemma 2.12(e), this equation has a unique solution in the probability law sense. Therefore $Z_{N} \Rightarrow Z$, and thus (3.2) implies $U_{N}\left(t \beta_{N}\right) \Rightarrow \nu_{Z(t)}$, since $C_{0}^{1}(\mathbb{E})$ is a determining class for weak convergence.
Proof of (3.1). It is easy to see from (1.3), since $a(i, j)$ is doubly stochastic, that

$$
d \Theta^{N}(t)=\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \sqrt{g\left(x_{i}^{N}(t)\right)} d w_{i}(t)
$$

and hence that $\Theta^{N}(t)$ is a martingale, with $\left[\Theta^{N}\right](t)=\left|\Lambda_{N}\right|^{-2} \int_{0}^{t} \sum_{i \in \Lambda_{N}} g\left(x_{i}^{N}(s)\right) d s$. By (1.2) and Lemma 2.2(c), for $T<\infty$ there exists $C_{T}<\infty$ such that for all $N$ and all $s, u \in\left[0, T \beta_{N}\right]$,

$$
\begin{equation*}
E\left|\theta^{N}(s)-\Theta^{N}(u)\right|^{2} \leq C_{T}\left|\Lambda_{N}\right|^{-1}|s-u| . \tag{3.4}
\end{equation*}
$$

Turning to $Z_{N}(t)=\Theta^{N}\left(t \beta_{N}\right)$, it is now clear that $Z_{N}$ is a martingale with increasing process

$$
\left[Z_{N}\right](t)=\int_{0}^{t}\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} g\left(x_{i}^{N}\left(s \beta_{N}\right)\right) d s
$$

and for $N \geq 1$ and $s, u \in[0, T], E\left|Z_{N}(s)-Z_{N}(u)\right|^{2} \leq C_{T}|s-u|$. Furthermore, by Lemma 2.2(d) there is a $p^{\prime}>2$ such that

$$
C_{T, p^{\prime}}=\sup _{t \in\left[0, T \beta_{N}\right]} E\left(g\left(x_{0}^{N}(t)\right)\right)^{p^{\prime} / 2}<\infty .
$$

With this $p^{\prime}$, and $1 / q+2 / p^{\prime}=1$, proceeding as in the proof of Lemma 2.2(b), for $0 \leq s \leq t \leq T$, we have

$$
\begin{aligned}
E\left[Z_{N}(t)-\left.Z_{N}(s)\right|^{p^{\prime}}\right. & \leq\left(p^{\prime}-1\right)^{p^{\prime}} E\left|\left[Z_{N}\right](t)-\left[Z_{N}\right](s)\right|^{p^{\prime} / 2} \\
& =\left(p^{\prime}-1\right)^{p^{\prime}} E\left[\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \int_{s}^{t} g\left(x_{i}^{N}\left(u \beta_{N}\right)\right) d u\right]^{p^{\prime} / 2} \\
& \leq\left(p^{\prime}-1\right)^{p^{\prime}|t-s|^{\frac{p^{\prime}}{2}-1}\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \int_{s}^{t} E\left(g\left(x_{i}^{N}\left(u \beta_{N}\right)\right)\right)^{p^{\prime} / 2} d u} \\
& \leq\left(p^{\prime}-1\right)^{p^{\prime}} C_{T, p^{\prime}}|t-s|^{p^{\prime} / 2} .
\end{aligned}
$$

Since $p^{\prime} / 2>1$, this establishes tightness in continuous path space by Kolomogorov's theorem (see [EK], Prop. 3.6.3).
Proof of (3.2). Fix $t>0$ and $\phi \in C_{0}^{1}(\mathbb{E})$. By Lemma 2.2(c), $C=\sup _{0 \leq s \leq \beta_{N}}$ $E\left(x_{0}^{N}(s)\right)^{2}<\infty$. Let $\ell_{N}$ be a sequence chosen as in Proposition 2.4(b) for this $C$, with $\ell_{N}=o\left(\beta_{N}\right)$ as $N \rightarrow \infty$. In view of (2.20), with $t_{N}=t \beta_{N}-\ell_{N}$,

$$
\begin{equation*}
E\left|\left\langle\nu_{\Theta^{N}\left(t \beta_{N}\right)}, \phi\right\rangle-\left\langle\nu_{\Theta^{N}\left(t_{N}\right)} ; \phi\right\rangle\right| \leq C E\left|\Theta^{N}\left(t \beta_{N}\right)-\Theta^{N}\left(t_{N}\right)\right| . \tag{3.5}
\end{equation*}
$$

Since the right-hand side above tends to 0 as $N \rightarrow \infty$ by (3.4), in order to prove (3.2) it suffices to prove

$$
\begin{equation*}
E\left|\left\langle U_{N}\left(t \beta_{N}\right), \phi\right\rangle-\left\langle\nu_{\Theta^{N}\left(t_{N}\right)}, \phi\right\rangle\right| \rightarrow 0 \tag{3.6}
\end{equation*}
$$

To do this, let $\left(\bar{x}^{N}(t), \bar{y}^{N}(t)\right)$ be the bivariate process defined by (2.8) with initial state

$$
\bar{x}_{i}^{N}(0)=x_{i}^{N}\left(t_{N}\right), \quad \bar{y}_{i}^{N}(0)=\left|\Lambda_{N}\right|^{-1} \sum_{j \in \Lambda_{N}} x_{j}^{N}\left(t_{N}\right), \quad i \in \Lambda_{N} .
$$

Note that $D_{N}\left(\bar{x}^{N}(0)\right)=D_{N}\left(\bar{y}^{N}(0)\right)=\Theta^{N}\left(t_{N}\right)$. For the bivariate process $\left(\bar{x}^{N}(t)\right.$, $\left.\bar{y}^{N}(t)\right)$ define the empirical measures

$$
\bar{U}_{N}^{1}(t)=\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \delta_{\sigma_{i}^{N} \bar{x}^{N}(t)}, \quad \bar{U}_{N}^{2}(t)=\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \delta_{\sigma_{i}^{N} \bar{\gamma}^{N}(t)}
$$

By the Markov property,

$$
\begin{equation*}
E\left|\left\langle U_{N}\left(t \beta_{N}\right), \phi\right\rangle-\left\langle\nu_{\Theta^{N}\left(t_{N}\right)}, \phi\right\rangle\right|=E\left|\left\langle\bar{U}_{N}^{1}\left(\ell_{N}\right), \phi\right\rangle-\left\langle\nu_{D_{N}\left(\bar{F}^{N}(0)\right)}, \phi\right\rangle\right| \tag{3.7}
\end{equation*}
$$

To prove (3.6) it thus suffices to show

$$
\begin{equation*}
E\left|\left\langle\bar{U}_{N}^{1}\left(\ell_{N}\right), \phi\right\rangle-\left\langle\bar{U}_{N}^{2}\left(\ell_{N}\right), \phi\right\rangle\right| \rightarrow 0 \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left|\left\langle\bar{U}_{N}^{2}\left(\ell_{N}\right), \phi\right\rangle-\left\langle\nu_{D_{N}\left(\bar{V}^{N}(0)\right)}, \phi\right\rangle\right| \rightarrow 0 \tag{3.9}
\end{equation*}
$$

We begin with the proof of (3.8). By translation invariance,

$$
\begin{aligned}
E \mid\left\langle\bar{U}_{N}^{1}\left(\ell_{N}\right), \phi\right\rangle & -\left\langle\bar{U}_{N}^{2}\left(\ell_{N}\right), \phi\right\rangle\left|\leq\left|\Lambda_{N}^{-1}\right| \sum_{i \in \Lambda_{N}} E\right| \phi\left(\sigma_{i}^{N} \bar{x}^{N}\left(\ell_{N}\right)\right)-\phi\left(\sigma_{i}^{N} \bar{y}^{N}\left(\ell_{N}\right)\right) \mid \\
& =E\left|\phi\left(\bar{x}^{N}\left(\ell_{N}\right)\right)-\phi\left(\bar{y}^{N}\left(\ell_{N}\right)\right)\right| \leq C_{\phi} \sum_{i \in A_{\phi}} E\left|\bar{x}_{i}^{N}\left(\ell_{N}\right)-\bar{y}_{i}^{N}\left(\ell_{N}\right)\right| \\
& =C_{\phi}\left|A_{\phi}\right| E\left|\bar{x}_{0}^{N}\left(\ell_{N}\right)-\bar{y}_{0}^{N}\left(\ell_{N}\right)\right| .
\end{aligned}
$$

So it suffices to show

$$
\begin{equation*}
E\left|\bar{x}_{0}^{N}\left(l_{N}\right)-\bar{y}_{0}^{N}\left(l_{N}\right)\right| \rightarrow 0 \tag{3.10}
\end{equation*}
$$

which we will do by appealing to Lemmas 2.9 and 2.5 , and Corollary 2.8 .
Let us write $\bar{\mu}^{N}$ for $\mathcal{L}\left(\bar{x}^{N}(0), \bar{y}^{N}(0)\right)$, and note that $\bar{\mu}^{N} \in \mathcal{T}_{2}\left(\mathbb{E}_{N} \times \mathbb{E}_{N}\right)$, and that $\sup _{N}\left\langle\bar{\mu}^{N}, x_{0}^{2}+y_{0}^{2}\right\rangle<\infty$ by Lemma 2.2(c). If we can show that $\bar{\mu}\{D(x)=$ $D(y)\}=1$ for every subsequential limit $\bar{\mu}$ of the $\bar{\mu}^{N}$, then Corollary 2.8 will imply (3.10). For notational simplicity assume $\bar{\mu}^{N} \Rightarrow \bar{\mu}$, and let $\tilde{\mu}^{N} \in \mathcal{T}_{2}(\mathbb{E} \times \mathbb{E})$ be the periodic extension of $\bar{\mu}^{N}$. Then $\tilde{\mu}^{N} \Rightarrow \bar{\mu}$ and by Fatou's lemma $\bar{\mu} \in \mathcal{T}_{2}(E \times E)$. Furthermore, $D_{M}(x) \rightarrow D(x)$ and $D_{M}(y) \rightarrow D(y)$ in $L_{2}(\bar{\mu})$ as $M \rightarrow \infty$. Thus, given $\epsilon>0$ there exists $M_{0}<\infty$ such that for $M \geq M_{0}$

$$
E^{\bar{\mu}}|D(x)-D(y)| \leq \epsilon+E^{\bar{\mu}}\left|D_{M}(x)-D_{M}(y)\right|
$$

By weak convergence and uniform boundedness of second moments,

$$
E^{\bar{\mu}}\left|D_{M}(x)-D_{M}(y)\right|=\lim _{N \rightarrow \infty} E^{\tilde{\mu}^{N}}\left|D_{M}(x)-D_{M}(y)\right| .
$$

We observe now that with respect to the measure $\tilde{\mu}^{N}, D_{M}(y)=D_{N}(x)$ by construction. Thus

$$
\lim _{N \rightarrow \infty} E^{\tilde{\mu}^{N}}\left|D_{M}(x)-D_{M}(y)\right|=\lim _{N \rightarrow \infty} E^{\tilde{\mu}^{N}}\left|D_{M}(x)-D_{N}(x)\right| .
$$

Now the law of $x$ under $\bar{\mu}^{N}$ is $\mathcal{L}\left(x^{N}\left(t_{N}\right)\right.$ ), so by Lemmas 2.9 and 2.5 , the the right-hand side above tends to zero, proving $E^{\bar{\mu}}|D(x)-D(y)|=0$. This justifies the use of Corollary 2.8 .

Turning to the proof of (3.9), the basic idea is to extend to the infinite system and apply Lemma 2.13. To do this, let $\tilde{y}_{i}^{N}(0)=\bar{y}_{0}^{N}(0), i \in \mathbb{Z}^{d}$, and let $(\tilde{y}(t), \bar{y}(t))$ be the bivariate process defined by (2.9). The sequence $\ell_{N}$ was previously chosen to ensure

$$
\begin{equation*}
\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} E\left|\bar{y}_{i}^{N}\left(\ell_{N}\right)-\tilde{y}_{i}^{N}\left(\ell_{N}\right)\right| \rightarrow 0 \tag{3.11}
\end{equation*}
$$

Since $A_{\phi}$ is finite, we can choose $K<\infty$ such that $i+j \in \Lambda_{N}$ for all $i \in \Lambda_{N-K}$ and $j \in A_{\phi}$. Thus, for some finite $C^{\prime}$

$$
\begin{aligned}
& E\left|\left\langle\bar{U}_{N}^{2}\left(\ell_{N}\right), \phi\right\rangle-D_{N}\left(\phi, \tilde{y}^{N}\left(\ell_{N}\right)\right)\right| \leq\left|\Lambda_{N}\right|^{-1} \sum_{i \in A_{N}} E\left|\phi\left(\sigma_{i}^{N} \bar{y}^{N}\left(\ell_{N}\right)\right)-\phi\left(\sigma_{i} \tilde{y}^{N}\left(\ell_{N}\right)\right)\right| \\
& \quad \leq\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} \sum_{j \in A_{\phi}} C_{\phi} E\left|\left(\sigma_{i}^{N} \bar{y}^{N}\left(\ell_{N}\right)\right)_{j}-\left(\sigma_{i} \tilde{y}^{N}\left(\ell_{N}\right)\right)_{j}\right| \\
& \quad \leq C_{\phi}\left|A_{\phi}\right|\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} E\left|\bar{y}_{i}^{N}\left(\ell_{N}\right)-\tilde{y}_{i}^{N}\left(\ell_{N}\right)\right|+C_{\phi}\left|A_{\phi}\right| C^{\prime} K / N .
\end{aligned}
$$

In view of (3.11), this implies

$$
\begin{equation*}
E\left|\left\langle\bar{U}_{N}^{2}\left(\ell_{N}\right), \phi\right\rangle-D_{N}\left(\phi, \tilde{y}^{N}\left(\ell_{N}\right)\right)\right| \rightarrow 0 \quad \text { as } N \rightarrow \infty, \tag{3.12}
\end{equation*}
$$

so the proof of (3.9) will be completed by proving

$$
\begin{equation*}
E\left|D_{N}\left(\phi, \tilde{y}^{N}\left(\ell_{N}\right)\right)-\left\langle\nu_{D_{N}(\overline{\mathcal{Y}}(0)}, \phi\right\rangle\right| \rightarrow 0 . \tag{3.13}
\end{equation*}
$$

To do this we first observe that

$$
K=\sup _{N} E\left|D_{N}\left(\phi, \tilde{y}^{N}\left(\ell_{N}\right)\right)-\left\langle\nu_{\left.D_{N} \tilde{G}^{N}(0)\right)}, \phi\right\rangle\right|^{2}<\infty
$$

by Lemma 2.2(c). Next, by a simple decomposition and the Cauchy-Schwarz inequality,

$$
\begin{aligned}
& E\left|D_{N}\left(\phi, \tilde{y}^{N}\left(\ell_{N}\right)\right)-\left\langle\nu_{D_{N}\left(\tilde{y}^{N}(0)\right)}, \phi\right\rangle\right| \leq \\
& \qquad\left(K P\left(D_{N}\left(\tilde{y}^{N}(0)\right)>M\right)\right)^{1 / 2}+\sup _{|\theta| \leq M} E^{\delta_{\theta}}\left|D_{N}\left(\phi, \tilde{y}\left(\ell_{N}\right)\right)-\left\langle\nu_{\theta}, \phi\right\rangle\right| .
\end{aligned}
$$

By Lemma 2.13, the second term in the right-hand side above tends to zero as $N \rightarrow \infty$. Since the sequence $D_{N}\left(\tilde{y}^{N}(0)\right)=\Theta^{N}\left(t_{N}\right)$ is tight, the first term in the right-hand side above can be made arbitrarily small by choosing $M$ sufficiently large, and we are done with the proof of (3.2).

Proof of (3.3). We begin with

$$
\begin{aligned}
& E\left|\left[Z_{N}\right](t)-\int_{0}^{t} g^{*}\left(Z_{N}(s)\right) d s\right|=E \mid \int_{0}^{t}\left(\left|\Lambda_{N}\right|^{-1} \sum_{i \in \Lambda_{N}} g\left(x_{i}^{N}\left(s \beta_{N}\right)\right)\right. \\
& \left.\quad-\left\langle\nu_{Z_{N}(s)}, g\left(x_{0}\right)\right\rangle\right) d s\left|\leq \int_{0}^{t} E\right|\left(U_{N}\left(s \beta_{N}\right), g\left(x_{0}\right)\right\rangle-\left\langle\nu_{Z_{N}(s)}, g\left(x_{0}\right)\right\rangle \mid d s
\end{aligned}
$$

We will see that the right-hand side above tends to 0 as $N \rightarrow \infty$ by (3.2) and our basic $L_{p}$ estimates. We first note that if $X$ is any random variable with $E|X|^{p}=K^{p}$, it follows from Hölder's inequality and Markov's inequality that if $1 / q+2 / p=1$, then

$$
E X^{2} 1\{|X| \geq M\} \leq\left(E|X|^{p}\right)^{2 / p}(P|X| \geq M)^{1 / q} \leq K^{2}\left(E|X|^{p} / M^{p}\right)^{1 / q}
$$

and thus

$$
\begin{equation*}
E X^{2} 1\{|X| \geq M\} \leq K^{p} / M^{p-2} \tag{3.14}
\end{equation*}
$$

By (1.2), given $\epsilon>0$ we can write $g=g_{1}+g_{2}$ where $g_{1}$ is a bounded, Lipschitz function on $I$ and $0 \leq g_{2}(\theta) \leq \widehat{A}(0,0)^{-1} \theta^{2} 1_{\left\{|\theta| \geq \epsilon^{-1}\right\}}, \theta \in I$. By (3.2) and the bounded convergence theorem,

$$
\int_{0}^{t} E\left|\left\langle U_{N}\left(s \beta_{N}\right), g_{1}\left(x_{0}\right)\right\rangle-\left\langle\nu_{Z_{N}(s)}, g_{1}\left(x_{0}\right)\right\rangle\right| d s \rightarrow 0
$$

so it suffices to show that

$$
\int_{0}^{t} E\left\langle U_{N}\left(s \beta_{N}\right), g_{2}\left(x_{0}\right)\right\rangle d s+\int_{0}^{t} E\left\langle\nu_{Z_{N}(s)}, g_{2}\left(x_{0}\right)\right\rangle d s
$$

is small, uniformly in $N$, if $\epsilon$ is small. The first term above is straightforward, since by Lemma 2.2(d) and (3.14), there is a finite constant $K$ such that for all $N$,

$$
\begin{aligned}
\int_{0}^{t} E\left\langle U_{N}\left(s \beta_{N}\right), g_{2}\left(x_{0}\right)\right\rangle d s & \leq \widehat{A}(0,0)^{-1} \int_{0}^{t} E\left|x_{0}^{N}\left(s \beta_{N}\right)\right|^{2} 1_{\left\{x_{0}^{N}\left(s \beta_{N}\right) \geq \epsilon^{-1}\right\}} d s \\
& \leq \widehat{A}(0,0)^{-1} t K^{p} \epsilon^{p-2}
\end{aligned}
$$

Next, as observed in the proof the proof of Lemma 2.12(d), there are constants $c_{0}, c_{1}$ such that $\left\langle\nu_{\theta}, x_{0}^{2}\right\rangle \leq c_{0}+c_{1} \theta^{2}$ for all $\theta \in I$. So again, there is a finite $K$ such that for $M \geq 1$ and all $N$,

$$
\begin{aligned}
E \int_{0}^{t}\left\langle\nu_{Z_{N}(s)}, g_{2}\left(x_{0}\right)\right\rangle 1_{\left\{Z_{N}(s)>M\right\}} d s & \leq \widehat{A}(0,0)^{-1} E \int_{0}^{t}\left(c_{0}+c_{1} Z_{N}^{2}(s)\right) 1_{\left\{Z_{N}(s)>M\right\}} d s \\
& \leq \widehat{A}(0,0)^{-1} t\left(c_{0}+c_{\mathfrak{Y}}\right) K^{p} / M^{p-2}
\end{aligned}
$$

Finally, for fixed $M$,

$$
E \int_{0}^{t}\left\langle\nu_{Z_{N}(s)}, g_{2}\left(x_{0}\right)\right\rangle 1_{\left\{\left|Z_{N}(s)\right| \leq M\right\}} d s \leq t \widehat{A}(0,0)^{-1} \sup _{|\theta| \leq M}\left\langle\nu_{\theta}, x_{0}^{2} 1_{\left\{\left|x_{0}\right| \geq \epsilon^{-1}\right\}}\right\rangle \rightarrow 0
$$

as $\epsilon \rightarrow 0$. This is because by Lemma 2.11 (c) and dominated convergence,

$$
\sup _{\theta \in[-M, M]}\left\langle\nu_{\theta}, x_{0}^{2} 1_{\left\{\left|x_{0}\right| \geq \epsilon^{-1}\right\}}\right\rangle \leq\left\langle\nu_{M}, x_{0}^{2} 1_{\left\{\left|x_{0}\right| \geq \epsilon^{-1}\right\}}\right\rangle+\left\langle\nu_{-M}, x_{0}^{2} 1_{\left\{\left|x_{0}\right| \geq \epsilon^{-1}\right\}}\right\rangle \rightarrow 0 .
$$

Remark. It is the proof of (3.3) that relies most strongly on the assumption $\left.\left.\sup _{N} E\left\langle U_{N}(0),\right| x_{0}\right|^{p}\right\rangle<\infty$. Given (3.3), a proof of the tightness requirement in (3.1) can be made using only second moments, (3.3), and a theorem of Aldous (see [A]). We note that (3.3) can be proved using only second moments provided (1.2) is replaced by $\lim _{|\theta| \rightarrow \infty} g(\theta) / \theta^{2}=0$.

## 4 Proof of Theorem 2

We first note that the assumptions of Theorem 1 hold with $Z(0)=\rho$. Next, by (3.4), since $t_{N} / \beta_{N} \rightarrow s$,

$$
E\left|\Theta^{N}\left(t_{N}\right)-Z_{N}(s)\right|^{2}=E\left|\Theta^{N}\left(t_{N}\right)-\Theta^{N}\left(s \beta_{N}\right)\right|^{2} \leq C\left|s-t_{N} / \beta_{N}\right| \rightarrow 0
$$

Since $Z_{N}(\cdot) \Rightarrow Z(\cdot),(1.7)$ must hold. Next, supposing that $\phi \in C_{0}^{1}(\mathbb{E})$ and $s>0$, the method of proof (3.2) yields

$$
\begin{equation*}
E\left|\left\langle U_{N}\left(t_{N}\right), \phi\right\rangle-\left\langle\nu_{\Theta^{N}\left(t_{N}\right)}, \phi\right\rangle\right| \rightarrow 0 . \tag{4.1}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
E\left\langle U_{N}\left(t_{N}\right), \phi\right\rangle \rightarrow \int_{I} Q_{s}(\rho, d \theta)\left\langle\nu_{\theta}, \phi\right\rangle \tag{4.2}
\end{equation*}
$$

But since $\mathcal{L}\left(x^{N}(0)\right) \in \mathcal{T}_{2}(\mathbb{E})$, the left-hand side above equals $E \phi\left(x^{N}\left(t_{N}\right)\right.$ ), and (1.8) is proved.

Theorem 1 does not apply in the case $s=0$, so we must prove directly that for $\phi \in C_{0}^{1}(\mathbb{E})$,

$$
\begin{equation*}
E \phi\left(x^{N}\left(t_{N}\right)\right) \rightarrow\left\langle\nu_{\rho}, \phi\right\rangle \text { as } N \rightarrow \infty \tag{4.3}
\end{equation*}
$$

Suppose first that $t_{N} / N^{2} \nrightarrow \infty$. This means that we are assuming that $\mathcal{L}\left(x^{N}(0)\right)$ $\in \mathcal{I}_{2}\left(\mathbb{E}_{N}\right), \sup _{N} E\left|x^{N}(0)\right|^{p} \leq C$ for some finite constant $C, \Theta^{N}(0) \rightarrow_{p} \rho$, and $\mathcal{L}\left(x^{N}(0)\right) \Rightarrow$ some shift-ergodic element $\nu$ of $\mathcal{T}_{2}(\mathbb{E})$. The assumptions imply that $\left\langle\nu, x_{0}\right\rangle=\rho$, and hence $\nu \in \mathcal{T}_{2}^{\rho}$.

Put $C=\sup _{N} \sup _{t \leq \beta_{N}} E x_{0}^{N}(t)^{2}$, and let $\left\{\ell_{N}\right\}$ be as in Proposition 2.4(a) for this $C$, with $\ell_{N} \leq t_{N} / 2$, and let $t_{N}^{\prime}=t_{N}-\ell_{N}$. The moment condition and Lemma 2.2(d) imply the sequence $\mathcal{L}\left(x^{N}\left(t_{N}^{\prime}\right)\right.$ ) is tight, so consider any subsequence (which for ease of notation we still denote $t_{N}^{\prime}$ ) such that $\mathcal{L}\left(x^{N}\left(t_{N}^{\prime}\right)\right) \Rightarrow \mu$ as $N \rightarrow \infty$ for some $\mu \in \mathcal{T}_{2}(\mathbb{E})$.

By (1.7), $\Theta^{N}\left(t_{N}^{\prime}\right) \rightarrow_{p} \rho$. Thus by Lemmas 2.9 and $2.5, \mu(\{D(x)=\rho\})=1$, which implies that the associated spectral measure of $\mu$ must assign mass 0 to $\{0\}$, and hence $\mu \in \mathcal{T}_{2}^{\rho}(\mathbb{E})$. By Proposition 2.3(d),

$$
\begin{equation*}
\left\langle\mu S\left(\ell_{N}\right), \phi\right\rangle \rightarrow\left\langle\nu_{\rho}, \phi\right\rangle . \tag{4.4}
\end{equation*}
$$

If we let $\tilde{\mu}^{N}=\pi_{N} \mathcal{L}\left(x^{N}\left(t_{N}^{\prime}\right)\right)$, then Corollary 2.7 and (4.4) imply

$$
\begin{equation*}
\left\langle\tilde{\mu}^{N} S\left(\ell_{N}\right), \phi\right\rangle \rightarrow\left\langle\nu_{\rho}, \phi\right\rangle \tag{4.5}
\end{equation*}
$$

To go from (4.5) to (4.3) we define the bivariate process $\left(z(t), z^{N}(t)\right)$ on $\mathbb{Z}^{d} \times \Lambda_{N}$ constructed as in (2.9) such that

$$
\begin{array}{ll}
z_{i}^{N}(0)=x_{i}^{N}\left(t_{N}^{\prime}\right), & i \in \Lambda_{N} \\
z_{i}(0)=z_{j}^{N}(0), \quad j=i \bmod (2 N), \quad i \in \mathbb{Z}^{d}, j \in \Lambda_{N}
\end{array}
$$

Let $\bar{\mu}^{N}$ denote the law of $\left(z(0), z^{N}(0)\right)$. By Proposition 2.4(a), for every $i$,

$$
E^{\bar{\mu}^{N}}\left|z_{i}\left(\ell_{N}\right)-z_{i}^{N}\left(\ell_{N}\right)\right| \rightarrow 0
$$

and hence

$$
\begin{equation*}
E^{\bar{\mu}^{N}}\left|\phi\left(z\left(\ell_{N}\right)\right)-\phi\left(z^{N}\left(\ell_{N}\right)\right)\right| \rightarrow 0 \tag{4.6}
\end{equation*}
$$

But

$$
E \phi\left(x^{N}\left(t_{N}\right)\right)=E^{\bar{\mu}^{N}} \phi\left(z^{N}\left(\ell_{N}\right)\right)
$$

and

$$
\left\langle\mu S\left(\ell_{N}\right), \phi\right\rangle=E^{\bar{\mu}^{N}} \phi\left(z\left(\ell_{N}\right)\right)
$$

so (4.3) follows from (4.5) and (4.6).
To finish we must consider the case $t_{N} / \beta_{N} \rightarrow 0, t_{N} / N^{2} \rightarrow \infty$. Here we do not assume the existence of the weak limit $\mathcal{L}\left(x^{N}(0)\right) \Rightarrow \nu$. But in the just completed argument, the existence of this limit was used only to justify the application of Lemma 2.9. This is not needed if $t_{N} / N^{2} \rightarrow \infty$.
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