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## 1 Introduction and statement of results

Consider a random walk $\left(S_{n}\right)_{n \in \mathbb{N}_{0}}$ on $\mathbb{Z}$, starting at 0 , with i.i.d. and bounded increments. Let the steps be given by

$$
S_{n+1}-S_{n}=k \in\{ \pm 1, \ldots, \pm r\} \quad \text { with probability } \quad p_{|k|} e^{n k} / Z_{h}
$$

for $n \in \mathbb{N}_{0}$, where $Z_{h}=\sum_{|k|=1}^{r} p_{|k|} e^{h k}$ is a normalization constant, $r \in \mathbb{N}$ an increment bound, $p_{1}, \ldots, p_{r}$ are positive numbers and $h \in[0, \infty)$ is a drift parameter. The associated path measure and expectation are denoted by $P_{h}$ and $E_{h}$, respectively. We assume that $Z_{0}=1$. Under $P_{h}$ the steps have mean $\frac{d}{d h} \log Z_{h}$, which is positive if and only if $h$ is.

Let

$$
T:=\inf \left\{n \in \mathbb{N}: S_{k}=S_{n} \quad \text { for some } k \in\{0,1, \ldots, n-1\}\right\}
$$

be the first time of a self-intersection of the path. The purpose of this paper is to prove that, conditioned on the event $\{T>n\}$, the path approaches a straight line for large $n$, and to characterize its slope. (Of course, this is trivial in the nearest-neighbour case $r=1$.) Using linear scaling, we formulate our first main result in the context of the function space $C[0,1]$, endowed with the Borel
$\sigma$-field generated by the supremum norm. For $n \in \mathbb{N}$, let $S^{(n)}:[0,1] \rightarrow[-r, r]$ be the random continuous function defined by

$$
S^{(n)}\left(\frac{k}{n}\right)=\frac{S_{k}}{n} \quad(k=0,1, \ldots, n)
$$

and linear interpolation. Define a probability measure $\mathbb{P}_{n}^{h}$ on $C[0,1]$ by

$$
\mathbb{P}_{n}^{h}(A)=P_{h}\left(S^{(n)} \in A \mid T>n\right) \quad \text { for Borel subsets } A \text { of } C[0,1] .
$$

Put $t_{\theta}(x):=\theta x$ for $\theta \in \mathbb{R}, x \in[0,1]$, and let $\delta_{g}$ be the Dirac measure on $g \in C[0,1]$. We state our law of large numbers for $\left(\mathbb{P}_{n}^{h}\right)_{n \in \mathbb{N}}$ :
Theorem 1.1 There exists a real-analytic and strictly increasing function $\Theta$ from $[0, \infty)$ into $[1, r]$ such that

$$
\mathbb{P}_{n}^{h} \xlongequal{n \rightarrow \infty} \begin{cases}\delta_{t_{\Theta(h)}} & \text { if } h>0, \\ \frac{1}{2}\left(\delta_{t_{\Theta(0)}}+\delta_{t-\Theta(0)}\right) & \text { if } h=0\end{cases}
$$

If $r \geqq 2$, then $\Theta(h) \in(1, r)$ for every $h \in[0, \infty)$, and $\lim _{h \uparrow \infty} \Theta(h)=r$.
We call this number $\Theta(h)$ the effective drift of the self-avoiding walk. Theorem 1.1 implies the conjecture (7.6) in [1]. Clearly, $\Theta(h) \leqq E_{h}\left(S_{1} \mid S_{1}>0\right)$, but a proof for the rather natural conjecture that $\Theta(h) \geqq E_{h}\left(S_{1}\right)$ (which is obvious from Theorem 1.1 only for small $h$ ) seems to be very hard to derive.

The main work in the proof consists of analyzing the functions $J_{h}, \tilde{J}_{h}:[0, r]$ $\rightarrow[-\infty, 0]$ defined by

$$
\begin{align*}
J_{h}(\theta)= & \lim _{n \rightarrow \infty} \frac{1}{n} \log P_{h}\left(T>n, S_{n}=\lfloor\theta n\rfloor\right),  \tag{1.2}\\
\tilde{J}_{h}(\theta)= & \lim _{n \rightarrow \infty} \frac{1}{n} \log P_{h}\left(T>n, S_{n}=\lfloor\theta n\rfloor,\right.  \tag{1.3}\\
& \left.S_{1}, S_{2}, \ldots, S_{n-1} \in[1,\lfloor\theta n\rfloor-1]\right) .
\end{align*}
$$

(Here and in the sequel $\lfloor x\rfloor:=\max \{k \in \mathbb{Z}: k \leqq x\}$.) The existence of these limits will be shown in Proposition 2.9 and 4.1, respectively. Note the obvious facts that $\widetilde{J}_{h} \equiv-\infty$ on $[0,1)$ and that $J_{h}(\theta)>-\infty$ for every $\theta \in(0, r]$ if $r \geqq 2$. For proving Theorem 1.1, we need that $J_{h}$ has a strict maximum at $\Theta(h)$. This is established in Sect. 4. In order to study the function $J_{h}$, we need an analysis of the function $\widetilde{J}_{h}$, which is given in Sects. 2 and 3. In fact, $\Theta(h)$ is introduced as the strict maximum point of $\widetilde{J}_{h}$ and we show in Sect. 4 that $J_{h}(\Theta(h))=\widetilde{J}_{h}(\Theta(h))$.

In Sect. 2 we derive a variational formula for $\widetilde{J}_{h}(\theta)$ in the case $\theta \in(1, r), h>0$. The main tool is an expression of the local times of $\left(S_{n}\right)_{n \in N_{0}}$ as a two-block functional of a certain Markov chain. We analyze this variational formula in Sect. 3 and obtain a characterization of the function $\widetilde{J}_{h}$ and its strict maximum point $\Theta(h)$ in terms of the Frobenius eigenvalue $\lambda_{h}(b)$ of a certain primitive matrix $A_{b}$ (with $b \in \mathbb{R}$ ), which is our second main result:

Theorem 1.4 For $h>0$ there exists a real-analytic, strictly incresing, and strictly log-convex function $\lambda_{h}: \mathbb{R} \rightarrow(0, \infty)$ such that, for $\theta \in(1, r)$,

$$
\begin{align*}
& \widetilde{J}_{h}(\theta)=\theta \log \lambda_{h}\left(b_{h}(\theta)\right)-b_{h}(\theta),  \tag{1.5}\\
& \widetilde{J}_{h}^{\prime}(\theta)=\log \lambda_{h}\left(b_{h}(\theta)\right), \\
& \widetilde{J}_{h}^{\prime \prime}(\theta)=\frac{b_{h}^{\prime}(\theta)}{\theta}<0
\end{align*}
$$

where $b_{h}:(1, r) \rightarrow \mathbb{R}$ denotes the inverse function of $\lambda_{h} / \lambda_{h}^{\prime}$. In particular,

$$
\begin{equation*}
\Theta(h)=\frac{1}{\lambda_{h}^{\prime}\left(\lambda_{h}^{-1}(1)\right)} \quad \text { for } h>0 \tag{1.6}
\end{equation*}
$$

We emphasize that the Markov chain introduced at the beginning of Sect. 2 is suited for dealing with any functional of the local times of a random walk on $\mathbb{Z}$ having bounded and nonzero increments and positive drift. We will use this chain in a forthcoming paper to prove the following. Let

$$
X_{n}:=\#\left\{(i, j) \in\{0,1, \ldots, n\}^{2} \mid i<j \quad \text { and } \quad S_{i}=S_{j}\right\}
$$

be the number of self-intersections up to time $n$. If we replace the density $1_{\{T>n\}} / P_{h}(T>n)$ of $\mathbb{P}_{n}^{h}$ by $(1-\alpha)^{X_{n}} / E_{h}\left((1-\alpha)^{X_{n}}\right)$ for a fixed $\alpha \in(0,1)$, then we obtain a probability measure $\mathbb{P}_{n}^{h, \alpha}$ which suppresses, but not neglects paths having self-intersections before time $n$. This polymer measure is a model for a selfrepellent random walk with repulsion strength $\alpha$. In [7] we will prove a result for $\left(\mathbb{P}_{n}^{h, \alpha}\right)_{n}$ which is analogous to Theorems 1.1 and 1.4.

We close this section by mentioning some mathematical works on self-repellent or self-avoiding random walks on the integers (An overview on polymers from a more physical and chemical point of view is given in [5]). The analogous self-repellent model for Brownian motion is considered in [11] and [8], and the long-time behaviour of the endpoint of the path is shown to be linear. In [1] the sequence of successive times of self-intersections of a walk with bounded increments is shown to possess a limit law as the maximal step size tends to infinity. Using variational techniques, upper and lower bounds for the long-time behaviour of a self-repellent walk are derived in [2]. Here no restriction is made concerning the size of the steps, but the method of this paper only works for small repulsion strength. The nearest-neighbour case is investigated in [6] using an approach which is analogous to the one in the present paper. In that work a quite explicit representation of the effective drift of the self-repellent walk is derived.

## 2 A variational formula for $\tilde{\boldsymbol{J}}_{\boldsymbol{h}}$

Let $h>0, r \geqq 2$, and $\theta \in(1, r)$ be fixed during this section. We regard $P_{h}$ as a probability measure on

$$
\left\{\left(\omega_{n}\right)_{n} \in \mathbb{Z}^{N_{0}}: \omega_{0}=0,\left|\omega_{n}-\omega_{n-1}\right| \in\{1, \ldots, r\} \text { for all } n \in \mathbb{N} \text { and } \lim _{n \rightarrow \infty} \omega_{n}=+\infty\right\}
$$

with the relative $\sigma$-field induced by the sequence $\left(S_{n}\right)_{n}$.

### 2.1 Local times

The random walk is transient, so the local time

$$
l(x):=\#\left\{k \in \mathbb{N}_{0}: S_{k}=x\right\} \quad(x \in \mathbb{Z})
$$

is finite. In order to study self-avoiding walks, we must obtain some information about the distribution of the sequence of local times. Our first aim is to express the local times $l(x)$ for $x \in \mathbb{N}$ as a two-block functional of a Markov chain. The idea is to count the excursions above the line between $x$ and $x+1$ with given positions at the beginning and at the end of the excursion and to register the position after the last jump over this line. Let

$$
\begin{align*}
E & :=\mathbb{N}_{0}^{r \times r} \times\{1, \ldots, r\},  \tag{2.1}\\
\eta_{j, k}(x): & :=\left\{(m, n) \in \mathbb{N}^{2}: m<n, S_{m-1} \leqq x, S_{m}=x+j,\right. \\
& \left.S_{m+1}, \ldots, S_{n-1}>x, S_{n}=x+1-k\right\}, \\
\tau(x): & =\max \left\{n \in \mathbb{N}: S_{n-1} \leqq x<S_{n}\right\} \\
q(x) & :=S_{\tau(x)}-x,
\end{align*}
$$

for $x \in \mathbb{N}_{0}$ and $j, k \in\{1, \ldots, r\}$. Then we have
Lemma 2.2 The process $(\Lambda(x))_{x \in \mathbb{N}_{0}}:=\left(\left(\eta_{j, k}(x)\right)_{j, k=1, \ldots, r}, q(x)\right)_{x \in \mathbb{N}_{0}}$ is a homogeneous Markov chain on E.

Proof. Fix $x \in \mathbb{N}$ during the proof. The two intuitive ideas behind the Markov property are: (1) every excursion above $x+1$ occurs during an excursion above $x$ or between the times $\tau(x)$ and $\tau(x+1)$, and (2) the excursions above $x$ with fixed starting and ending points and the path $\left(S_{\tau(x)}, \ldots, S_{\tau(x+1)}\right)$ are conditionally independent of the parts between them given their number and $S_{\mathrm{r}(x)}$.

Define the beginning and ending times of the excursions above $x$ with parameters $j, k \in\{1, \ldots, r\}$ by $\tau_{j, k}^{(0)}:=0$ and, for $i \in \mathbb{N}$,

$$
\begin{aligned}
& \tau_{j, k}^{(2 i)}:=\inf \left\{n>\tau_{j, k}^{(2 i-2)}: \text { there exists } m \in\left\{\tau_{j, k}^{(2 i-2)}, \ldots, n\right\}\right. \text { such that } \\
& \left.\qquad S_{m} \leqq x, S_{m+1}=x+j, S_{m+2}, \ldots, S_{n-1}>x, S_{n}=x+1-k\right\}
\end{aligned}
$$

(by convention, $\inf \emptyset=\infty$ ) and

$$
\tau_{j, k}^{(2 i-1)}:= \begin{cases}\max \left\{m<\tau_{j, k}^{(2 i)}(x): S_{m-1} \leqq x, S_{m}=x+j\right\} & \text { if } \tau_{j, k}^{(2 i)}<\infty \\ \infty & \text { else }\end{cases}
$$

Then $\left(\tau_{j, k}^{(i)}\right)_{i \in \mathbb{N}_{0}}$ is increasing, $\tau_{j, k}^{(2 i)}$ is a stopping time, but $\tau_{j, k}^{(2 i-1)}$ not (if $r \geqq 2$ ). Furthermore, define for $i \in \mathbb{N}$ and $j, k \in\{1, \ldots, r\}$,

$$
Y_{j, k}^{(i)}= \begin{cases}\left(S_{\tau \tau_{j, k}^{(j-1)}}, \ldots, S_{\tau_{j, k}^{(i) k}}\right) & \text { if } \tau_{j, k}^{(i)}<\infty, \\ \left(S_{\left.\tau_{j, k}^{(i)}-1\right)}, \ldots, S_{\tau(x)}\right) & \text { if } \tau_{j, k}^{(i-1)}<\infty=\tau_{j, k}^{(i)}, \\ \left(S_{\tau(x)}, \ldots, S_{\tau(x+1)}\right) & \text { else. }\end{cases}
$$

So $Y_{j, k}^{(2)}, Y_{j, k}^{(4)}, \ldots, Y_{j, k}^{\left(2 \eta_{j, k}(x)\right)}$ are the excursions above $x$ with parameters $j, k$, starting in $x+j$ and ending in $x+1-k$. For every $j, k \in\{1, \ldots, r\}$, the variables $\Lambda(0), \ldots, \Lambda(x-1)$ are $\sigma\left(Y_{j, k}^{(2 i-1)}: i \in \mathbb{N}\right)$-measurable and $q(x+1)$ is
$\sigma\left(Y_{j, k}^{\left(2 \eta_{j, k}(x)+2\right)}\right)$-measurable. For $y \in \mathbb{N}, j, k \in\{1, \ldots, r\}$ and $s, t \in \mathbb{N}$ satisfying $s \leqq t$, let

$$
\begin{aligned}
N_{\mathrm{exc}}(y, j, k, s, t):=\# & \left\{(m, n) \in\{s, \ldots, t\}^{2} \mid m<n \text { and } S_{m-1} \leqq y,\right. \\
& \left.S_{m}=y+j, S_{m+1}>y, \ldots, S_{n-1}>y, S_{n}=y+1-k\right\}
\end{aligned}
$$

be the number of excursions above $y$ with parameters $j, k$ during the time interval $\{s, \ldots, t\}$, then we have, for $\tilde{j}, \tilde{k} \in\{1, \ldots, r\}$,

$$
\begin{aligned}
\eta_{\tilde{j}, \bar{k}}(x+1)= & \sum_{j, k=1}^{r} \sum_{i=1}^{\eta_{j, k}(x)} N_{\mathrm{exc}}\left(x+1, \tilde{j}, \tilde{k}, \tau_{j, k}^{(2 i-1)}, \tau_{j, k}^{(2 i)}\right) \\
& +N_{\mathrm{exc}}(x+1, \tilde{j}, \tilde{k}, \tau(x), \tau(x+1)) .
\end{aligned}
$$

We will prove that $\bigvee_{j, k=1}^{r} \sigma\left(Y_{j, k}^{(2 i)}: i \in \mathbb{N}\right)$ and $\bigcap_{\tilde{j}, \tilde{k}=1}^{r} \sigma\left(Y_{j, \tilde{k}}^{(2 i-1)}: i \in \mathbb{N}\right)$ are independent under $P_{h}(\cdot \mid \Lambda(x))$. (The Markov property of $(\Lambda(y))_{y}$ follows from this independence since $N_{\text {exc }}\left(x+1, \tilde{j}, \widetilde{k}, \tau_{j, k}^{(2 i-1)}, \tau_{j, k}^{(2 i)}\right)$ is $\sigma\left(Y_{j, k}^{(2 i)}\right)$-measurable for every $j, k, \tilde{j}, \tilde{k} \in\{1, \ldots, r\}$ and $i \in\left\{1, \ldots, \eta_{j, k}(x)\right\}$ (because of $S_{\tau_{j, k}^{(2 i-1)}-1} \leqq x$ ) and since $\bigcap^{\circ} \sigma\left(Y_{j, \tilde{k}}^{(2 i-1)}: i \in \mathbb{N}\right)$ contains $\sigma(\Lambda(0), \ldots, A(x-1))$ (see above).) To show this $\hat{j}, \hat{k}=1$
independence, it suffices to show that $\left(Y_{j, k}^{(2)}, Y_{j, k}^{(4)}, \ldots, Y_{j, k}^{\left(2 \eta_{j, k}(x)+2\right)}\right.$ ) and $\left(Y_{j, k}^{(1)}\right.$, $\left.Y_{j, k}^{(3)}, \ldots, Y_{j, k}^{\left(2 \eta_{j, k}(x)+1\right)}\right)$ are independent under $P_{j(k)}(\cdot \mid \Lambda(x))$ for every $j, k \in\{1, \ldots, r\}$, since, for $(\hat{j}, \hat{k}) \neq(j, k)$ and $i \in \mathbb{N}$, the variable $Y_{j, k}^{(2 i)}$ is $\sigma\left(Y_{j, k}^{(2 \hat{i}-1)}: \hat{i} \in \mathbb{N}\right)$-measurable. For that, it is enough to show that, for $\eta \in \mathbb{N}_{0}$ and $q \in\{1, \ldots, r\}$, the variables $Y_{j, k}^{(1)}, Y_{j, k}^{(2)}, \ldots, Y_{j, k}^{(2 \eta+2)}$ are independent under

$$
P^{\eta, q}:=P_{h}\left(\cdot \mid \eta_{j, k}(x)=\eta, q(x)=q\right) .
$$

For $i=1, \ldots, 2 \eta+2$ let $\alpha_{i} \in \operatorname{supp}\left(P^{\eta, q} Y_{j, k}^{(i)-1}\right)$ (this set is countable) be a path in $\mathbb{Z}$ with length $n_{i} \in \mathbb{N}_{0}$. Write $\alpha-y$ for the path $\alpha$ which is vertically shifted by $y \in \mathbb{Z}$ and $\alpha \beta$ for the path which arises if the paths $\alpha$ and $\beta$ are put together. Then we have for $\eta \geqq 1$, by using the strong Markov property at the times $\tau_{j, k}^{(2)}, \tau_{j, k}^{(4)}, \ldots, \tau_{j, k}^{(2 \eta)}$ :

$$
\begin{aligned}
& P_{h}\left(\eta_{j, k}(x)=\eta, q(x)=q\right) \\
& \quad=P_{h}\left(\eta_{j, k}(x) \geqq 1\right) P_{h}\left(\eta_{j, k}(k-1) \geqq 1\right)^{n-1} P_{h}\left(\eta_{j, k}(k-1)=0, q(k-1)=q\right)
\end{aligned}
$$

and, for $i=2, \ldots, \eta$,

$$
\begin{aligned}
& P_{h}\left(Y_{j, k}^{(2 i-1)}=\alpha_{2 i-1}, Y_{j, k}^{(2 i)}=\alpha_{2 i}, \eta_{j, k}(x)=\eta, q(x)=q\right) \\
& \quad=P_{h}\left(\eta_{j, k}(x) \geqq i-1\right) P_{h}\left(\left(S_{0}, \ldots, S_{n_{2 i-1}+n_{2 i}}\right)=\alpha_{2 i-1} \alpha_{2 i}-(x+1-k)\right) \\
& \quad \cdot P_{h}\left(\eta_{j, k}(k-1)=\eta-i, q(k-1)=q\right)
\end{aligned}
$$

and analogous formulae for $i \in\{1, \eta+1\}$. So one can easily derive that the pairs $\left(Y_{j, k}^{(2 i-1)}, Y_{j, k}^{(2 i)}\right)$ (for $i=1, \ldots, \eta+1$ ) are independent under $P^{\eta, q}$.

The last step in this proof is to show the independence of $Y_{j, k}^{(2 i-1)}$ and $Y_{j, k}^{(2 i)}$ under $P^{\eta, q}$ for every $i \in\{1, \ldots, \eta+1\}$. We will do this for $i=1$ (the other cases are similar).

Write $c_{j, k}=P_{h}\left(\exists n \in \mathbb{N}: S_{1}, S_{2}, \ldots, S_{n-1}>-j, S_{n}=-j+1-k\right) \in(0,1)$ and $d_{j, k}$ $=P_{h}\left(\eta_{j, k}(k-1)=\eta-1, q(k-1)=q\right)$, then we derive from the Markov property at time $n_{1}$ that

$$
P_{h}\left(Y_{j, k}^{(1)}=\alpha_{1}, \eta_{j, k}(x)=\eta, q(x)=q\right)=P_{h}\left(\left(S_{0}, \ldots, S_{n_{1}}\right)=\alpha_{1}\right) c_{j, k} d_{j, k}
$$

and

$$
\begin{aligned}
P_{h}\left(Y_{j, k}^{(2)}=\right. & \left.\alpha_{2}, \eta_{j, k}(x)=\eta, q(x)=q\right) \\
= & \sum_{\tilde{\alpha}_{1} \in \operatorname{supp}\left(P^{\eta, q Y(1)-1}-1\right)} P_{h}\left(\left(S_{0}, \ldots, S_{\tilde{n}_{1}}\right)=\tilde{\alpha}_{1}\right) \\
& \cdot P\left(\left(S_{0}, \ldots, S_{n_{2}}\right)=\alpha_{2}-(x+j)\right) d_{j, k} \\
= & c_{j, k}^{-1} P\left(\left(S_{0}, \ldots, S_{n_{2}}\right)=\alpha_{2}-(x+j)\right) d_{j, k},
\end{aligned}
$$

since $P_{h}\left(Y_{j, k}^{(1)}=\tilde{\alpha}_{1}\right)=P_{h}\left(\left(S_{0}, \ldots, S_{\tilde{n}_{1}}\right)=\tilde{\alpha}_{1}\right) c_{j, k}$ for $\tilde{\alpha}_{1} \in \operatorname{supp}\left(P^{\eta, q} Y_{j, k}^{(1)-1}\right)$. The independence of $Y_{j, k}^{(1)}$ and $Y_{j, k}^{(2)}$ under $P^{\eta, q}$ easily follows from this, so the Markov property of $(A(x))_{x \in \mathbb{N}_{0}}$ is proved. The homogeneity of this chain follows from the assumption that every step $S_{n+1}-S_{n}$ does nor depend on the time $n \in \mathbb{N}_{0}$ neither on the site $S_{n} \in \mathbb{Z}$.

We denote the transition kernel of $(A(x))_{x \in \mathbb{N}_{0}}$ by $Q_{h}: E \times E \rightarrow[0,1]$. Define $g: E \times E \rightarrow \mathbb{N}_{0}$ by

$$
\begin{equation*}
g(A, \tilde{\Lambda})=\sum_{k=1}^{r} \eta_{1, k}+1_{q=1}+\sum_{j=1}^{r} \tilde{\eta}_{j, 1} \tag{2,3}
\end{equation*}
$$

for $\Lambda=\left(\left(\eta_{j, k}\right)_{j, k}, q\right)$ and $\tilde{\Lambda}=\left(\left(\tilde{\eta}_{j, k}\right)_{j, k}, \tilde{q}\right) \in E$. Then we have, for $x \in \mathbb{N}$,

$$
\begin{aligned}
l(x) & =\#\{\text { jumps from below to } x\}+\#\{\text { jumps from above to } x\} \\
& =g(\Lambda(x-1), A(x)),
\end{aligned}
$$

so our first aim is attained.
Note that, for $A=\left(\left(\eta_{j, k}\right)_{j, k}, q\right)$ and $\tilde{A}=\left(\left(\tilde{\eta}_{j, k}\right)_{j, k}, \tilde{q}\right) \in E$, we have

$$
Q_{h}(A, \tilde{X})>0 \Rightarrow\left\{\begin{array}{l}
\sum_{j=1}^{r} \tilde{\eta}_{j, k+1} \leqq \sum_{j=1}^{r} \eta_{j, k}  \tag{2.4}\\
\quad \text { for every } k=1, \ldots, r-1 \text { and } \\
\sum_{k=1}^{r} \tilde{\eta}_{j, k}+1_{\tilde{q}=j} \geqq \sum_{k=1}^{r} \eta_{j+1, k}+1_{q=j+1} \\
\quad \text { for every } j=1, \ldots, r-1
\end{array}\right.
$$

since $Q_{h}(\Lambda, \tilde{\Lambda})$ is positive if and only if $P_{h}(\Lambda(0)=\Lambda, \Lambda(1)=\tilde{\Lambda})$ is positive (note that $P_{h}(\Lambda(0)=A)>0$ for every $\left.\Lambda \in E\right)$, and $\sum_{j=1}^{r} \eta_{j, k}(x)$ is the number of jumps from $\{x+1, \ldots, x+m\}$ to $x+1-k$ and $\sum_{k=1}^{r} \eta_{j, k}^{j=1}(x)+1_{q(x)=j}$ is the number of jumps from $\{x+1-r, \ldots, x\}$ to $x+j$ for $x \in \mathbb{N}$ and $j, k \in\{1, \ldots, r\}$, respectively.

For paths without any self-intersection we have $A(x) \in \widetilde{E}$ for all $x$, where

$$
\begin{equation*}
\widetilde{E}:=\left\{\Lambda \in E \mid P_{h}(\Lambda(0)=\Lambda, l(x) \leqq 1 \quad \text { for } x=1-r, 2-r, \ldots, r)>0\right\} \tag{2.5}
\end{equation*}
$$

Note that $\widetilde{E}$ is finite and that $g(A, \tilde{\Lambda}) \leqq 2$ for $A, \tilde{\Lambda} \in \widetilde{E}$. We prove now an irreducibility property of $(\Lambda(x))_{x \in \mathbb{N}_{0}}$ on $\tilde{E}$ which will be important in Sect. 3:

Lemma 2.6 For every pair $(\Lambda, \tilde{\Lambda}) \in \widetilde{E}^{2}$ there are $\Lambda_{1}, \ldots, \Lambda_{3 r-1} \in \widetilde{E}$ such that $Q_{h}\left(\Lambda_{i-1}, \Lambda_{i}\right)>0$ and $g\left(\Lambda_{i-1}, \Lambda_{i}\right) \leqq 1$ for $i=1, \ldots, 3 r$, where we put $\Lambda_{0}:=A$ and $\Lambda_{3 r}:=\widetilde{\Lambda}$.

Proof. Given $\Lambda_{i}=\left(\left(\eta_{j, k}^{(i)}\right)_{j, k}, q^{(i)}\right) \in \tilde{E}$ (for $i \in\{0,3 r\}$ ), we construct two paths $S^{i}=\left(S_{0}^{i}, \ldots, S_{k_{i}}^{i}\right.$ ) (with suited $k_{0}, k_{3 r} \in \mathbb{N}$ ) without self-intersection, running within $\{1-r, \ldots, r\}$, performing exactly $\eta_{j, k}^{(i)}$ excursions with parameters $j, k \in\{1, \ldots, r\}$ over the line between 0 and 1 , and ending in $q^{(i)}$. Now lengthen $S^{i}$ by adding three jumps of height $r+1-q^{(i)}, r-1, r$ (in this order) and put the lengthened path $S^{3 r}$ (after lifting by $3 r$ sites) on the end of the lengthened path $S^{0}$ to obtain a path of length $k_{0}+k_{3 r}+6$ without self-intersections, ending in $6 r$, performing exactly $\eta_{j, k}^{(i)}$ excursions with parameters $j, k \in\{1, \ldots, r\}$ on the lines between $i$ and $i+1$ (for $i \in\{0,3 r\}$ ) and the last jump over this line ending in $i+q^{(i)}$. So we see that

$$
P_{h}\left(A(0)=A_{0}, \Lambda(3 r)=\Lambda_{3 r}, l(x) \leqq 1 \text { for } x=1-r, \ldots, 3 r\right)
$$

is positive, which implies the assertion.

### 2.2 Formulation of the variational formula

Now we formulate the main result of this section. The set of probability measures on an at most countable set $X$ is denoted by $\mathscr{M}_{1}(X)$. Let

$$
\begin{align*}
& M_{\theta}:=\{ \left.v \in \mathscr{M}_{1}(\tilde{E} \times \tilde{E})\right|_{\Lambda, \tilde{A} \in \tilde{E}} g(\Lambda, \tilde{\Lambda}) v(\Lambda, \tilde{\Lambda})=\frac{1}{\theta},  \tag{2.7}\\
& \sum_{\tilde{A} \in \tilde{E}} v(\Lambda, \tilde{\Lambda})=\sum_{\tilde{A} \in \tilde{E}} v(\tilde{\Lambda}, \Lambda) \quad \text { for } \Lambda \in \tilde{E}, \\
&\text { and } v(\Lambda, \tilde{\Lambda})=0 \text { if } g(\Lambda, \tilde{\Lambda}) \geqq 2\}, \\
& I_{h}(v):=\sum_{\Lambda, \tilde{A} \in E} v(\Lambda, \tilde{\Lambda}) \log \frac{v(\Lambda, \tilde{\Lambda})}{\bar{v}(\Lambda) Q_{h}(\Lambda, \tilde{\Lambda})} \tag{2.8}
\end{align*}
$$

for $v \in \mathscr{M}_{1}(E \times E)$ satisfying $\sum_{\tilde{A} \in E} v(A, \tilde{\Lambda})=\sum_{\tilde{A} \in E} v(\tilde{A}, A)=: \bar{v}(\Lambda)$ for every $A \in E$. (Define $I_{h}(v)$ to be $+\infty$ if there is some $(\Lambda, \tilde{\Lambda})$ satisfying $Q_{h}(\Lambda, \tilde{A})=0<v(\Lambda, \tilde{\Lambda})$.) View $M_{\theta}$ as a subset of $\mathscr{A}_{1}(E \times E)$. Then we have

Proposition 2.9 The limit (1.3) exists, and

$$
\begin{equation*}
\widetilde{J}_{h}(\theta)=-\theta \inf _{v \in M_{\theta}} I_{h}(v) \tag{2.10}
\end{equation*}
$$

The proof of this proposition requires several steps.

### 2.3 Reformulation in terms of the Markov chain

Define, for $n, k \in \mathbb{N}$,

$$
\begin{align*}
V(n, k)= & \left\{T>n, S_{n}=k, S_{i}>k \text { for } i>n,\right.  \tag{2.11}\\
& \left.S_{i} \in[1, k-1] \text { for } i=1, \ldots, n-1\right\},
\end{align*}
$$

so we have, if we define $\widetilde{J}_{h}(\theta)$ to be the limit superior in (1.3) instead of the limit,

$$
\begin{equation*}
\widetilde{J}_{h}(\theta)=\limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{h}(V(n,\lfloor\theta n\rfloor)), \tag{2.12}
\end{equation*}
$$

since escaping to the right has positive probability. Let, for $n, k \in \mathbb{N}$,

$$
\begin{aligned}
\widetilde{V}(n, k):= & \left\{\left(\Lambda_{0}, \ldots, A_{k-1}\right) \in \widetilde{E}^{k} \mid A_{0}=((0), r), A_{k-1}=((0), 1)\right. \\
& \left.g\left(A_{x-1}, A_{x}\right) \leqq 1 \quad \text { for } x=1, \ldots, k \text { and } \sum_{x=1}^{k} g\left(A_{x-1}, A_{x}\right)=n\right\}
\end{aligned}
$$

where (0) denotes the $r \times r$-matrix consisting of zeros and $\Lambda_{k}:=\Lambda_{0}$. So we have, by inserting the Markov property in (2.12),

$$
\begin{align*}
\widetilde{J}_{h}(\theta) & =\limsup _{n \rightarrow \infty} \frac{1}{n} \log \sum_{\left(A_{0}, \ldots, \Lambda_{\ell \theta n\rfloor-1}\right) \in \tilde{V}(n,\lfloor\theta n\rfloor)} \prod_{x=1}^{\left\lfloor\theta_{n}\right\rfloor} Q_{h}\left(A_{x-1}, A_{x}\right)  \tag{2.13}\\
& \text { (always } \left.\Lambda_{\lfloor\theta n\rfloor}:=\Lambda_{0}\right) .
\end{align*}
$$

(Paths in $\{(A(0), \ldots, A(\lfloor\theta n\rfloor-1)) \in \tilde{V}(n,\lfloor\theta n\rfloor)\}$ are allowed to spend some time in $-\mathbb{N}_{0}$ before they jump from 0 to $r$ and stay in $\{1, \ldots,\lfloor\theta n\rfloor\}$ for $n$ successive times. This little manipulation causes a factor which vanishes on the exponential scale.)

### 2.4 Empirical pair measures and large deviations

Next, we will write this expression in terms of empirical pair distributions which are driven by an independent uniformly on $\widetilde{E}$ distributed sequence $\left(A_{n}\right)_{n \in \mathbb{N}_{0}}$ : Define a random probability measure $v_{n}$ on $\tilde{E} \times \tilde{E}$ by

$$
v_{n}=\frac{1}{n}\left(\sum_{k=1}^{n-1} \delta_{\left(\Lambda_{k-1}, \Lambda_{k}\right)}+\delta_{\left(\Lambda_{n-1}, A_{0}\right)}\right) \quad(n \in \mathbb{N}) .
$$

With the denotations $\hat{V}(n, k)=M_{\frac{k}{n}}($ for $k, n \in \mathbb{N})$ and

$$
\begin{equation*}
Q(v)=\sum_{A, \tilde{A} \in \tilde{E}} v(\Lambda, \tilde{\Lambda}) \log Q_{h}(\Lambda, \tilde{\Lambda}) \in[-\infty, 0] \quad \text { for } v \in \mathscr{M}_{1}\left(\tilde{E}^{2}\right) \tag{2.14}
\end{equation*}
$$

we have

$$
\begin{equation*}
\tilde{J}_{h}(\theta)=\theta \log \# \widetilde{E}+\limsup _{n \rightarrow \infty} \frac{1}{n} \log E_{u}\left(e^{\lfloor\theta n\rfloor Q\left(v_{\llcorner } \theta n_{\rfloor}\right)} 1_{\left\{v_{\lfloor } \mid \theta n\right\rfloor \in \hat{V}(n,\lfloor\theta n\rfloor)}\right), \tag{2.15}
\end{equation*}
$$

where $E_{u}$ denotes expectation with respect to $\left(A_{n}\right)_{n}$. The key point leading to this latter reformulation is the fact that we have $v_{k} \in \widehat{V}(n, k)$ if and only if $\left(\Lambda_{0}, \ldots, \Lambda_{k-1}\right) \in \widetilde{V}(n, k)$, if we assume that $\Lambda_{0}=((0), r), \quad \Lambda_{k-1}=((0), 1)$, and $Q\left(v_{k}\right) \in \mathbb{R}$.

The sequence $\left(v_{n}\right)_{n}$ obeys a large deviation principle on $\tilde{E}$ with rate function $\tilde{I}$, given by

$$
\tilde{I}(v):=\sum_{\Lambda, \tilde{A} \in \bar{E}} v(\Lambda, \tilde{\Lambda}) \log \frac{v(\Lambda, \tilde{\Lambda}) \# \tilde{E}}{\tilde{v}(\Lambda)}
$$

for $v \in M:=\left\{\mu \in \mathscr{M}_{1}(\tilde{E} \times \tilde{E}) \mid \sum_{\tilde{A} \in \tilde{E}} \mu(\Lambda, \tilde{\Lambda})=\sum_{\tilde{\Lambda} \in \tilde{E}} \mu(\tilde{A}, \Lambda)\right.$ for $\left.\Lambda \in \widetilde{E}\right\}$ (Th. IX. 4.3 in [4]).
For small $\varepsilon>0$, the set

$$
M_{\theta}^{\varepsilon}:=\bigcup_{|\delta| \leqq \varepsilon} M_{\theta+\delta}
$$

is compact, and we have $\hat{V}(n,\lfloor\theta n\rfloor) \subset M_{\theta}^{\varepsilon}$ for large $n \in \mathbb{N}$.

### 2.5 Approximative variational formula

We prove first that we have in fact

$$
\begin{equation*}
\frac{1}{n} \log E_{u}\left(e^{\lfloor\theta n\rfloor Q\left(v_{\mathrm{L}} \theta_{\mathrm{n}}\right)} 1_{\left\{v_{\llcorner\mid \theta n\rfloor} \in M_{\theta}^{\varepsilon}\right)} \xrightarrow{n \rightarrow \infty} \theta \sup _{v \in M_{\Theta}^{\varepsilon}}(Q(v)-\tilde{I}(v)) .\right. \tag{2.16}
\end{equation*}
$$

From Lemma 2.1.8 in [3] it follows that the limit superior of the 1.h.s. is not bigger than the r.h.s. It is a little bit care needed to conclude the remaining part of (2.16), since $M_{\theta}^{\ell}$ has no interior in $M$. For removing this technical problem, we will construct a Markov chain on

$$
\Sigma:=\bigcup_{A \in \tilde{E}}\{\Lambda\} \times E_{\boldsymbol{A}}
$$

where

$$
E_{\Lambda}:=\left\{\tilde{\Lambda} \in \widetilde{E}: Q_{h}(\Lambda, \tilde{\Lambda})>0 \quad \text { and } \quad g(\Lambda, \tilde{\Lambda}) \leqq 1\right\}
$$

We write $\sigma=\left(\sigma^{(1)}, \sigma^{(2)}\right)$ for elements $\sigma$ of $\Sigma$. Define a transition probability function $\Pi: \Sigma \times \Sigma \rightarrow[0,1]$ by

$$
\Pi(\sigma, \tau):= \begin{cases}1 / \# E_{\tau^{(1)}} & \text { if } \sigma^{(2)}=\tau^{(1)} \\ 0 & \text { else. }\end{cases}
$$

From Lemma 2.6 it follows that $\Pi$ is irreducible, so it satisfies condition (U) in [3, p. 100]. For $\sigma \in \Sigma$, let $P_{\sigma} \in \mathscr{M}_{1}\left(\Sigma^{\mathbb{N}_{0}}\right)$ be the distribution of a Markov chain $\left(\sigma_{n}\right)_{n \in \mathbb{N}_{0}}$ with transition kernel $\Pi$ and starting in $\sigma$. Then Theorem 4.1.43 in [3] states that the distributions of the empirical measures $L_{n}:=\frac{1}{n} \sum_{k=0}^{n-1} \delta_{\sigma_{k}}$ under $P_{\sigma}$ satisfy a large deviation principle for every $\sigma \in \Sigma$ with good rate function $J_{\Pi}: \mathscr{M}_{1}(\Sigma) \rightarrow \overline{\mathbb{R}}$, given by

$$
J_{\Pi}(v)=\sup \left\{\left.-\sum_{\sigma \in \Sigma} v(\sigma) \log \frac{\Pi u(\sigma)}{u(\sigma)} \right\rvert\, u: \Sigma \rightarrow[1, \infty)\right\}
$$

(here $\Pi u(\sigma)=\sum_{\tau \in \Sigma} u(\tau) \Pi(\sigma, \tau)$ ). Now define $\widetilde{Q}, F: \mathscr{M}_{1}(\Sigma) \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
& \widetilde{Q}(v)=\sum_{\sigma \in \Sigma} v(\sigma) \log Q_{h}(\sigma), \\
& F(v)=\sum_{\sigma \in \Sigma} v(\sigma) \log \# E_{\sigma^{(2)}}
\end{aligned}
$$

and

$$
\tilde{M}_{\theta}^{\varepsilon}=\left\{v \in \mathscr{M}_{1}(\Sigma) \left\lvert\, \sum_{\sigma \in \Sigma} g(\sigma) v(\sigma) \in\left[\frac{1}{\theta+\varepsilon}, \frac{1}{\theta-\varepsilon}\right]\right.\right\}
$$

By translation into terms of the Markov chain $\left(\sigma_{n}\right)_{n}$ we conclude that the l.h.s. of (2.16) is, for every $\sigma \in \Sigma$, equal to

$$
\theta \log \# \tilde{E}+o(1)+\frac{1}{n} \log E_{P_{\sigma}}\left(e^{\lfloor\theta n\rfloor(\tilde{Q}+F)\left(L_{\left.l^{\theta n}\right]}\right)} 1_{\left\{L_{\mid \theta n\rfloor} \mid \tilde{M}_{\theta}^{5}\right\}}\right) .
$$

(Here little changes have been made concerning the values of $\Lambda_{0}, A_{1}$ and $\Lambda_{[\ln \rfloor-1}$. Their influence vanishes in the limit for $n$ to infinity.) Since $\widetilde{Q}$ and $F$ are continuous and bounded on $\mathscr{M}_{1}(\Sigma)$ and since $\tilde{M}_{\theta}^{\text {e }}$ is equal to its interior's closure in $\mathscr{M}_{1}(\Sigma)$, we arrived in a setting where standard large deviation arguments can be applied to deduce that the limit inferior of the last display is not smaller than

$$
\begin{aligned}
& \theta \log \# \tilde{E}+\theta \sup _{v \in\left(\tilde{\mathcal{M}}_{\tilde{( }))^{\circ}}\right.}\left(\widetilde{Q}+F-J_{I}\right)(v) \\
& \quad \geqq \theta \log \# \widetilde{E}-\theta \inf _{v \in \bigcup_{\delta<\varepsilon} \operatorname{mup}_{\tilde{\theta} \delta} \sup _{u \in[1, \infty)^{\Sigma}} \sum_{(\Lambda, \tilde{A} \in \Sigma} v(\Lambda, \tilde{A}) \log \frac{u(A, \tilde{\Lambda})}{Q_{h}(\Lambda, \tilde{A}) \sum_{\Lambda^{\prime} \in E \tilde{A}} u\left(\tilde{A}, \Lambda^{\prime}\right)} .} .
\end{aligned}
$$

Using the marginal property of $v$, one sees that $u_{1}(\tilde{\Lambda}):=\sum_{A^{\prime} \in E \tilde{A}} u\left(\tilde{\Lambda}, \Lambda^{\prime}\right)$ can be replaced by $u_{1}(\Lambda)$ in this last display. Since $\left(\bar{v}(\Lambda) u(\Lambda, \tilde{\Lambda}) / u_{1}(\Lambda)\right)_{(\Lambda, \tilde{\Lambda}) \in \Sigma}$ is a probability measure, an application of Jensen's inequality shows that this supremum is not bigger than $I_{h}(v)$, and by the continuity of $I_{h},(2.16)$ follows.

### 2.6 Finish of the proof and perturbation invariance

Since the r.h.s. of (2.16) equals $-\theta \inf _{v \in M_{\theta}^{\varepsilon}} I_{h}(v)-\theta \log \# \widetilde{E}$, the proof of Proposition 2.9 will follow at once from the following statements:

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \varlimsup_{n \rightarrow \infty} \frac{1}{n}\left|\log \frac{E_{u}\left(e^{\lfloor\theta n\rfloor Q\left(v_{\llcorner } \theta n_{n}\right)}\right)}{\left.1_{\left\{v_{\mid \theta n\rfloor} \in M \hat{\xi_{\}}}\right)}\right)}\right|=0 \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \inf _{v \in M_{\theta}^{\varepsilon}} I_{h}(v)=\inf _{v \in M_{\theta}} I_{h}(v) . \tag{2.18}
\end{equation*}
$$

(Note that every reformulation step until yet did not affect the existence or the value of the limit (1.3).) The proof of (2.18) is easy and left to the reader. We prove now the first assertion. For large $n \in \mathbb{N}$ the following implications hold:

$$
v_{\llcorner\theta n\rfloor} \in \bigcup_{|i| \leqq \frac{\varepsilon n}{2(\theta-\varepsilon)}} \widehat{V}(n+i,\lfloor\theta n\rfloor) \Rightarrow v_{\lfloor\theta n\rfloor} \in M_{\theta}^{\varepsilon} \Rightarrow v_{\lfloor\theta n\rfloor} \in \bigcup_{|i| \leqq \frac{2 \varepsilon n}{\theta-\varepsilon}} \widehat{V}(n+i,\lfloor\theta n\rfloor) .
$$

So it suffices to show that there is a function $f:(0, \infty) \rightarrow(0, \infty)$ satisfying $f(\varepsilon) \downarrow 0$ (for $\varepsilon \downarrow 0$ ) and
for small $\varepsilon>0$ and every sequence $\left(\varepsilon_{n}\right)_{n}$ in $\mathbb{Z}$ satisfying $\left|\varepsilon_{n}\right| \leqq \varepsilon n$. Let such $\varepsilon$, $\left(\varepsilon_{n}\right)_{n}$ be given. Assume that $\varepsilon_{n}>0$ (the other case is similar). Remember that our manipulations of path classes to get from the r.h.s. to the reformulation in (2.19) essentially consist of forcing the path to stay above $\lfloor\theta n\rfloor$ after time $n$ and to allow him to stay some time in $-\mathbb{N}_{0}$ before running within $\{1, \ldots,\lfloor\theta n\rfloor\}$. So we may handle this problem in terms of self-avoiding walks instead of empirical pair distributions and will construct two maps $\Gamma$ : $V(n,\lfloor\theta n\rfloor) \rightarrow V\left(n+\varepsilon_{n},\lfloor\theta n\rfloor\right)$ and $\widetilde{\Gamma}: V\left(n+\varepsilon_{n},\lfloor\theta n\rfloor\right) \rightarrow V(n,\lfloor\theta n\rfloor)$ having not too much entropy, i.e. satisfying

$$
\begin{equation*}
\varlimsup_{\varepsilon \nmid 0} \varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \sup _{S^{*} \in V\left(n+\varepsilon_{n}\lfloor\lfloor n\rfloor)\right.} \# \Gamma^{-1}\left(S^{*}\right)=0 \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\varlimsup_{\varepsilon \downarrow 0} \varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \sup _{S^{*} \in \boldsymbol{V}(n,\lfloor\theta n\rfloor)} \# \tilde{\Gamma}^{-1}\left(S^{*}\right)=0 \tag{2.21}
\end{equation*}
$$

respectively. Then (2.19) will follow from the facts

$$
\sup _{S \in V(n,\lfloor\theta n\rfloor)} \frac{P_{h}(S)}{P_{h}(\Gamma(S))} \leqq e^{n O(\varepsilon)} \quad \text { and } \quad \sup _{S \in V\left(n+\varepsilon_{n},\lfloor\theta n\rfloor\right)} \frac{P_{h}(S)}{P_{h}(\widetilde{\Gamma}(S))} \leqq e^{n O(\varepsilon)}
$$

which we also will show.
Construction of $\Gamma$. Let a path $S=\left(S_{k}\right)_{k} \in V(n,[\theta n\rfloor)$ be given and consider the times $1<t_{1}<t_{2}<\ldots<t_{n^{*}} \leqq n-1$ (with some $n^{*}<n-1$ ) such that $S_{t_{i}}>S_{t_{i}-1}$ and $k_{i}:=\#\left\{x \in\left\{S_{t_{i}-1}+1, \ldots, S_{t_{i}}-1\right\}: l(x)=0\right\}$ is not zero for $i=1,2, \ldots, n^{*}$. Now delete the $t_{i}$-th step of the path and replace it by $k_{i}+1$ suited connecting upward steps such that the new path hits every site in $\left\{S_{t_{i}-1}+1, \ldots, S_{t_{i}}-1\right\}$. Perform this procedure for $i=1,2, \ldots, i_{\varepsilon}$ until the length of the path is increased by exactly $\varepsilon_{n}$ steps (the new path needs not hit every site in $\left\{S_{t_{i_{\varepsilon}}-1}+1, \ldots, S_{i_{i_{e}}}\right\}$ ). The local times of the arising path $\Gamma(S) \in V\left(n+\varepsilon_{n},\lfloor\theta n\rfloor\right)$ satisfy $l(x, \Gamma(S)) \geqq l(x, S)$ for every $x \in \mathbb{Z}$. There are less than $\binom{n+\varepsilon_{n}}{\varepsilon_{n}}$ sites $x_{1}, x_{2}, \ldots, x_{\varepsilon_{n}} \in\{r+1, \ldots,\lfloor\theta n\rfloor$ $-r\}$ such that some path $\widetilde{S} \in V(n,\lfloor\theta n\rfloor)$ exists satisfying $\Gamma(\widetilde{S})=\Gamma(S)$ and $l\left(x_{i}, \Gamma(\widetilde{S})\right)=1>l\left(x_{i}, \widetilde{S}\right)$ for $i=1, \ldots, \varepsilon_{n}$. For a given choice of $x_{1}, \ldots, x_{\varepsilon_{n}}$, this path $\tilde{S}$ is uniquely determined. Now Stirling's formula yields (2.20). Since $\Gamma$ removes at least $\varepsilon_{n} / r$ steps and creates at last $2 \varepsilon_{n}$ steps, we obtain a bound $P_{h}(S) / P_{h}(\Gamma(S)) \leqq Z_{h}^{\varepsilon_{n}} p_{\max }^{\varepsilon_{n} / r} p_{\min }^{-2 \varepsilon_{n}}$, which is not bigger than $e^{n O(\varepsilon)}$. (Here $p_{\max }$ and $p_{\text {min }}$ denote the maximal and minimal value in $\left\{p_{1}, \ldots, p_{r}\right\}$, respectively.)

Construction of $\tilde{\Gamma}$. Consider a path $S^{0}=\left(S_{k}^{0}\right)_{k} \in V\left(n+\varepsilon_{n},\lfloor\theta n\rfloor\right)$. We are going to describe an algorithm such that the $j$-th step produces a path $S^{j} \in V\left(n+\varepsilon_{n}\right.$ $-j,\lfloor\theta n\rfloor)$. Afterwards we put $\tilde{\Gamma}\left(S^{0}\right):=S^{\varepsilon_{n}}$. For $j=1, \ldots, \varepsilon_{n}$ we perform the following procedure. If there is a smallest $x \in\{r+1, \ldots,\lfloor\theta n\rfloor-r\}$ such that there is some $k \in \mathbb{N}$ satisfying $x=S_{k}^{j-1}<\min \left\{S_{k-1}^{j-1}, S_{k+1}^{j-1}\right\}$, then replace the $k$-th and the $(k+1)$-th step by one connecting step and call the resulting path $S^{j}=\left(S_{k}^{j}\right)_{k \in \mathbb{N}}$. If there is no such $x$, then $S^{j-1}$ is strictly increasing up to time $n+\varepsilon_{n}-j$. In this case choose the smallest $k \in\left\{2, \ldots, n+\varepsilon_{n}-j-1\right\}$ such that $S_{k+1}^{j-1}-S_{k-1}^{j-1} \leqq r$ and again replace the $k$-th and $(k+1)$-th step by one suited jump such that the resulting path $S^{j}$ is in $V\left(n+\varepsilon_{n}-j,\lfloor\theta n\rfloor\right)$. If there is no such $k$, then choose the smallest $k$ satisfying $S_{k+2}^{j-1}-S_{k-1}^{j-1} \leqq 2 r$ (or, next, $S_{k+3}^{j-1}-S_{k-1}^{j-1} \leqq 3 r, S_{k+4}^{j-1}$ $-S_{k-1}^{j-1} \leqq 4 r$ and so on) and replace the three steps $k, k+1, k+2$ (or the four steps $k, \ldots, k+3$, respectively, and so on) by two (or three, or four, respectively) suited connecting upward steps.

The $\varepsilon_{n}$-th step of this algorithm replaces $c(S)$ jumps by $c(S)-1$ jumps, where $c(S) \in\{2,3, \ldots,\lfloor r /(r-\theta)\rfloor\}$ is a suitable constant. (If $c(S)$ would be larger than $c_{\theta}:=\lfloor r /(r-\theta)\rfloor$, then we would have $S_{k+c_{\theta}-1}^{\varepsilon_{n}-1}-S_{k-1}^{\varepsilon_{n}-1}>\left(c_{\theta}-1\right) r$ for every $k=1, \ldots, n-c_{\theta}$, and it would follow that $S_{n}^{\varepsilon_{n}-1} \geq\lfloor\theta n\rfloor$.)

We may write $\tilde{\Gamma}=\widetilde{\Gamma}_{c_{\theta}} \circ \widetilde{\Gamma}_{c_{\theta}-1} \circ \ldots \circ \widetilde{\Gamma}_{1}$, where $\widetilde{\Gamma}_{1}$ replaces (zero or several times) two certain steps by one jump and, for $i \geqq 2$, the map $\tilde{\Gamma}_{i}$ replaces (zero or several times) certain $i$ upward steps by suited $i-1$ upward steps. For every $i=1, \ldots, c_{\theta}$ there are less than $\left(c_{\theta}-1\right) \varepsilon_{n}\binom{n}{\left(c_{\theta}-1\right) \varepsilon_{n}}$ subsets $\left\{y_{1}, \ldots, y_{l}\right\}$ of $\{r+1, \ldots,\lfloor\theta n\rfloor-r\}$ (with $\left.l \leqq\left(c_{\theta}-1\right) \varepsilon_{n}\right)$ and less than $c_{\theta} \varepsilon_{n}\binom{\lfloor\theta n\rfloor}{ c_{\theta} \varepsilon_{n}}$ subsets $\left\{x_{1}, \ldots, x_{k}\right\}$ of
$\{r+1, \ldots,\lfloor\theta n\rfloor-r\}\left(\right.$ with $\left.k \leqq c_{\theta} \varepsilon_{n}\right)$ such that there is a path $\tilde{S}$ in $\bigcup_{\gamma=1}^{\varepsilon_{n}} V(n+\gamma,\lfloor\theta n\rfloor)$ satisfying $\quad \tilde{\Gamma}_{i}(\tilde{S})=\tilde{\Gamma}_{i}\left(\tilde{\Gamma}_{i-1}\left(\ldots\left(\tilde{\Gamma}_{1}\left(S^{0}\right) \ldots\right) \quad\right.\right.$ and $\quad l\left(x_{\gamma}, \tilde{S}\right)=0<1=l\left(x_{\gamma}, \tilde{\Gamma}_{i}(\widetilde{S})\right) \quad($ for $\gamma=1, \ldots, k$ ) and $l\left(y_{\gamma}, \widetilde{S}\right)=1>0=l\left(y_{\gamma}, \widetilde{\Gamma}(\widetilde{S})\right)($ for $\gamma=1, \ldots, l)$. If $k, l,\left\{x_{1}, \ldots, x_{k}\right\}$ and $\left\{y_{1}, \ldots, y_{l}\right\}$ are given with this property, then the path $\tilde{S}$ is uniquely determined since the algorithm $\tilde{\Gamma}_{i}$ works in a strictly increasing way and can be followed back. Now (2.21) is obvious by using Stirling's formula. The fact that $\tilde{\Gamma}$ changes the probability not too much is analogous to this property of $\Gamma$.

The claim (2.19) implies the invariance of the limit (2.15) under perturbations of size $o(n)$ in the first argument of $\hat{V}$. A similar proof applies to the perturbation invariance in the second argument. Since the manipulations which we performed to get from (1.3) to the reformulation (2.15) do not affect this invariance, we can state, for future reference, the following corollary.

Remark 2.22 The limits (1.3), (2.12) and (2.15) are invariant under perturbations of size $o(n)$ in $n$ and $\lfloor\theta n\rfloor$. In particular, for sequences $\left(\varepsilon_{n}\right)_{n}$ and $\left(\delta_{n}\right)_{n}$ in $\mathbb{Z}$ which are $o(n)$, for every $h \geqq 0, c>0$ and $\theta \in[c, r c]$, we have:

$$
\begin{aligned}
c \widetilde{J}_{h}\left(\frac{\theta}{c}\right)= & \lim _{n \rightarrow \infty} \frac{1}{n} \log P_{h}\left(T>\lfloor c n\rfloor+\delta_{n},\right. \\
& \left.0<S_{1}, \ldots, S_{\lfloor c n\rfloor+\delta_{n}-1}<S_{\lfloor c n\rfloor+\delta_{n}}=\lfloor\theta n\rfloor+\varepsilon_{n}\right) .
\end{aligned}
$$

## 3 Analysis of the variational formula

Let further on $h>0, r \geqq 2$ and $\theta \in(1, r)$ be fixed. We will show in this section that the infimum in (2.10) is a uniquely attained minimum, and we will analyze the minimizer $v^{\theta} \in M_{\theta}$ by variational techniques. This will lead to a characterization of $\widetilde{J}_{h}(\theta)$ in terms of the Frobenius eigenvalue $\lambda_{h}(b)$ of a certain one-parameter family of non-negative primitive matrices $A_{b}$ which we will introduce now. Recall the definitions (2.3) and (2.5).

### 3.1 Eigenvalue properties

For $b \in \mathbb{R}$ and $A, \tilde{A} \in \widetilde{E}$ define

$$
A_{b}(\Lambda, \tilde{\Lambda})= \begin{cases}Q_{h}(\Lambda, \tilde{\Lambda}) e^{b g(\Lambda, \tilde{A})} & \text { if } g(\Lambda, \tilde{\Lambda}) \leqq 1  \tag{3.1}\\ 0 & \text { else }\end{cases}
$$

The matrix $A_{b}:=\left(A_{b}(A, \tilde{\Lambda})\right)_{A, \tilde{\Lambda} \in \tilde{E}}$ has non-negative components and is primitive by Lemma 2.6. By $\lambda_{h}(b)$ we denote the Frobenius eigenvalue of $A_{b}$, i.e. the only eigenvalue with positive left and right eigenvectors which we denote by $\tau_{b}^{l}$, $\tau_{b}^{r} \in(0, \infty)^{\tilde{E}}$, respectively, and we assume them to be normed, i.e. $\left\langle\tau_{b}^{l}, \tau_{b}^{r}\right\rangle=1$ (where $\langle\cdot, \cdot\rangle$ denotes the standard inner product on $\mathbb{R}^{\tilde{L}}$ ). Since the representation

$$
\begin{equation*}
\lambda_{h}(b)=\lim _{n \rightarrow \infty}\left(A_{b}^{n}(A, A)\right)^{1 / n} \quad(b \in \mathbb{R}) \tag{3.2}
\end{equation*}
$$

holds independently of $\Lambda \in \widetilde{E}$ ([9, p. 200-201]; note that $A_{b}$ is aperiodic since it is primitive), the function $\lambda_{h}$ is analytic in a neighbourhood of $\mathbb{R}$ (use Vitali's theorem). The eigenvectors $\tau_{b}^{l}$ and $\tau_{b}^{r}$ are unique if we determine some fixed $\tau_{b}^{r}(A)$ to be 1 . Their coefficients are differentiable with respect to the variable $b$ as can be derived from elementary considerations.

We compute the derivation $\lambda_{h}^{\prime}$ of $\lambda_{h}$ : For $b \in \mathbb{R}$ we have

$$
\begin{aligned}
\lambda_{h}^{\prime}(b) & =\sum_{A, \tilde{A} \in \tilde{E}} \frac{d}{d b}\left(\tau_{b}^{l}(\Lambda) A_{b}(A, \tilde{A}) \tau_{b}^{r}(\tilde{\Lambda})\right) \\
& =\left\langle\tau_{b}^{l}, A_{b}^{\prime} \tau_{b}^{r}\right\rangle+\sum_{A, \tilde{A} \in \tilde{E}} A_{b}(A, \tilde{A})\left(\tau_{b}^{r}(\tilde{A}) \frac{d}{d b} \tau_{b}^{l}(A)+\tau_{b}^{l}(\Lambda) \frac{d}{d b} \tau_{b}^{r}(\tilde{A})\right) \\
& =\left\langle\tau_{b}^{l}, A_{b}^{\prime} \tau_{b}^{r}\right\rangle+\lambda_{h}(b) \sum_{A \in \tilde{E}}\left(\tau_{b}^{r}(A) \frac{d}{d b} \tau_{b}^{l}(A)+\tau_{b}^{l}(A) \frac{d}{d b} \tau_{b}^{r}(A)\right) \\
& =\left\langle\tau_{b}^{l}, A_{b}^{\prime} \tau_{b}^{r}\right\rangle+\lambda_{h}(b) \frac{d}{d b}\left\langle\tau_{b}^{l}, \tau_{b}^{r}\right\rangle \\
& =\left\langle\tau_{b}^{l}, A_{b}^{r} \tau_{b}^{r}\right\rangle
\end{aligned}
$$

where the matrix $A_{b}^{\prime}$ is given by

$$
A_{b}^{\prime}(\Lambda, \tilde{\Lambda}):=\frac{d}{d b} A_{b}(\Lambda, \tilde{\Lambda})= \begin{cases}A_{b}(\Lambda, \tilde{\Lambda}) & \text { if } g(\Lambda, \tilde{\Lambda})=1 \\ 0 & \text { if } g(\Lambda, \tilde{\Lambda}) \in\{0,2\}\end{cases}
$$

By [9, Ex. 1.11], $\lambda_{h}$ is strictly increasing with

$$
\begin{equation*}
\lim _{b \rightarrow+\infty} \lambda_{h}(b)=+\infty, \quad \lim _{b \rightarrow-\infty} \lambda_{h}(b)<1 . \tag{3.3}
\end{equation*}
$$

We will show now the log-convexity of $\lambda_{h}$, i.e. the monotonicity of $\lambda_{h}^{\prime} / \lambda_{h}$ : Because of (3.2), it suffices to show the convexity of the mapping $b \mapsto \log A_{b}^{n}(A, A)$ for every $\Lambda \in \widetilde{E}$ and $n \in \mathbb{N}$. The second derivative of this map is easily seen to be positive by writing out the $n$-fold matrix product and symmetrizing the sum which arises. We will see in the sequel that $\lambda_{h}^{\prime} / \lambda_{h}$ is not constant, and, by analyticity, the strictness of the monotonicity will follow.

### 3.2 Minimizer and positivity

Since $I_{h}$ is finite and continuous on the compact set

$$
M_{\partial}^{Q}:=\left\{v \in M_{\theta} \mid Q_{h}(\Lambda, \tilde{\Lambda})=0 \Rightarrow v(\Lambda, \tilde{\Lambda})=0\right\}
$$

the existence of a minimizer in (2.10) is obvious. Note that $I_{h}=+\infty$ on $M_{\theta} \backslash M_{\theta}$. For applying variational techniques to any such minimizer, the following is important:
Lemma 3.4 Every minimizer $v^{\theta} \in M_{\theta}$ of $I_{h}$ on $M_{\theta}$ has the following property: For every $(\Lambda, \widetilde{\Lambda})$ in $\widetilde{E}^{2}$ satisfying $Q_{h}(\Lambda, \tilde{\Lambda})>0$ and $g(\Lambda, \Lambda) \leqq 1$ it holds $v^{\theta}(\Lambda, \widetilde{\Lambda})>0$.

Proof. We write $v$ instead of $v^{\theta}$. The lemma will follow by induction from the following fact which we will prove now: For every $\Lambda_{1}, A_{2}, \tilde{\Lambda}_{1}, \tilde{\Lambda}_{2} \in \tilde{E}$ satisfying $v\left(\Lambda_{1}, \tilde{\Lambda}_{1}\right) Q_{h}\left(\Lambda_{2}, \tilde{\Lambda}_{1}\right) Q_{h}\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right)>0, g\left(\Lambda_{2}, \tilde{\Lambda}_{1}\right) \leqq 1$, and $g\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right) \leqq 1$ it holds $v\left(A_{2}, \tilde{A}_{1}\right)>0$ and $v\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right)>0$.

Let $\Lambda_{1}, \tilde{\Lambda}_{1}, \Lambda_{2}, \tilde{\Lambda}_{2}$ be given as above, and we assume that $v\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right) v\left(\Lambda_{2}, \tilde{\Lambda}_{1}\right)=0$. We will construct a function $t: \widetilde{E}^{2} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& \sum_{\Lambda, \tilde{A} \in \tilde{E}} t(\Lambda, \tilde{\Lambda})=0=\sum_{\Lambda, \tilde{A} \in \tilde{E}} g(\Lambda, \tilde{\Lambda}) t(\Lambda, \tilde{\Lambda})  \tag{3.5}\\
& \sum_{\tilde{A} \in \tilde{E}} t(\Lambda, \tilde{\Lambda})=\sum_{\tilde{A} \in \tilde{E}} t(\tilde{\Lambda}, \Lambda) \quad \text { for every } \Lambda \in \widetilde{E}  \tag{3.6}\\
& t(\Lambda, \tilde{A})>0 \Rightarrow\left(Q_{h}(\Lambda, \tilde{\Lambda})>0 \text { and } g(\Lambda, \tilde{\Lambda}) \leqq 1\right)  \tag{3.7}\\
& t(\Lambda, \tilde{\Lambda})<0 \Rightarrow v(\Lambda, \tilde{\Lambda})>0  \tag{3.8}\\
& t\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right)>0 \quad \text { and } \quad t\left(\Lambda_{2}, \tilde{\Lambda}_{1}\right)>0 \tag{3.9}
\end{align*}
$$

Then, for small $\varepsilon>0$, the measure $v_{\varepsilon}:=v+\varepsilon t$ is in $M_{\theta}$ and satisfies $v_{\varepsilon}\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right) v_{\varepsilon}\left(\Lambda_{2}, \tilde{\Lambda}_{1}\right)>0$ and $I_{h}\left(v_{\varepsilon}\right)<I_{h}(v)$, as we will see now. We write $f(x)$ $=x \log x$ and use the inequalities $(x-y)(1+\log y) \leqq f(x)-f(y) \leqq(x-y)(1+\log x)$ for $0<y<x$. For sufficiently small $\varepsilon>0$ it holds with suitable constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5} \in \mathbb{R}$ (without loss of generality we assume $v\left(\Lambda_{1}, \tilde{\Lambda}_{2}\right)=0$ ):

$$
\begin{aligned}
& I_{h}\left(v_{\varepsilon}\right)-I_{h}(v)=-\varepsilon \sum_{\Lambda, \tilde{\Lambda}} t(\Lambda, \tilde{\Lambda}) \log Q_{h}(\Lambda, \tilde{\Lambda}) \\
& +\sum_{\Lambda, \tilde{A}: v(\Lambda, \tilde{A})>0}[f((v+\varepsilon t)(\Lambda, \tilde{A}))-f(v(\Lambda, \tilde{A})) \\
& -(f((\bar{v}+\varepsilon \bar{t})(A))-f(\bar{v}(A)))] \\
& +\sum_{\Lambda, \tilde{A}: \bar{v}(\Lambda)=0}(f(\varepsilon t(\Lambda, \tilde{A}))-f(\varepsilon \bar{t}(\Lambda))) \\
& +\sum_{\Lambda, \tilde{A}: \bar{v}(\Lambda)>0=v(\Lambda, \tilde{A})}[f(\varepsilon t(\Lambda, \tilde{A}))-f((\bar{v}+\varepsilon \bar{t})(\Lambda))+f(\bar{v}(\Lambda))] \\
& \leqq \varepsilon c_{1}+\varepsilon c_{2}+\varepsilon c_{3}+\varepsilon c_{4}+\sum_{A, \tilde{A}: \bar{v}(A)>0=v(A, \tilde{A})} f(\varepsilon t(A, \tilde{A})) \\
& \leqq \varepsilon\left(c_{1}+c_{2}+c_{3}+c_{4}\right)+c_{5} \varepsilon \log \varepsilon \\
& <0 \text {. }
\end{aligned}
$$

(Note that $c_{5}$ is positive since $\{(\Lambda, \tilde{\Lambda}): \bar{v}(\Lambda)>0=v(A, \tilde{\Lambda})\}$ is not empty.)
Construction of $t$. First we show that there are $n \in \mathbb{N}$ and $\Lambda_{1}^{*}, \ldots, \Lambda_{n}^{*} \in \widetilde{E}$ satisfying $v\left(\Lambda_{i}^{*}, \Lambda_{i+1}^{*}\right)>0$ for $i=1, \ldots, n$, where we put $\Lambda_{i}^{*}:=\Lambda_{i(\bmod n)}^{*}$ for $i \in \mathbb{Z}$. Take some pair $\left(\mu_{1}, \mu_{2}\right) \in \widetilde{E}^{2}$ such that $v\left(\mu_{1}, \mu_{2}\right)>0$. If $\mu_{1}, \ldots, \mu_{i}$ are already constructed, then choose $\mu_{i+1} \in \widetilde{E}$ such that $v\left(\mu_{i}, \mu_{i+1}\right)>0$ (this is possible since $0<\bar{v}\left(\mu_{i}\right)$ $\left.=\sum_{\mu \in \tilde{E}} v\left(\mu_{i}, \mu\right)\right)$. Continue until some $\mu_{i}$ is repeated in the $j$-th step. Then $\left(\mu_{i}, \ldots, \mu_{j}\right)$ has the demanded property.

It is important noting that $\sum_{i=1}^{n} g\left(\Lambda_{i}^{*}, \Lambda_{i+1}^{*}\right)$ is positive. This follows from the fact that $Q_{h}\left(\Lambda_{i}^{*}, \Lambda_{i+1}^{*}\right)>0$ (otherwise $\left.I_{h}(v)=+\infty\right)$ which leads, by (2.4), to

$$
\sum_{j=1}^{r} \eta_{j, k+1}^{(i+1)} \leqq \sum_{j=1}^{r} \eta_{j, k}^{(i)} \quad(k=1, \ldots, r-1)
$$

and

$$
\sum_{k=1}^{r} \eta_{j, k}^{(i+1)}+1_{q^{(i+1)=j}} \geqq \sum_{k=1}^{r} \eta_{j+1, k}^{(i)}+1_{q^{(i)}=j+1} \quad(j=1, \ldots, r-1)
$$

if $\Lambda_{i}^{*}=\left(\left(\eta_{j, k}^{(i)}\right)_{j, k=1, \ldots, r}, q^{(i)}\right)$. In the case $g\left(\Lambda_{i}^{*}, \Lambda_{i+1}^{*}\right)=0$ for all $i$ we would get, by induction, $\eta_{j, k}^{(i)}=0$ for all $j, k=1, \ldots, r$ and $i \in \mathbb{Z}$, and then a contradiction would follow by considering $q^{(i)}$.

Next, by Lemma 2.6 , we may choose $\Lambda_{1}^{i}, \ldots, \Lambda_{3 r-1}^{i} \in \widetilde{E}$ for $i=1,2$ such that $Q_{h}\left(\Lambda_{k}^{i}, \Lambda_{k+1}^{i}\right)>0$ and $g\left(\Lambda_{k}^{i}, \Lambda_{k+1}^{i}\right) \leqq 1$ for $k=0,1, \ldots, 3 r-1$ where we put $\Lambda_{0}^{1}:=\tilde{\Lambda}_{2}, \Lambda_{3 r}^{1}:=\Lambda_{1}, \Lambda_{0}^{2}:=\tilde{\Lambda}_{1}$, and $\Lambda_{3 r}^{2}:=\Lambda_{2}$. Now take positive numbers $a, b$, and $c$ and define

$$
\left.\begin{array}{rl}
-a & =t\left(\Lambda_{i}^{*}, \Lambda_{i+1}^{*}\right) \\
b & =t\left(\Lambda_{i}^{1}, \Lambda_{i+1}^{1}\right) \\
c & (i=1, \ldots, n), \\
& t\left(\Lambda_{i}^{2}, \Lambda_{i+1}^{2}\right)
\end{array} \quad\left(i=0, \ldots, 3 r, \text { where } \Lambda_{3 r+1}^{1}:=\Lambda_{0}^{1}\right), \text { where } \Lambda_{3 r+1}^{2}:=\Lambda_{0}^{2}\right) .
$$

(If $t(A, \tilde{A})$ is doubly defined for some $(A, \tilde{A}) \in \tilde{E}^{2}$, then this is to be understood to add up as often as it is defined.)

For every other pair $(A, \tilde{A}) \in \widetilde{E}^{2}$ set $t(A, \tilde{\Lambda})=0$. The conditions (3.6) through (3.9) are satisfied automatically, and condition (3.5) reads as follows:

$$
a n=(b+c)(3 r+1)
$$

and

$$
a \sum_{i=1}^{n} g\left(\Lambda_{i}^{*}, A_{i+1}^{*}\right)=b \sum_{i=0}^{3 r} g\left(\Lambda_{i}^{1}, \Lambda_{i+1}^{1}\right)+c \sum_{i=0}^{3 r} g\left(\Lambda_{i}^{2}, A_{i+1}^{2}\right) .
$$

Of course, we can choose $\Lambda_{1}^{1}, \ldots, \Lambda_{3 r-1}^{1}$ and $\Lambda_{1}^{2}, \ldots, \Lambda_{3 r-1}^{2}$ in such a manner that the coefficients for $b$ and $c$ in the second equation are different. So it is possible to fulfil condition (3.5) by choosing suitable $a, b, c>0$.

### 3.3 Variations and identification of the minimizer

Now we can apply variational techniques to any minimizer $v^{\theta}$ of $I_{h}$ on $M_{\theta}$ : Let $t \in \mathbb{R}^{\tilde{E}^{2}}$ satisfy the conditions

$$
\begin{gather*}
t(A, \tilde{A})=0 \quad \text { if }\left(Q_{h}(A, \tilde{A})=0 \quad \text { or } \quad g(A, \tilde{A}) \geqq 2\right),  \tag{3.10}\\
t \perp 1, \quad t \perp g, \quad t \perp B_{A} \quad(A \in \tilde{E}), \tag{3.11}
\end{gather*}
$$

where $\perp$ refers to the standard inner product $\langle\cdot \mid \cdot\rangle$ on $\mathbb{R}^{\tilde{E}^{2}}, 1 \in \mathbb{R}^{E^{2}}$ denotes the constant function and $B_{A} \in \mathbb{R}^{\bar{E}^{2}}$ is defined by $B_{A}\left(\Lambda_{1}, \Lambda_{2}\right)=\delta_{A \Lambda_{1}}-\delta_{A A_{2}}$ for
$A_{1}, A_{2} \in \tilde{E}$. For such a function $t$ the measure $v_{\varepsilon}:=v^{\theta}+\varepsilon t$ is in $M_{\theta}$ for $\varepsilon \in \mathbb{R}$ with small $|\varepsilon|$, and it follows

$$
0=\left.\frac{d}{d \varepsilon} I_{h}\left(v_{\varepsilon}\right)\right|_{\varepsilon=0}=\langle t \mid u\rangle
$$

where

$$
u(\Lambda, \tilde{\Lambda}):= \begin{cases}\log \frac{v^{\theta}(\Lambda, \tilde{\Lambda})}{\bar{v}^{\theta}(\Lambda) Q_{h}(\Lambda, \tilde{\Lambda})} & \text { if } Q_{h}(\Lambda, \tilde{\Lambda})>0  \tag{3.12}\\ 0 & \text { else. }\end{cases}
$$

Hence, there exist constants $a, b, c_{A}($ for $A \in \widetilde{E})$ such that

$$
u=a+b g+\sum_{\Lambda \in \tilde{E}} c_{\Lambda} B_{\Lambda}
$$

i.e.

$$
\begin{align*}
u(\Lambda, \tilde{\Lambda})= & a+b g(\Lambda, \tilde{\Lambda})+c_{\Lambda}-c_{\tilde{A}}  \tag{3.13}\\
& \text { for all } \Lambda, \tilde{\Lambda} \in \widetilde{E} \text { satisfying } Q_{h}(\Lambda, \tilde{\Lambda})>0 \text { and } g(A, \tilde{\Lambda}) \leqq 1
\end{align*}
$$

or, equivalently,

$$
v^{g}(\Lambda, \tilde{\Lambda})=\bar{v}^{\theta}(\Lambda) e^{c_{\Lambda}} A_{b}(\Lambda, \tilde{\Lambda}) e^{-c_{\Lambda}} e^{a} \quad \text { for all } \Lambda, \tilde{\Lambda} \in \tilde{E}
$$

The conditions $\sum_{\tilde{A} \in \tilde{E}} v^{\theta}(\tilde{A}, \Lambda)=\vec{v}^{\theta}(\Lambda)=\sum_{\tilde{A} \in \tilde{E}} v(\Lambda, \tilde{A})$ for $\Lambda \in \widetilde{E}$ mean that

$$
\tau^{l}:=\left(\bar{v}^{\theta}(A) e^{c_{\Lambda}}\right)_{A \in \tilde{E}} \quad \text { and } \quad \tau^{r}:=\left(e^{-c_{A}}\right)_{\Lambda \in \tilde{E}}
$$

are positive left and right eigenvectors of the matrix $A_{b}$ belonging to the eigenvalue $e^{-a}$, respectively. By the fact $v^{\theta} \in \mathscr{M}_{1}\left(\widetilde{E}^{2}\right)$, they are normed, i.e. $\left\langle\tau^{l}, \tau^{r}\right\rangle=1$. So we have $a=-\log \lambda_{h}(b)$ and can assume $\tau^{l}=\tau_{b}^{l}$ and $\tau^{r}=\tau_{b}^{r}$.

The condition $\sum_{\Lambda, \tilde{A} \in \tilde{E}} g(\Lambda, \tilde{\Lambda}) v^{\theta}(\Lambda, \tilde{\Lambda})=\frac{1}{\theta}$ reads as

$$
\begin{equation*}
\frac{1}{\theta}=\frac{\left\langle\tau_{b}^{l}, A_{b}^{\prime} \tau_{b}^{r}\right\rangle}{\left\langle\tau_{b}^{l}, A_{b} \tau_{b}^{r}\right\rangle}=\frac{\lambda_{h}^{\prime}(b)}{\lambda_{h}(b)} . \tag{3.14}
\end{equation*}
$$

So we see that the increasing and analytic function $\lambda_{h}^{\prime} / \lambda_{h}$ is not constant, hence it is strictly increasing, i.e. the function $\lambda_{h}$ is strictly log-convex. The last display determines a strictly decreasing function

$$
\begin{equation*}
b_{h}:=\left(\frac{\lambda_{h}}{\lambda_{h}^{\prime}}\right)^{-1}:(1, r) \rightarrow \mathbb{R}, \quad \frac{\lambda_{h}^{\prime}}{\lambda_{h}}\left(b_{h}(\theta)\right)=\frac{1}{\theta} . \tag{3.15}
\end{equation*}
$$

(Now it is clear that the minimizer is unique.) From (3.12) and (3.13) one deduces easily that (1.5) holds. In particular, $\widetilde{J}_{h}$ is strictly concave and analytic. Since the r.h.s. of (1.6) exists in (1,r) by (3.3) and since it is obviously a zero of $\widetilde{J}_{h}^{\prime}$, the strict maximum point $\Theta(h)$ of $\widetilde{J}_{h}$ in $(1, r)$ satisfies (1.6). As can be seen
from the definition (1.3), it is maximal for $\tilde{J}_{h}$ on the whole interval $[0, r]$. From the fact

$$
\begin{equation*}
\tilde{J}_{h}(\theta)=\tilde{J}_{0}(\theta)+h \theta-\log Z_{h} \quad(h \geqq 0, \theta \in[0, r]), \tag{3.16}
\end{equation*}
$$

which is implied by our choose of step distribution of the path, it follows that $\tilde{J}_{0}$ is analytic and strictly concave, too. The equation $\widetilde{J}_{0}^{\prime}(\theta)=0$ has a solution $\theta=\Theta(0)$ in ( $1, r$ ) as can be derived from (3.16) and the second line of (1.5) using the fact that $\lambda_{h}^{\prime}<\lambda_{h}$. Furthermore, $\Theta:[0, \infty) \rightarrow(1, r)$ is strictly increasing and analytic, as is seen from the representation

$$
\begin{equation*}
\Theta(h)=\left(\widetilde{J_{0}^{\prime}}\right)^{-1}(-h) \quad(h \geqq 0) . \tag{3.17}
\end{equation*}
$$

From this last display it also follows the fact that $\lim _{h \uparrow \infty} \Theta(h)=r$. (Note that, in particular, it follows $\lim _{\theta \uparrow r} \widetilde{J}_{0}(\theta)=-\infty$.) So we proved Theorem 1.4 if we define $\Theta(h)$ to be the maximum point of $\tilde{J}_{h}$.

## 4 Proof of Theorem 1.1

In this section we will prove
Proposition 4.1 For $h \geqq 0, \theta \in[0, r]$ the limit (1.2) exists and for $\varepsilon>0$ it holds $\max \left\{J_{h}(\theta):|\theta-\Theta(h)| \geqq \varepsilon\right\}<\tilde{J}_{h}(\Theta(h))$.

During the proof, it will become clear that the limit (1.2) is invariant under perturbations of size $o(n)$, like the limit (1.3). So it follows
Corollary 4.2 For $h \geqq 0$ it holds

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & \frac{1}{n} \log P_{h}(T>n) \\
& =\sup _{\theta \in[0, r \mid} J_{h}(\theta)=\tilde{J}_{h}(\Theta(h)) \quad\left(=-\lambda_{h}^{-1}(1) \text { for } h>0 \text { by }(1.5)\right) .
\end{aligned}
$$

Theorem 1.1 is implied as follows. For $\varepsilon>0$ and $h>0$ one obtains from scaling arguments like those which are performed in the end of the proof of Proposition 4.1 that

$$
\begin{aligned}
& \overline{\lim }_{n \rightarrow \infty} \frac{1}{n} \log P_{h}\left(T>n, \max _{k=1}^{n}\left|\frac{S_{k}}{k}-\Theta(h)\right| \geqq \varepsilon\right) \\
& \quad \leqq \sup \left\{c J_{h}(\theta)+(1-c) \widetilde{J}_{h}(\Theta(h)): c \in[\varepsilon /(r-\Theta(h)), 1],|\theta-\Theta(h)| \geqq \varepsilon\right\},
\end{aligned}
$$

which is strictly smaller than $\tilde{J}_{h}(\Theta(h))$ by Proposition 4.1. So we see that $\mathbb{P}_{n}^{h}\left(\left\{f \in C[0,1] \mid\left\|f-t_{\Theta(h)}\right\|_{\infty} \geqq 8\right\}\right)$ decays exponentially fast towards zero for $n \rightarrow \infty$. Taking the symmetry of $\mathbb{P}_{n}^{0}$ into account, we see that the same fact is true for $\mathbb{P}_{n}^{0}\left(\left\{f \in C[0,1] \mid\left\|f-t_{\boldsymbol{\theta}(0)}\right\|_{\infty}+\left\|f-t_{-\theta(0)}\right\|_{\infty} \geqq \varepsilon\right\}\right)$, and this implies Theorem 1.1.

Proof of Proposition 4.1 The notion path is used in the sequel for any random or nonrandom, finite or infinite sequence in $\mathbb{Z}$ with increments in $\{ \pm 1, \ldots, \pm r\}$, not necessarily starting in 0 . Where no ambiguity is possible, we use also the symbol ( $S_{0}, \ldots, S_{n}$ ) for a nonrandom path.

We will clap parts of self-avoiding paths which arrive at $\lfloor\theta n\rfloor$ at time $n$ in such a way that the clapped path runs within a box and that we can control the size of this box.

Because of (3.16) (which is, of course, valid for $J_{h}$, too), it suffices to handle only the symmetric case, i.e. we assume $h=0$. The first step is to show that the main contribution to the self-avoiding paths ( $S_{0}, \ldots, S_{n}$ ) satisfying $S_{0}=0$ and $S_{n}=\lfloor\theta n\rfloor$ comes from those paths which cross the two lines between 0 and 1 and $\lfloor\theta n\rfloor-1$ and $\lfloor\theta n\rfloor$, respectively, exactly once.
Lemma 4.3 For $\theta \in[0, r]$ and every two sequences $\left(\delta_{n}\right)_{n}$ and $\left(\varepsilon_{n}\right)_{n}$ in $\mathbb{Z}$ which are $o(n)$ it holds

$$
P_{0}\left(T>n+\delta_{n}, S_{n+\delta_{n}}=\lfloor\theta n\rfloor+\varepsilon_{n}\right)=e^{o(n)} P_{0}\left(\bigcup_{i=0}^{2} U\left(n+\delta_{n}+i,\lfloor\theta n\rfloor+\varepsilon_{n}\right)\right)
$$

where, for $n, k \in \mathbb{N}$,

$$
\begin{aligned}
U(n, k):= & \left\{T>n, \exists n_{1}, n_{2} \in\{1, \ldots, n\}: S_{1}, \ldots, S_{n_{1}-1}<0,\right. \\
& \left.S_{n_{1}}, S_{n_{1}+1}, \ldots, S_{n_{2}} \in\{1, \ldots, k\}, S_{n_{2}+1}, \ldots, S_{n-1}>S_{n}=k\right\} .
\end{aligned}
$$

Proof. We perform the proof only for $\delta_{n}=\varepsilon_{n}=0$; it is clear that the insertion of the perturbations changes nothing. For a self-avoiding path $\left(S_{0}, \ldots, S_{n}\right)$ satisfying $S_{0}=0$ and $S_{n}=\lfloor\theta n\rfloor$ we consider the times

$$
\sigma_{0}=0<\tau_{1}<\sigma_{1}<\tau_{2}<\sigma_{2}<\ldots<\tau_{k}<n \text { with some } k \in\{1, \ldots, r-1\}
$$

satisfying $S_{\tau_{i}-1} \leqq 0<S_{\tau_{i}}$ and $S_{\sigma_{i}-1}>0 \geqq S_{\sigma_{i}}$. We will construct a path ( $\widetilde{S}_{0}, \ldots, \bar{S}_{n}$ ) or $\left(\widetilde{S}_{0}, \ldots, S_{n+1}\right)$ by reorganizing the order of the $2 k-1$ parts $\left(S_{\sigma_{i}}, \ldots, S_{\tau_{i}+1}-1\right)(i=0, \ldots, k-1)$ and $\left(S_{\tau_{i}}, \ldots, S_{\sigma_{i}-1}\right)(i=1, \ldots, k-1)$ : We delete the connecting steps between these $2 k$ parts (i.e. including the last part), bring the $2 k-1$ parts mentioned above into a new order (first the excursions below 0 , then the excursions above 0 ) and insert new connecting steps. In case $k \geqq 3$ it is possible to leave the length $n$ of the new part unchanged by choosing a suitable order, in case $k=2$ the length perhaps must be increased by one by inserting two suitable steps between $\left(S_{\sigma_{1}}, \ldots, S_{\tau_{2}-1}\right)$ and ( $S_{\tau_{1}}, \ldots, S_{\sigma_{1}-1}$ ).

An analogous procedure is performed on the line between $[\theta n]-1$ and $\lfloor\theta n\rfloor$, so it arises a path $S^{*} \in \bigcup_{i=0}^{2} U(n+i,\lfloor\theta n\rfloor)$. Of course, the probabilities of $\left(S_{0}, \ldots, S_{n}\right)$ and $\left(S_{0}^{*}, \ldots, S_{n+i}^{*}\right)$ (with $i=0,1,2$, respectively) are equal on the exponential scale, and the number of paths which can be mapped onto a given $S^{*} \in \bigcup_{i=0}^{2} U(n+i,\lfloor\theta n\rfloor)$ is of polynomial order in $n$.

For $n, k \in \mathbb{N}$ define

$$
W(n, k)=\left\{T>n, S_{1}, \ldots, S_{n-1}<0<S_{n}, \quad \text { and } \min _{i=1}^{n} S_{i}=-k\right\}
$$

Then the first part of a path lying in $U(n,\lfloor\theta n\rfloor)$ looks like the beginning of a path from $W(\tilde{n}, \tilde{k})$ with suitable $\tilde{n}, \tilde{k}$. We introduce the function

$$
\begin{equation*}
R:\left[0, \frac{r}{2}\right] \rightarrow[-\infty, 0], \quad R(\theta):=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log P_{0}(W(n, \mathrm{~L} \theta n \mathrm{~J})), \tag{4.4}
\end{equation*}
$$

and it will become clear along the way that this limit superior is a limit indead and unchanged by inserting perturbations of size $o(n)$ in the two arguments of $W$. The intuitive idea for realizing the fact that $R(\theta) \leqq \widetilde{J}_{0}(2 \theta)$ is the following: If you clap down the first part of a path being in $W(n,[\theta n\rfloor)$ (more exactly: the part between time 0 and the minimal point), then you obtain (after suitable lifting) a path lying in $V(n,\lfloor 2 \theta n\rfloor+o(n))$. Note that this treatment does not change the path's probability under $P_{0}$. Since the clapped part of the path avoides the rest of the path, one can expect that this clapping-lifting map is far from being surjective, so we should get a strict estimation (Note that both $R$ and $\widetilde{J}_{0}$ take the value $-\infty$ on $[0,1)$ ):
Lemma 4.5 We have $R(\theta)<\tilde{J}_{0}(2 \theta)$ for $\theta \in\left[\frac{1}{2}, \frac{r}{2}\right)$.
Proof. Let $S=\left(S_{k}\right)_{k \in \mathbb{N}_{0}}$ be in $W(n,\lfloor\theta n\rfloor)$ and $k^{*} \in\{1, \ldots, n\}$ be the index with $S_{k^{*}}=\min _{k=1}^{n} S_{k}=-\lfloor\theta n\rfloor$. We first assume that $k^{*}=\left[\frac{n}{2}\right]$ and explain the general case later. The paths $\left(S_{0}^{1}, \ldots, S_{n-\lfloor n / 2}^{1}\right):=\left(S_{k^{*}}-S_{k^{*}}, \quad S_{k^{*}+1}-S_{k^{*}}, \ldots, S_{n}-S_{k^{*}}\right)$ and $\left(S_{0}^{2}, \ldots, S_{L^{n / 2}}^{2}\right):=\left(S_{k^{*}}-S_{k^{*}}, S_{k^{*}-1}-S_{k^{*}}, \ldots, S_{0}-S_{k^{*}}\right)$ can be seen as elements of $V\left(\left[\frac{n}{2}\right]+o(n),\lfloor\theta n\rfloor+o(n)\right)$ and have the same probabilities as $\left(S_{k^{*}}, \ldots, S_{n}\right)$ and $\left(S_{0}, \ldots, S_{k^{*}}\right)$, respectively. By regarding these paths as two copies of one random walk, we will derive a variational formula for

$$
R_{1 / 2}(\theta):=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log P_{0}\left(W(n,\lfloor\theta n\rfloor) \cap\left\{S_{\lfloor n / 2\rfloor}=\min _{i=1}^{n} S_{i}\right\}\right)
$$

which acts on $\tilde{E}^{2} \times \widetilde{E}^{2}$ rather than on $\tilde{E} \times \tilde{E}$. Let, for $n, k \in \mathbb{N}$,

$$
\begin{aligned}
& V^{\otimes 2}(n, k):=\left\{\left(\left(S_{i}^{1}\right)_{i},\left(S_{i}^{2}\right)_{i}\right) \in V(n, k)^{2} \mid S_{i}^{1} \neq S_{j}^{2} \quad \text { for } i, j=1, \ldots, n-1\right\} \\
& \widetilde{V}^{\otimes 2}(n, k):=\left\{\left(\left(\Lambda_{0}^{1}, \ldots, \Lambda_{k-1}^{1}\right),\left(\Lambda_{0}^{2}, \ldots, \Lambda_{k-1}^{2}\right)\right) \in \widetilde{V}(n, k)^{2} \mid\right. \\
& \left.g\left(\Lambda_{x-1}^{1}, \Lambda_{x}^{1}\right)+g\left(\Lambda_{x-1}^{2}, \Lambda_{x}^{2}\right) \leqq 1 \quad \text { for } x=1, \ldots, n-1\right\} \text {, } \\
& M_{\theta}^{\otimes 2}:=\left\{\hat{v} \in \mathscr{M}_{1}\left(\tilde{E}^{2} \times \widetilde{E}^{2}\right) \mid \hat{v}^{(1)} \in M_{2 \theta}, \hat{\hat{v}}^{(2)} \in M_{2 \theta},\right. \\
& \sum_{\tilde{Y} \in \tilde{E}^{2}} \hat{v}(Y, \widetilde{Y})=\sum_{\tilde{Y} \in \tilde{E}^{2}} \hat{v}(\widetilde{Y}, Y) \quad \text { for } \quad Y \in \widetilde{E}^{2}, \\
& \begin{array}{l}
\hat{Y} \in E^{2} \\
\left.\hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right)=0 \quad \text { if } g\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right)+g\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right) \geqq 2\right\},
\end{array}
\end{aligned}
$$

where

$$
\begin{aligned}
& \hat{v}^{(1)}\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right):=\sum_{\Lambda^{2}, \tilde{A}^{2} \in \tilde{E}} \hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right), \\
& \hat{v}^{(2)}\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right):=\sum_{\Lambda^{1}, \tilde{A}^{1} \in \tilde{E}} \hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right),
\end{aligned}
$$

and

$$
\hat{I}_{h}(\hat{v}):=\sum_{\Lambda^{1}, \tilde{\Lambda}^{2}, \Lambda^{2}, \tilde{\Lambda}^{2} \in \tilde{E}} \hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right) \log \frac{\hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right)}{\hat{\hat{v}}\left(\Lambda^{1}, \Lambda^{2}\right) Q_{h}\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right) Q_{h}\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right)} .
$$

So we can perform the same procedure as in the second section and obtain (recall definition (2.14) and compare (2.12), (2.13), (2.15), and (2.10); take a fixed $h>0$ ):

$$
\begin{aligned}
R_{1 / 2}(\theta) & =-2 \theta h+\log Z_{h}+\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log P_{h} \otimes P_{h}\left(V^{\otimes 2}(\lfloor n / 2\rfloor,\lfloor\theta n\rfloor)\right) \\
& =-2 \theta h+\log Z_{h}+\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \sum_{\left(A^{1}, A^{2}\right) \in \tilde{\epsilon}^{\otimes 2}\left(\left\lfloor\frac{n}{2}\right\rfloor \perp\lfloor\theta n\rfloor\right)} e^{Q\left(A^{1}\right)+Q\left(A^{2}\right)} \\
& =-2 \theta h+\log Z_{h}-\theta \inf _{\hat{v} \in M_{\theta}^{\otimes 2}} \hat{I}_{h}(\hat{v}) .
\end{aligned}
$$

(The first two terms in the last line stem from inserting the drift and clapping the first part of the path.) So we see in particular that the limit superior in the definition of $R_{1 / 2}(\theta)$ is a limit. An application of Jensen's inequality to the function $x \mapsto x \log x$ shows

$$
\begin{equation*}
\hat{I}_{h}(\hat{v}) \geqq I_{h}\left(\hat{v}^{(1)}\right)+I_{h}\left(\hat{v}^{(2)}\right) \quad \text { for } \hat{v} \in M_{\theta}^{\otimes 2} \tag{4.6}
\end{equation*}
$$

with equality if and only if

$$
\begin{equation*}
\hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right)=\frac{\hat{v}^{(1)}\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right)}{\hat{\hat{v}}^{(1)}\left(\Lambda^{1}\right)} \frac{\hat{v}^{(2)}\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right)}{\hat{v}^{(2)}\left(\Lambda^{2}\right)} \overline{\hat{v}}\left(\Lambda^{1}, \Lambda^{2}\right) \tag{4.7}
\end{equation*}
$$

for every $\Lambda^{1}, \tilde{\Lambda}^{1}, \Lambda^{2}, \widetilde{\Lambda}^{2} \in \widetilde{E}$. Because of the continuity of $\hat{I}_{h}$ on the compact set $M_{\theta}^{\otimes 2} \cap\left\{\hat{v} \mid \hat{I}_{h}(\hat{v})<\infty\right\}$ there is some $\hat{v}_{\theta} \in M_{\theta}^{\otimes 2}$ satisfying $\hat{I}_{h}\left(\hat{v}_{\theta}\right)=\inf _{\hat{v} \in M_{\theta}^{\otimes} 2} I_{h}(\hat{v})$. We will show now that either the inequality (4.6) is strict for $\hat{v}_{\theta}$ or that $\hat{v}_{\theta}^{(1)}$ or $\hat{v}_{\theta}^{(2)}$ are different from $v^{2 \theta}$, the unique minimizer of $I_{h}$ on $M_{2 \theta}$. (Then Lemma 4.5 follows via (3.16) from the estimation

$$
\begin{aligned}
R_{1 / 2}(\theta) & \leqq-2 \theta h+\log Z_{h}-\theta\left(I_{h}\left(\hat{v}_{\theta}^{(1)}\right)+I_{h}\left(\hat{v}_{\theta}^{(2)}\right)\right) \\
& \leqq-2 \theta h+\log Z_{h}+\widetilde{J}_{h}(2 \theta) \\
& \left.=\widetilde{J}_{0}(2 \theta) .\right)
\end{aligned}
$$

For every $\hat{v} \in M_{\theta}^{\otimes 2}$ it holds

$$
\begin{equation*}
0=\sum_{A^{1}, \tilde{\Lambda}^{1}, \Lambda^{2}, \tilde{\Lambda}^{2}} \hat{v}\left(\left(\Lambda^{1}, \Lambda^{2}\right),\left(\tilde{\Lambda}^{1}, \tilde{\Lambda}^{2}\right)\right) g\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right) g\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right) . \tag{4.8}
\end{equation*}
$$

If $v^{2 \theta}=\hat{v}_{\theta}^{(1)}=\hat{v}_{\theta}^{(2)}$ and if we would have equality in (4.6) for $\hat{v}_{\theta}$, then, by (4.7) and (4.8), we would get

$$
0=\sum_{\Lambda^{1}, \Lambda^{2}}\left(\sum_{\tilde{\Lambda}^{1}} g\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right) \frac{v^{2 \theta}\left(\Lambda^{1}, \tilde{\Lambda}^{1}\right)}{\bar{v}^{2 \theta}\left(\Lambda^{1}\right)}\right)\left(\sum_{\tilde{\Lambda}^{2}} g\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right) \frac{v^{2 \theta}\left(\Lambda^{2}, \tilde{\Lambda}^{2}\right)}{\bar{v}^{2 \theta}\left(\Lambda^{2}\right)}\right) \overline{\hat{v}}_{\theta}\left(\Lambda^{1}, \Lambda^{2}\right) .
$$

But, by Lemma 3.4, the two terms in the brackets are positive for every $\Lambda^{1}$ and $\Lambda^{2}$, respectively, which is a contradiction.

Now we remove the assumption $k^{*}=\left[\frac{n}{2}\right]$ in the beginning of the proof. In the same way as above, one derives a variational formula for

$$
R_{c}(\theta):=\lim _{n \rightarrow \infty} \frac{1}{n} \log P_{0}\left(W(n,\lfloor\theta n\rfloor) \cap\left\{S_{\lfloor c n\rfloor}=\min _{i=1}^{n} S_{i}\right\}\right)
$$

for $c \in[\theta / r, 1-\theta / r]$. This limit is unchanged under perturbations of size $o(n)$ in $\lfloor c n\rfloor$ and $\lfloor\theta n\rfloor$ as can be shown by adapting the proof of (2.19). So it follows, by estimating the arising variational formula in the same way as above,

$$
R(\theta) \leqq \sup _{c \in[\theta / r, 1-\theta / r]} R_{c}(\theta)<\max _{c \in[\theta / r, 1-\theta / r \mathrm{r}]}\left(c \widetilde{J}_{0}\left(\frac{\theta}{c}\right)+(1-c) \tilde{J}_{0}\left(\frac{\theta}{1-c}\right)\right)
$$

which is not bigger than $\tilde{J}_{0}(2 \theta)$ by concavity. Lemma 4.5 is proved now.
We finish now the proof of Proposition 4.1.
Let two sequences $\left(\delta_{n}\right)_{n}$ and $\left(\delta_{n}\right)_{n}$ in $\mathbb{Z}$ be given which are $o(n)$ and let $\left(S_{k}\right)_{k \in \mathbb{N}_{0}}$ be a path in $U\left(n+\delta_{n},\lfloor\theta n\rfloor+\varepsilon_{n}\right)$. Then, up to lifting and lengthening by a suited infinite path, the parts $\left(S_{0}, \ldots, S_{k_{1}}\right)$ and $\left(-S_{k_{2}}, \ldots,-S_{n+\delta_{n}}\right.$ ) are elements of $W\left(k_{1},\left\lfloor\theta_{1}^{(n)} k_{1}\right\rfloor\right)$ and $W\left(k_{2},\left\lfloor\theta_{2}^{(n)} k_{2}\right\rfloor\right)$, respectively, and the part $\left(S_{k_{1}}, \ldots, S_{k_{2}}\right)$ is an element of $V\left(k_{2}-k_{1},\lfloor\theta n\rfloor+o(n)\right)$ with suitable $k_{1}, k_{2} \in\left\{1, \ldots, n+\delta_{n}\right\}$ and $\theta_{1}^{(n)}, \theta_{2}^{(n)} \in\left[0, \frac{r}{2}\right]$. By passing to a subsequence, we may assume that $k_{i}=\left\lfloor c_{i} n\right\rfloor+o(n)$ $(i=1,2)$ for suitable $c_{1}, c_{2} \in[0,1]$ with $c_{1}+c_{2} \leqq 1-\theta / r$ and $\theta_{i}^{(n)} \rightarrow \theta_{i} \in\left[0, \frac{r}{2}\right](i$ $=1,2$ ). Using the invariance of the limits (4.4) and (1.3) under $o(n)$-perturbations, these considerations imply that

$$
\begin{aligned}
& \overline{\lim }_{n \rightarrow \infty} \frac{1}{n} \log P_{0}\left(U\left(n+\delta_{n},\lfloor\theta n\rfloor+\varepsilon_{n}\right)\right) \\
& \quad \leqq \max \left\{c_{1} R\left(\frac{\theta_{1}}{c_{1}}\right)+\left(1-c_{1}-c_{2}\right) \widetilde{J}_{0}\left(\frac{\theta}{1-c_{1}-c_{2}}\right)+c_{2} R\left(\frac{\theta_{2}}{c_{2}}\right)\right\} \\
& \left.\quad c_{1}, c_{2} \in[0,1], c_{1}+c_{2} \leqq 1-\theta / r, \theta_{i} \in\left[c_{i}, c_{i} r / 2\right](i=1,2)\right\},
\end{aligned}
$$

where we define $0 R\left(\frac{0}{0}\right)$ to be zero. The r.h.s. of the last display is not bigger than $\lim _{n \rightarrow \infty} \frac{1}{n} \log P_{0}\left(U\left(n+\delta_{n},\lfloor\theta n\rfloor+\varepsilon_{n}\right)\right)$, since this maximum ranges over the exponential rates of the $P_{0}$-probability of certain path classes which are included in $U\left(n+\delta_{n},\lfloor\theta n\rfloor+\varepsilon_{n}\right)$. Using Lemma 4.3, the existence of the limit (1.2) and its invariance under perturbations of size $o(n)$ are proved and its value is shown to be the r.h.s. of the last display. The strict estimate in Proposition 4.1 follows from this using Lemma 4.5 and the strict concavity of $\widetilde{J}_{0}$.
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