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Summary. It  is shown that  for all mean zero, finite variance random walks, 
the critical non-intersection exponents are equal to those for Brownian motion. 
The method uses the local time of intersection. 

Brownian nonintersections and random walks 

We consider two independent Brownian motions {X(t): t > 0} and { Y(t): t > 0} 
run until they leave a large disc (or sphere). We recover a Theorem of Burdzy 
and Lawler relating non-intersection probabilities for the Brownian motions 
killed on leaving a large sphere with the probabilities that the paths of two 
independent discrete r andom walks (again killed on leaving a large sphere) do 
not meet ever. This paper  illustrates a different approach from that taken by 
Burdzy and Lawler (1989). It also is valid in slightly more generality in that 
the result is proved for all r andom walks of mean zero and finite second 
moments.  

Brownian paths may only intersect in dimensions less than four, while the 
problem is well understood in one dimension, so we only treat the case of 
two or three dimensions. In writing up our proof  we will explicitly assume 
that the dimension d is two since this case is simpler. 

Before stating our main results we require some notation. 

Notation 

Throughout the paper 

X or {X(t): t > 0 }  and Y or {Y(t): t > 0 }  will denote independent Brownian 
motions in e ~. V or { V(n): n > 0} and W or { W(n): n > 0} will denote independent 
random walks in Z d. Cr will denote the set {z: Izl =2r}, Dr will denote the {z: Izl 
< U}. We will drop the subscript for r = 0, so that for instance Co will be written 
as C. 
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If F represents a set then N . F  will represent the set { N . z :  z ~ F } .  So for 
instance Cr=2rC .  X e or {xe(t): t>0}  and y e or {Y~e(t): t>0}  will denote inde- 
pendent excursions from C to Cr. For  Brownian motion X, the Brownian excur- 
sion X e or the random walk V alike T(2 N) will denote the first hitting time 
of D}. Likewise S(2 N) will denote this hitting time for I1, ye or W. The quantity 
p . . . . .  (.) will denote the probability of an event for Brownian motions X and 
Y starting at z 1 and z z respectively. Similarly Q . . . . .  (.) refers to probabilities 
pertaining to the random walks V and W and the quantity P~' zl,z2(.) will denote 
the probability of an event for Brownian excursions X~ and y e starting at 
zl and z2 respectively. 

The quantity pr(za, Zz) is equal to 

P . . . . .  IX(0, T(U)) c~ Y(0, S(U)) is empty].  

The quantity q~(zl, z2) is analogously defined for the random walks. 
F, will refer to the a-field generated by X(0, T(2")) and Y(0, S(2")). F" will 

refer to the analogous quantity for random walks. 
Our major theorem is 

Theorem 1 For z 1 and z 2 e R  ~ and x l  and x z  in Z d and a random walk with 
mean zero and f in i te  second moments 

log (p~(zl, z2) ) log (q~(xl, x2)) 
log = log = - k. 

r ~  r r - * o 3  r 

This result is due to Burdzy and Lawler (1989) when the random walk is simple. 
Here and throughout  logarithms will be taken to the base 2. 
For  notational simplicity we will throughout  the paper assume that the 

random walk differences have a covariance matrix equal to the identity. 
The strategy of the proof is first to establish the existence of the limit for 

Brownian motion (Sect. 1). This is a rather easy consequence of scaling and 
subadditivity. Then (in Sect. 2) the upper bound for the limit for the normalized 
random walk (with bounded differences) probability is established by using the 
convergence of the intersection local time for random walks to the like quantity 
for Brownian motion, then using the fact that Brownian paths meeting corre- 
sponds to positive intersection local time. The lower bound for the random 
walk hitting probabilities is established (in Sect. 3) first by showing the Brownian 
motion limit is the same if independent excursions are used instead of Brownian 
paths. The Donsker invariance principle is then used to finish the proof  of 
Theorem 1 for random walks with bounded differences. In Sect. 4 the result 
is extended to its full generality via dynamic programming arguments. 

1. The Brownian case 

In this section we prove 

Theorem 2 (Burdzy and Lawler) There exists  a constant k in (0, o~) so that f o r  
each z 1 and z 2 on C 

lira log (Pr(Zl, Z2)) = -- k.  
r ~ o o  r 
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Proo f  Define the quantity p, to be the supremum over zi ~ C of p, (z l, Z2). 
It can be proved that the latter quanti ty is continuous and that Pr is therefore 

attained but we will not require this fact. 
By considering nested circles it is easily seen that the Theorem will be proved 

if we can establish it for the sequence p~. By scaling 

P[X(T(2r ) ,  T(U+m))n Y(S(2~), S(U+m)) is empty IF~] <p, , .  

It follows that 

log (p,) + log (p,,) > log (Pr +m). 

Therefore by subadditivity the limit log (p~)/r must exist. This limit is clearly 
< log (p 1) < 0. Conversely p~ > p~ (e 1, - e 1) > P [X ~ hits 2 * before 0] P [ Y 1 hits - 2 r 
before 0] > 2-2~. So the limit in question must be between zero and - 2 .  

For  more  information on the bounds for k see Burdzy et al. 1989). []  

2. An inequality for random walks 

Throughout  this section V and W will be independent r andom walks on Z d 
whose differences are of zero mean and bounded range. We will assume that 
the range is bounded by K. The most  important  result of this section is 

Proposition 2.1 The quantity q , (z l ,  z2) satisfies 

lim sup log (q.(zl, Z2))__< - -k  
n - - + ~  n 

where k is the constant defined in Theorem 2. 

We prove this Proposit ion by a succession of simple lemmas and proposi-  
tions. We first further examine the Brownian case. The key tool in this section 
is the idea of shadows to extend the use of the invariance principle. The approach 
is detailed in Dynkin (1988) and used in LeGall  (1987). In the first paper  the 
idea is credited to Jay Rosen. 

First it can easily be seen that for c~ the intersection local time 

{ct(t, s )>0} A {there exists u < t  & v < s  s.t. X (u )=  Y(v)} 

is a set of Wiener measure zero. The details are worked out as an example 
in Port  and Mountford (1991). (Here A denotes the symmetric difference between 
two sets). We shall make  use of the fact established in LeGall  (1987) that all 
moments  of e exist. 

Secondly, for e arbitrarily small we can find r so large that log (p,)/r is less 
than - ( k -  e). 

Putting these two facts together we obtain 

Lemma 2.1 We can f ind  r, n and c > O, so that 

P [~(T(2 ")/x n, S(U)/x n ) < c ]  < 2  -(k-~)r. 
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N o w  we fix a sequence s,, tending to zero so tha t  n/e~ and e,,/s,,+l are all 
integers. Let  us fix m o for now and define the s topping times 

T ( 2 0 ' = m i n  {{iSmo: X(iemo) not  in Dr}, n} 

and 

S(2r) ' = m i n  {{iemo : Y(iemo) not  in Dr}, n}. 

Observe  that  T(20 '  > T(2 r)/x n and  tha t  S(2r) ' > S(U)/x n a.s. unless the c o m m o n  
value is n. 

I t  is clear that,  
P [c((r(20' ,  S (2")') < c] < 2- (k- , )L  

We define the a-field Gin= a(X(iSm/~ n), Y(is,,/x n), i =  1, 2, ...). Because of our  

s t ipulat ion on the sequence s,, we see tha t  {G,, ~ is a filtration. Consequent ly  
m = l  

we readily see that  

E[c~(T(20', S(20')[Gm] c : ,  a (T(20 ' ,  S(20') 

as m tends to infinity. 
Define the t ime set 

A,,, ~ = {(t, s): for all i: I t - i sm I > 6 e,~ and  I s - i er, I > 6 era} ~ [0, T(20')  x [0, S (20'). 

Again  since all m o m e n t s  of e exist it is readily seen tha t  as ~ tends to zero 

a(Am,6 ) L ~  ~(T(2r),, S(2~),) 

and it easily follows tha t  by letting m tend to infinity and 6 tend to zero we 
can find m, 6 so tha t  

n [E [c~(A m, 6) 1 Gin] ~ c/2] < 2-(k-~)~ (~) 

and 

(2) EV(E[oc(A,,,6) IG,, ]-c~(A,.,6)) 2] < 2  (k ~)rC2/16. 

The  funct ion E [~(A,,, 6) I Gin] is equal  to 

T(2r)'/em 1 S(2r)'/em- 1 

2 Z g(~m, O, X(iem), X ( ( i +  l) s,,), Y(J~m), Y((J+ 1) era)) 
i=0 j=o 

where 

g(~rn, (~, X1, X2, 21, Y2)= 
era(1 6) era(l--5) 

~ ~ dz f (z , t ,  Xl,X2)f(z,s,  yl, Y2) dsdt 
~m6 ~m6 R d 

and f(z,  t, Xl, X2) is the condi t ional  density of X(t) given that  X ( 0 ) = x l  and 
X(s, . )  = x2. 

I t  is easy to see by domina t ed  convergence tha t  g( ) is a cont inuous  funct ion 
of its spat ial  a rguments .  It  follows tha t  E[~:(Am.6)IG,,] is a con t inuous  pa th  
funct ion except for paths  where  T(2r)=T(2r)'<n or S(20=S(20'<n. In a like 
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manner it is seen that away from such paths E[~2(Am, o) IGm] is a continuous 
path function. We record these results as 

Lemma 2.2 There exist versions of E [ ~2 (Am, ~)1G,J which are continuous fimctions 
of the Brownian positions at times iem (i = O, 1, 2, ..., n/(e~)) except for paths where 
X (ie,,) or Y(iem) ~ C~ j'or some i < n/e~, a set of paths of measure zero. 

We now begin to consider our random walks V and ~: Suppose that 
sequences z~ satisfy z)'/N--.ziEC for i=  1, 2. We will consider random walks 
V and W starting at z~ and z2 ~" respectively; we aim to prove 

Proposition 2.2 Let the stopping times Tu, ~ and SN, ~ be defined by 

T~ ~= inf {ie,~o N2: I V([i%oU2])l =>NT}/x nN 2 
and 

Su,~ = inf {ie~o N2: [W([igmo N2])[ ~ NT}/x nN 2. 

Then Q~'~g[V(0, TN,~)~W(0, SN,~) is empty] is less than 2 -(k-~)~-I for large 
N. 

An obvious analogue of the intersection local time for discrete random walks 

flN(A)=@2l{(t, s)~A: V~(t)= WN(s)}]. Clearly fiN((0, TN,~] x(0, SN,~)>0 is 

implies that vN(o, Tu,~] does intersect wN(0, SN,~]. (This is for two dimensions, 
in three the term N 2 is replaced by N.) 

Define the subset of the integer lattice A~,~ by 

N A,,,~=[O, TN,~]x[O, SN, Jc'~{(t,S): for each i:tt-N2ieml>3~,~NZ and 
I s -  N2 iemI > 6~mN2}. 

Define the a-field G~ by 
GN=a(VU(ie~N2), WU(ie,,N2), i=  t, 2 . . . .  ). In the same way as before we have 
the function u u N E[fl (A,,,o)I G,,] is equal to 

(TN,~/EmN2) ~ l (S~v,~/~N2) - 1 
2 2 g N(~rn' (~' vN(i~mU2)'  VU(( i 

i = 0  j = O  

+ 1) ~rn N2), WN(Jem N2), WN((J + 1) em N2)) 
where 

e, , , (1-6)N 2 e,,,,(1-6)N 2 
g~(~,., 6, xl, x2, y,, y2)= Y Z 

i=~naON 2 j=emhN 2 

1 
N2 2 q(z, i, x l ,  x2) q(z,j , Yl, Y2) 

Z a 

and q(z, i, xl, x2) is the conditional probability that V~(i)=z given that VN(0) 
= x  1 and VU(emN2)=x2. 

By the local C.L.T. (see e.g. Durrett 1989), it is easy to see that for x~/N 
and y~/N tending to x~ and y~ we have gU(em, b, x~, x~2, y~, y~) tends to 
g(~m, 6, Xl, X2, Yl, Y2)" Note that the question of periodicity is irrelevant here. 
From this and the invariance principle it follows that 

(4) N N ' E [c~ (A,,. ~) ] GrJ 
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it follows similarly that  

(5) E N iv 2 N E(/~ (A m, ,,)) I G,,] ~ E [ ~  (A,,,, ~) I G,J. 

N o w  for fixed m all the quanti t ies  above  are bounded .  F r o m  this we see tha t  

(6) l i m s u p E [ ( E ~ , ~  , N N N N N 2 2-(k-~)~ [fi (A,~,a)lGm]-fl (Am,~)) ]< c2/16. 

Proposi t ion 2.3 As N tends to infinity 

lira sup Q =F' =~ [/~N (A #. a) < c/4] __< 2 -  ~k- ~), 

Proof. The quant i ty  N N N N Q[fl (Am, a)<c/4] is major ized  by Q[E[~ (Am, o) IG N] 

<C/2]+~?E[(E[~N(ANo) IG~]--~N(A~,~))2 ]. Using  (1), (4) and (6) the result  

follows. 

Corol lary  2.1 For all N large enough Q~f'~" [fiN((0, T (NU)]  x (0, S(N20])<c/4] 
is majorized by 4.2 - (k-~ which in turn is majorized by 2 -(k-z~)(~+l) for r large 
enough. 

Proof. This follows because 

Q [fiN((0, T (NU)  + 1 A N] x ((0, S(NU)  + 1 A U])) < c/42 

< Q [TN,, > T ( N U  + 1)3 + Q [Su,~ > S(NU + ~)] + Q [/~N(A~, a) < c/4]. 

The result  now follows by letting mo which defines Tr, u and  S~, u, go to infinity. 

Proof of Proposition 2.1 Corol la ry  2 shows that  there exists an n o such that  
for each n>n o and xl with [xil<2" + K 

Q . . . . .  [ there does not  exist i <  T(2n+r+ 1), j<S(2 "+r+l) s.t. V(i)= W(j)]  

< 2 - ( r +  1)(k- 20 

N o w  let m equal  no+s(r+l)+v where O<v<_r. Then  for fixed x~ in D,o we 
have 

Q . . . .  ~ [ there does not  exist i <  T(2m), j < S ( 2 " ) :  V(i )= W(j)]  

Q . . . .  ~ v ( ( r (2 ,o  +J(~+ 1)), r(2,o+(J+l)(~+l))])c~W 
J 

((S(2,o +j(~+ t)), S(2,o+(j+ ~){~+ x))]) is empty}]  

~_~ 2-(r+ l )s(k- 30 ~ 2- (m-no-r ) (k -  30. 

m tend to infinity and  recalling tha t  e is arbi t rar i ly  small  gives the Lett ing 
result. 
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. 

In this section we attempt to complete the proof  of Theorem 1 for the case 
of random walks with bounded increments by proving 

Proposition 3.1 The quantity q~(zl, z2) satisfies 

lim sup log (qr(zl, z2)) > _ k 
r --+ oo r 

where k is the constant defined in Theorem 2. 

Consider the constant 

pre = ~ o_(dZl ) a(dz2) pe . . . . . .  
(z~, zz)~(C)2 

where a( . )  is normalized surface measure and p~ . . . . . .  is the probability that 
two independent excursions from C to Cr, killed at Cr and beginning at z 1 
and z2 respectively, do not meet. 

Lemma 3.1 As r tends to infinity log (pe) tends to k. 
r 

Proof The last exit distribution from C1 of Brownian motion killed at C~ has 
a bounded density with respect to normalized surface measure. Thus if L 2 de- 
notes the last exit time from C1, then 

pXr'Y<= ~ pe;zl/2'~2/2ex'Y[XL2edzl, YL2edz2] ~ f p e - 1  
Cl 

1 e 
for some constant F. In consequence lim ogp, > _ k. 

r 

On the other hand let {Xe(t): 0_t_< r(2r)} and {Ye(s): 0_<s<S(2~)} be inde- 
pendent excursions starting from z I and z 2 respectively. Then 

pe . . . . .  2 ~ p [ x e ( r ( 2 ) ,  r ( 2 r ) )  r ye(x(2) ,  s (2 r ) )  is  empty] < r 2 p~_ 

since 1It is the probability that a Brownian motion starting on C1 hits Cr 

before C. This establishes lim log pe _ _ < __ k and hence the lemma. []  
r 

Consider a pair of independent excursions from C to Cr, {xe(t): 0--< t--< T(2')} 
and {Yre(S):O<--s<--s(2r)}. Let the random times L R be defined as LR 
=sup{ t :  ]Xr We similarly define the random times ER from the i1_ 
excursion. Let GR be a{xe(t), Yre(S): t<LR,  s<ER}. The following facts are 
well known (see e.g. Williams 1974; Pitman and Yor 1982 or Burdzy (1987)). 

1. The process {Xr t_>0} is an excursion from C~ to C,. Similarly for 
the Y-excursion. 
2. The random variables Xe(L2) and gre(E2) have bounded joint density given 
GI~.  
3. ~Fhe sigma fields G 1_~ and a {X~ (L z + t): t > 0, Y7 (/22 -I- S) : S ~ 0} are  independent 
given Xe(L2) and Y,~022). 
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4. The processes {xe(t):  0 G t G T ( 2 " ) }  and {X~(t): 0 G t G T ( 2 " ) }  are equal in 
distribution, 0 G n < r. 

Define A~,~ to be the event that  

o r  

o r  

The  distance between X e [0, T~(U)) and Y~(0) (d(X~ [-0, T~(U)], Y~(0))) 
is less than 4a 

d(y~e [0, se(2~)], xe(0)) is less than  43 

d(X~(0), Y~e(0)) is less than 10g. 

and define N~ ~ to be the event 

{X~ [0, Te(u)]  r Y~e[0, se (u) ]  is empty}.  

Define 

D~,~ = ~ P~ . . . . . . .  [(Ae6, ~)~ ca Ni]  a (dz,) a (dz2). 

Lemma  3.2 For 5 sufficiently small lim log (D~, ~) > _ k. 
r 

Proof  For  3 <  1/4 the event A~,~ is G~�88 measurable.  The excursion in quest ion 
is Brownian mot ion  condi t ioned not  to re turn to the unit circle and killed 
upon hitting the circle of radius U. Tha t  is the h-process with h(x)=log( lxD.  
Now v(x) = (log ( I x l ) - l o g  2)/log (Ix]) is h-harmonic  and tends to 1 as [x] tends 
to infinity. Thus the condi t ioned Brownian  mot ion  is transient  and it is easily 
seen to be the case that  

~P,.r . . . . . . .  k x~-'5,rAe r-13 o-(dzl) o-(dz2) ___~ 0 as 5 ~ 0  uniformly in r. 

Therefore  we can find a 5 in (0, 1/4) such that  for each r 

1 
e e ,  z l , Z  2 e P(A~, r) = ~ P~ [A~,~] cr(dzl) o-(dz2) < 42 k C 

where C is the upper  bound  for the condi t ional  density of (X~(L2), gre(E2)) given 
G1�88 N o w  for this 6 

- -  e e ,  z 1 , z  2 e D ~ , , r - - P r - - ~ P r  [-Aa, r ca X f ]  o - ( d Z l ) a ( d z 2 ) > p ~ - P [ A ~ , r ]  CPre_l , 

The last quant i ty  is greater  than 1 e Pr whenever  ~ > 2  ~-" But by Lemma  3.1, 
P 

this must  happen infinitely often and the lemma follows. 
Define E .... a to be the intersection of N~ e, (A~,v) c and the events: 
The distances d (gr e [0, X e (2r)], X e ( r  e (U))) and d (X e [0, r e (u)] ,  y e (s e (u))) are 

greater  than 2 r a. 

Lemma 3.3 For 5 sufficiently small lim log (P [E .... ~]) > -- k. 
r 
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Proof Consider the event 

o r  

B~, 6 = {d (Y~" [0, S~(2")], X~(T"(2"))) < 2" 6} 

{d(X~[0, T"(2")], Y~"(S~(2"))) <2"6}, O<_n<_r. 

Fact 4 mentioned after the proof of Lemma 3.1 ensures that P[B~,~] does not 
depend on r. We may choose 6 so small that (uniformly on n), 

1 P[B~,~ I ~(X[0, T~(2 "- 1)], r [ 0 ,  Se(2 "- 1)])}] < 4.26-----k- 

and the conclusions of Lemma 3.2 are valid. 
Fix e strictly positive but otherwise arbitrarily small By Lemma 3.2 we can 

find r arbitrarily large so that Do,,.>2 -(*+~)~. We also assume that r is so large 
that p~<2 -(k-~)~ for all m>r/3. Let X~[0, Te(2~)) and Y~e [0, S~(2')) be indepen- 
dent excursions from C to C, with X~(0) and g~(0) independently and uniformly 
distributed on C. 

Define A~'~ to be the event that 

o r  

o r  

o r  

The distance between d(X~[0, T~(2")), Y~(0)) is less than 46 

d(Y~ [0, S~(2")], X~(0)) is less than 46 

d(X~(0), Y~e(0)) is less than 106. 

{X~ [0, T~(2")] r y e [0, S~(2")] is empty}. 

Let Z ,  be the martingale 

E[N~c~(A~,~)cler{X[O, T~(2")], Y[0, S~(2")]}] 0-<n_<r. 

Given the definition of the events A~., and N7 we must have 

A , =  {Z. > 0} = A,22. 

From the definition of conditional expectation 

(1) ]1 Z, H1 = P [(A~, ~)c r N~e] = De,, _>- 2-(k + ~), 

Also we have Z,<P[X~[Te(2"), Te(2r)] ~ ~e[s~(2"), S~(U)] is empty. The pro- 
cess X~(t), T~(2")<t< T~(2 ") is simply a Brownian motion conditioned to hit 
Cr before C. Similarly for Y~. These conditioning events have probability n/r. 
It follows from this and the above inequality that 

(2) IIz.]l~< p~-.. 
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Putting inequalities (t) and (2) together and using the elementary inequality 
llZ. II~ < P [Z.  > 0] II Z .  li ~, yields 

D >l 2-(k+50n" for r/2<_n<2r/3 P(Z.>O)> --~ 
= 9p._~ = 9 

It also follows (assuming as we may that e is sufficiently small) that there is 
P ( Z . > 0 )  > 1 

an no in [r/3, 2r/3] such that P(Z._ 1 > 0 ) = ~  since otherwise this would con- 

tradict the above lower bound for the probability of Da, ~/3- Using our choice 
of 6 we find 

P ['{Z.o > 0} ~ (B~o ' ~)~-I ~ P [ { Z n  o )~ 0 } ]  - -  P [{Z.o > 0} c~ (B~o, ~)] 

> P [{Z.o > 0}] - P [{Z.o_t > 0} c~ (B;o, ~)]. 

By our choice of no the last expression is greater than 

1 > 1 2_(k+5~)no;>2_(k+6e)no 
P [ Z . o - t ]  2.26k = 1826k 

for r large enough. Thus (using F a c t 4  again), we have shown that 
log (P 

e, ~])> _ (k + 6 0. The result follows by the arbitrariness of e, 
no 

We define the set cup(z, 6) to be the set {w: lwi<l}c-~{w: [w-z l<6} .  The 
set rcup (z, 6) will be the set of points {rw: w~cup (z, 6)}. 

Corollary 3.1 For independent Brownian motions X and Y define E.,~,~I,~ 2 to 
be the intersection of the events 

X[0,  T(2")] n Y[-0, S(2")] is empty. 

X [-0, T(2")] c~ D c cup (zl, 26) 

Y [0, S (2")] c~ D = cup (z 2, 2 6) 

d(X[0,  T(2")], Y(S(Z")))>2"fi 

d (Y [0, S(2")3, X(T(2"))) > 2" 6. 

For  each e > 0  and n 0, there exists n>n o, 6 and z 1, z 2 on C with [z t - z21>86 
so that 

px.Y[E.,~,zl,~2] >__2 -(k+50" 

uniformly on x e c u p  (z 1, 6) and y~cup (z 2, 6). 

Proof Lemma 3.3 states that for 6 small and fixed 

log (PfE 
lim sup .... ~'~ __> --k.  

r ~ c o  r 
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It follows that there exists r arbitrarily large and points za and z 2 on C and 
more than 8 6 apart so that 

~ a(dvOa(dv2)P . . . . . . .  [E . . . .  ~] > K62 2-(k+')r. 
vaeCn cup (zl,6) v2eCt~ cup (z2, 6) 

Consider unconditioned Brownian motion X starting at x in cup (Z1, 6)�9 Let 
D(zl, 6) be the event that X begins an excursion, denoted X~, from C to Cr 
before it leaves the ball centred at zl of radius 26. The following facts follow 
from Brownian excursion theory (see e.g. Burdzy 1987)�9 

1. On D(Zl, 6), the density with respect to surface measure a, of the initial 
point of the excursion, X~(0), is greater than some strictly positive constant 
c on cup (zl, 6). 
2. Let L be the time of the start of the excursion to Cr. The excursion X~(t): 0 
< t_< Te(2 r) is conditionally independent of X [0, L], given xe(0). 
3. The probability of event D(Zl, 6) is greater than K(6)/r for some K() .  

Let O(z2, 6) and Yi be the analogous quantities for the Brownian motion Y 
It follows easily that if D(zt, 6)nD(z2,  6) occurs for X and Y, and E .... ~ occurs 
for X~, y e then E~,o . . . . . .  occurs for X and Y, and E .... ~ occurs for X e, Y,e then 
E~,o,z~,z 2 occurs for X and Y 

Therefore from facts 1, 2 and 3 above it follows that 

P [ E . , a , z , , j > P [ D ( z l ,  6)riD(z2, 6)]-c 2 ~ 
v~eCncup(zl ,~)  v 2 e C  n cup(z2,6) 

�9 tr(dva) tr(dv2)P . . . . . . .  [E .... ~]. 

By our choice of zx and z 2 and fact 3 this latter expression is greater than 
k(6) 2-  (k + 5,)~ which is greater than 2-  (k + 6e) r for r large enough. []  

For  the Brownian motion X (resp. Y) define the stopping time T(2" cup (z, 6)) 
(resp. S(2" cup (z, 6))) to be the first hitting time of 2" cup (z, 6). These stopping 
times may be infinite in three dimensions but our interest is only in the event 
{ T(2 n) > T(2" cup (Zl, 6)) or the event {S(2")> S(2" cup (zl, 6))}. 

Corollary 3.2 For independent Brownian motions X and Y define F,,o . . . . . .  to be 
the intersection of  the events 

d(X [0, T(2" cup (zl, 6))], 
Y [0, S(2" cup (z2, 6))])> 0 

X [0, T(2" cup (zl, 6))] n D c cup (zl, 2 6) 

Y [0, S (2" cup (z2, 6))] n D c cup (z2, 2 6) 

d(X [0, T(2" cup (z2, 6))], 2" z2) > 4.2" 6 

d ( Y [0, S (2" cup (z 2, 6))], 2" z ~) > 4.2" 6. 

T(2" cup(z1, 6))< T(2") and S(2" cup(z2, 6))<S(2"). 

Define F,,a .. . . . . .  ~ to be the intersection of the event F,,~ . . . . . .  with the event 
d(X [0, T(2" cup (z~, 6))], Y[0, S(2" cup (zz, 6))])>7. 
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F o r  each e > 0 and no, there exists n > n o, 6 and  z~, z 2 on C with I Zl - z 2 [ >  8 6 
and 7 > 0, so that  

Px'y[F,,a . . . . . . .  73 - ->2-(k+7~)" 

uniformly on x e c u p  (zl, 6) and  y e c u p  (2'2, 6) 

Proof. The preceding corol lary  states tha t  for 6 sufficiently small and  a fixed 
e > 0 ,  we can find n as large as desired with P[E,,o . . . . . .  ] larger  than  2 -(k+6~)n. 
N o w  let A,,a . . . . .  2 be the event:  

1. T(2 "+ 1 cup (z~, 6)) < T(2 "+ 1) 
2. S(2 "+1 cup (z2, 6 ) )<S(2  "+i)  
3. d ( X  IT(Z"), T(2 "+ ~ cup (z 1, 6))1, Y[S(2"), S(2 "+ 1 cup (z2, 6))]) > 0 
4. d (X[T(2" ) ,  T(2 "+~ cup (z 2, 6))1, 2 "+~ z2)>4.2  "+1 6 
5. d(Y[S(2"),  S(2 "+a cup (z2, 6))1, 2 "+~ z 0 > 4 . 2  "+~ 6. 

N o w  E,,o . . . . . .  c~A,,~ . . . . .  2cF,+~,o,  zl ,~.  Also it is easy to see tha t  on the event  
E,,a . . . . . .  the condi t ional  p robabi l i ty  of  A,,~ . . . . .  2 is bounded  below by  a strictly 
posit ive cons tan t  depending on 6 but  not  on n. This implies tha t  for n sufficiently 
large P IF,+ 1, ~, ~, J > 2-(k+ 7~),. The  s ta tement  of the l e m m a  follows by observ-  
ing that  F,+I,O . . . . .  2 = ~ F ,+l ,a  . . . . . . .  ~ and the lat ter  events are decreasing in 

7>0 
7- 

Recall  tha t  V and W are independent  r a n d o m  walks on Z d. 

Corol lary  3.3 Let A(N, n, z i, z 2, fi, 7) be the intersection of the events 

and 

d(V[0 ,  T(N2" cup (zl, 6))] c~ W[0,  S(N2" cup (z2, 6))1)> 7 N 

V[0, T ( N 2 " c u p  (Zl, 6))1 n N.D c N c u p  (zl, 26) 

W[-0, S(N2" cup (z 2, 6))] c~ N.O c N c u p  (z2, 26) 

d(V[0 ,  T(N2" cup (z~, 6))1, N2"Zz)>=4.N2"6 

d (W[0 ,  S(N2" cup (z2, 6)),], N2"z~)>4.N2"6. 

T(N2" cup (z 1, 6)) < T(N2") 

S(N cup (n, z2, 6))< S(N2"). 

F o r  each e > 0 ,  there exist n, 6, Z1, Z2,(lZ1--Z21>86),  ~) and No such that  for 
each N > N  o, Qxl"X2[A(N, n, z1, z2, 6, 7)] >2-(k+")" uniformly on 
x i c N  cup (zl, 6) and  x2 ~ N  cup (z2, 6). 

Proof. Coro l l a ry3 .2  enables us to choose  an n so that  Px'Y[F,,o .... . . .  ~] 
> 2  -(k+e/z)n uniformly over  x in cup(z1,  6) and  y in cup(z2, 6). We fix these 
points  and  numbers .  We  now argue by  contradict ion.  If  the Coro l l a ry  were 
not  true then there would  exist N~ tending to infinity and  
x i~cup  (zi, 6 )y iEcup  (z2, 6) so tha t  

QN .... N'yI [ A (N, n, z1, z2, 6, 7)] <2-(k+~)n" 

By taking a subsequence if necessary we m a y  assume that  xi ~ x ~ c u p  (z 1, 6) 
and  yi--*yecup(z2,6). Then  Donske r ' s  Invar iance  principle implies tha t  
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P~'Y[F,,o,~ .... r ] < 2  -(k+~)". But this contradicts our choice of n, zl ,  zz, 6 and 
we are done. 

Proof of  Proposition 3.1 Given e>0,  let n, 6, z~, zz, 7 and No be the constants 
and points furnished by Corollary 3.3. For  our random walks V and W let 
D(N, n, z 1, z2, 6, 7) be the event that A(N, n, zl ,  z2, 6, 7) (as in Corollary 3.3) 
occurs for the random walks V u and W u where 

VU(r) = V(T(2 N cup (Zl, 6))+ r) WU(r) = W(S(2 N cup (zl, 6))+ r). 

Thus Corollary 3.3 states that for N > No, P [D (N, n, z 1, z2, 6, 7)] > 2-(k+')". Let 
DNo be the intersection of the events 

1. T(2 N~ cup (zl, 6)) < T(2 N~ and S(2 N~ cup (z2, 6)) < S(2No). 
2. V[0, T(2 u~ cup (zl, 6))] ~ W[-0, S(2 u~ cup (z 2, 6)) is empty. 
3. V[0, T(2 N~ cup (zl, 6))] ~ 2  N~ cup (zz, 26)) is empty. 
4. 2 u~ cup (z 1, 26) n W[0, S(2 N~ cup (z2, 6)) is empty. 

However small it may be P [DNo] is strictly positive and this is all we require. 

N ~  f~ any m' DN~ n (  ~oD(N~ + in' n' z~' z2' 6' 7)) c { W[O' S(2N~ +(m- 

V[0, T(2 N~ 1),)] is empty}. (This was the motivation for our introduction 
of cups). The Strong Markov Property ensures that 

I )] P Duon D(No+in,  n ,z~,z2,  g),7) >P[Duo](2-(k+~)")m 
L \ i = 0  

which ensures that {V[0, T(2U~ ~ W[0, s(2N~ is empty}. Has 
probability at least P (Duo) (2-(k + ~),)m > C2-  (~ + o (No + (,-- 1),) for some strictly posi- 
tive C not depending on m. Since e is arbitarily positive Proposition 3.1 is estab- 
lished. []  

. 

In this section we seek to complete the proof  of Theorem 1. First note that 
the boundedness assumption was only used in Sect. 2. To make the arguments 
of Sect. 3 work it was only required that the random walk could be claimed 
by Donsker's Invariance principle. Therefore we only need to show that for 
each e > 0, x~, x2 and all N sufficiently large 

(,) Q . . . . .  IV(0, T(2U))c~ W(0, s(2N)) is empty] < 2 -(k+')N 

To do this we require the fact that the constant k of Theorem i is less or 
equal to 2. 

We also require the following lemma which is so simple that the proof  
is omitted. 
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Lemma 4.1 Consider a random walk {V(n): n_>_0} which has zero mean and finite 
covariance matrix and such that V(0)eD(2N). Let T(2") be the first time it leaves 
DN. Then the quantity 

P [1V(T(2N))I > 2N 2i3 ~ 0 
sup 221 
i g l  

as N tends to infinity. 

We are now ready to prove , .  We first fix e arbitrarily small. 
Choose r so that 

1. The quantity p~ defined in Section 1 is less than 2 -(k-e/z)r. 
2. ( k -  2 e) r is greater than ( k -  3 e) (r + 2). 
3. 2 - " ' <  1/2. 

Choose M so that 

4. For  each m > M and xi of magnitude less than 2" 

Q . . . .  2 [V(0, T(2~+m)] c~ W(0, S(T+m)] is empty] < 2 -(k-`)r 

(This is possible by an argument similar to that for Corollary 3.3). 
5. For  each m greater than or equal to M, the quantity in Lemma 4.1 is less 
than 2 -(1 +4~)(1 _ 2-~r). 

We now consider qN(X, y) for Ix[, [Yl < M  and N > M / e .  Write N = e N + s ( r +  1)+j  
where j e [0 ,  r + l ] .  In the following we will assume that s is large. We now 
define the following numbers for i__< s 

n 1 = N - - r .  

For  i>  1, ni=ni_l  --(r+ 1). 
Since all i<=s, the n~ are all greater than m. For  i>0 ,  we define p~ to be 

the supremum over xt ,  x2~D,~ of 

Q . . . . .  [v(0, T(2N)] c~ W(0, S(2N)] is empty] 

and put po=0.  It follows instantly from 3 defining M that p~<2  -(k-~)r 
< 2  --(k-2`)r. We consider next P2- Let xl  and xz be any points in D,~. Let 
T a =inf{n:  V(n)is not in D,~+~} and S2=inf{n:  W(n)is  not in D,~+~}. It follows 
easily that 

Q . . . .  2 [-v[o, T(2N)] 
c~ W[0, S(2N)] is empty] _<_Q . . . . .  [ ( v [0 ,  T2] ca W[0, $2] is empty} 

c~ {V[T2, T(2N)] c~ W[S2, S(2N)] is empty] 

__< Q . . . . .  [{V[-0, T2] c~ W[0, $2] is empty} 

{V[T2, T(2N)] c~ W[S2,  S(2N)] is empty} 

ca {1V(T2)], I W(S2)[ = 2 "2 +~+ 1}1 

+ Q  . . . . .  I-IV(Tz)I or IW(Sz)I>2"~+r+I]. 
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The strong Markov property forces the first term above to be bounded by 
2-(k-~)rpx <2  -(2k-3~)r. While Lemma 4.1 and the choice of m forces the second 
term to be bounded by 2 x ( 1 - 2  -~r) 2 -(~ +4,). So 

p2__< 2-(2k- 3~)~ + 2-(4~)(1 __2-~r) < 2-(k-2e) 2r 

We now proceed to show that p i < 2  -(k-2~)ir for all i<s .  We use induction. 
The desired result holds for i = 1, 2. Suppose that it holds for j =  1, 2, ..., i -  1. 
Let Xl and x2 be any two elements of D,,. Define T~=inf{n: V(n) is not in 
D,,} and Si=inf  {n: W(n) is not in D,,}. For 1 < j < i ,  let Bi,j be the event 

max {1V(T~)[, [ W(Si)[} ~(2 "j+ 2, 2"J] 

and let Bi, o be the event max ] V(T~)I, [ W(S~)[ > 2 "2. Two observations are impor- 
tant. First, the inductive hypotheses and the strong Markov property imply 
that on the event Bi ,  j the conditional probability 

Q . . . .  2 [V[0, T(2N)] c~ W[0, S(2N)] is empty [ a{V[0, TJ, W[0, S~]}] 

is less than or equal to 

QX,,x2 [V[T~, T(2N)] c~ W[Si ,  S(2N)] is empty [ a{VE0, T/], W[0, Si]}] <pj .  

Secondly, it follows from Lemma 4.1 and the fact that n,>>_m, that for j < i - 1  
P[Bi,  j ] < 2.2-(4r+ a)(1 _ 2-~)  (2- 2,)(i-j- 1). For j =  i -  1 

Qx,, x~ [{V[0, T(ZN)] c~ W[0, S(2N)] is empty} c~ B~, i_ ~] 

is less than or equal to 

Q . . . .  ~[{V[0, T/]c~ W[0, Si] is empty} 

c~ { V [ T2, T(ZN)] ~ W [Sz, S (2N)] is empty} 

~ Bi, i_ l] <_2-(k-~)~ pi_ 1 . 

Putting these facts together gives 

pi<=2-(k-~)~pi_ 1 + 2-4r(1 - -2-~)  (pi_ 2 + 2-  2~p~_ 3 q - 2 - g r p i _  4 . . .  

and so we may inductively prove that for i < s, p~ < 2-(k-2~)~. 
Consequently for x~ of magnitude less than 2 ~u 

QX~' ~2 [ V(0, T(2U)] c~ W(0, S (2N)] = ] __< 2-  (k- 2,) ~r < 2-  (k- 3 e) s (r + 2) ~ 2-- (k- 3 e)(1 - -  e)N. 

This is all that is needed to prove (.) since e is as small as desired. [] 

. 

In this section we consider where the maximum of pr(z1, Z2) is attained. By 
rotational symmetry we need only consider when Pr(el, z) is maximized by z. 
It seems intuitively clear that then pr(el, z) will be maximized when z = - e t .  
Unfortunately we can only prove this in two dimensions. By continuity the 
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max imum Pr is at tained and simple scaling arguments  show that  if pr(el, z) 
is maximized at z r, then zr must  tend to - e l  as r tends to infinity. 

Theorem 3 In two dimensions the quantity pr(el, z) is maximized only when z= 
- e  1, Equivalently p~(zl, z2) is maximized only when zl and z 2 are antipodal. 

Proof. Consider  two independent  Brownian  mot ions  X and Y beginning respec- 
tively at el and z. Let ~ be a Mobius  t ransformat ion  fixing C, and taking 
el to 0. It is easily checked that  7 takes C to a circle G and that  - e l  is mapped  
to the point  on  G of  greatest magnitude.  By the invariance of  Brownian  mot ion  
under  analytic maps  we have 

Pr (e 1, z) = p, (0, y (z)). 

By the rota t ional  symmetry  of Brownian  mot ion  p~(0, [wl e0. It only remains 
to show that  p~(0, ]w[ e 0 is an increasing function of  ]wl. Let Va<Vz<2q Let 
X be a Brownian  mot ion  starting at 0 and let Y be an independent  Brownian  
mot ion  starting at wl(lwll=vl) .  Let S be the first time that  [Y(t) l=v 2. F r o m  
the s trong M a r k o v  proper ty  for the Brownian  mo t ion  Y, 

p~(O, vl eO=P[X[O,  T(U)] c~ Y[0, S(29] is empty]  
< P [ - X [ 0 ,  T(29] c~ Y[S, S(U)] is empty]  =p~(0, v a e 0 .  [ ]  
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