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Summary. We consider a mechanical system in the plane, consisting of  a 
vertical rod o f  length Y, with its center moving on the horizontal axis, subject 
to elastic collisions with the particles of  a free gas, and to a constant force f .  
Assuming a suitable initial measure we show that the evolution o f  the system 
as seen from the rod is described by an exponentially ergodic irreducible Harris 
chain, implying convergence to a stationary invariant measure as t -+ oo. We 
deduce that in the proper scaling the motion of  the rod is described as a drift 
plus a diffusion. We prove in conclusion that the diffusion is nondegenerate 
and that the drift is nonzero if f 4 = 0  and has the same sign of  f .  

0 Introduction 

In Physics the motion of  a charged particle (c.p.) in a neutral gas in presence 
o f  a constant electric field is often described as a drift plus a brownian motion. 
Rigorous results in this sense are however difficult to obtain for any reasonable 
mechanical model, and they are not easy even if one simplifies the problem by 
eliminating the mutual interaction of  the gas particles, by introducing additional 
rescalings, or even by resorting to stochastic evolution (see, e.g., [7,9]). The 
main difficulty lies in the fact that one deals with a real nonequilibrium situation 
and there is no natural invariant measure given in advance. The invariant Gibbs 
measure for the coupled system cannot be normalized, for infinite volume, and 
it is not clear how it is related to the stationary probability distribution that is 
needed. We refer for this problem to the discussion in [9]. 

We study here a mechanical model in the plane, which consists of  a rod of  
length f and of  mass M and a free gas of  point-like particles of  common mass 
m. The rod is supposed to move with its center on a line, called by convention 
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"horizontal", keeping a position orthogonal to the line. The interaction of  the 
rod with the free gas consists of  elastic collisions, and a constant horizontal 
force f acts on the rod only. Under collision the particles preserve their vertical 
velocity, so that they eventually get out of  the region of  the plane accessible 
to the rod (a horizontal strip, denoted hereafter by .9~), never to return. 

The choice of  the vertical velocity distribution is a delicate problem, as 
particles with small vertical velocity can stay for a long time in +S, preserving 
the "memory"  of  the past, and causing long time tails in the correlations. 
Such tails can be even nonintegrable, as it is apparently the case for the hard 
sphere tracer particle in the plane, for which numerical simulations show that 
the velocity correlations fall off as t - I ,  so that diffusion, at least in the usual 
folvn, should not hold (see, e.g., [19]). For our model it is not clear whether 
the "fresh" particles coming from outside 5 ~ provide enough stochasticity for 
the time correlations to be integrable. They should be integrable, however, 
for the equivalent model in dimension three or more. In view of  the technical 
complexity of  the problem, we remove all difficulties connected to small vertical 
velocities by assuming that the vertical velocity distribution has a "hole" in 0, 
i.e., denoting by v2 the vertical velocity we assume that Iv21 > u0, for some 
u0 > 0 for all particles. This ensures that all particles which are at a given 
time inside 5 p, will get out of  it after a "renewal time" ~ = {/uo. 

We assume as initial distribution /x an equilibrium Gibbs measure for the 
system "as seen from the rod" for f = 0, corresponding to some particle den- 
sity p and some inverse temperature /7. That is, particle positions are Poisson 
distributed in the plane IR 2, and the horizontal velocities of  the particles and 
of the rod are Maxwell distributed. The vertical velocity distribution is de- 
noted by h(dv2) and is assumed to have finite first moment,  in order that the 
dynamics be well defined. One could consider other initial distributions, but 
absolute continuity and exponential falloff of  the tails for the distribution of  
the horizontal velocity of  the particles seem to be essential. 

The existence of  the dynamics for all times is not obvious for our model. 
In the Appendix A we prove that the dynamics exists for all times on a set o f  
full measure. 

By our choice of  the initial measure the distribution of  the particles coming 
into Y is equal to the original Poisson distribution at all times, so that the 
evolution of  the configuration in 5;, "as seen from the rod" (which is given 
by positions and velocities o f  the particles in J and by the velocity V of  the 
rod, and is denoted by X )  is described by a Markov process with stationary 
(i.e., homogeneous in time) transition probabilities. It is convenient to consider 
the Markov chain obtained by observing the configuration X at discrete times 
tk = k'2, with ~ > ~. 

The main part of  the paper is devoted to the proof  that the chain is 
irreducible, aperiodic, and ergodic in the sense of  Harris. The invariance of 
the (infinite) Gibbs equilibrium measure for the coupled system plays here an 
important role. As a consequence, we obtain the existence of  a unique invariant 
measure vf  for the system in the strip Y ,  "as seen from the rod", and we get 
in addition that v j  is absolutely continuous with respect to the initial measure 
~z, induced by #. We prove in fact that the chain is geometrically ergodic [15], 
a result which implies that convergence to the invariant measure is exponen- 
tially fast, and hence that the time correlations fall off exponentially. The proof  
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relies essentially on a suitable "relaxation condition" of the rod velocity. The 
argument is fairly general, and we present it separately in the Appendix B. 

The properties of v/. imply the existence of a drift, and diffusion follows 
from exponential ergodicity [15]. We conclude by proving that the diffusion 
constant is positive, and that the drift is nonzero for f :4=0 and has the sign 
of f .  

To our knowledge there is no other rigorous result on the existence of drift 
and diffusion for a driven mechanical model in interaction with a free gas. 
Among the scanty results on related problems it is worth to mention here the 
ones in [2, 5]. 

The main technical point in the proof consists in the analysis of some 
events which occur with finite probability in a finite time and ensure the re- 
quired randomness of the dynamics. The events should of course be simple 
enough, so that they may be fully controlled. Similar ideas have been applied 
in equilibrium situations by several authors in order to prove strong ergodic 
properties of some infinite particle systems with "local" interaction. We refer 
the interested reader to the papers [1, 4, 8, 10, I l, 17, 18]. 

The authors hope to provide in a future paper a proof of the validity of  the 
Einstein relation between mobility and diffusion, which requires some additional 
uniform (in f )  estimates. 

For models with stochastic evolution an important result has been recently 
obtained by Lebowitz and Rost [ 14]. For a wide class of  models of  self diffusion 
they prove convergence, in some proper scaling, to a noncentered brownian 
motion, with drift and diffusion satisfying the Einstein relation. 

Finally we would like to mention a very nice result [6] for a particular 
model of (deterministic) Lorentz gas, in which the absorption of energy by 
the medium is simulated by the so-called "gaussian dynamics". The result 
makes use of the powerful Markov partition techniques, and is remarkably 
complete, in that drift, diffusion, and the Einstein relation are rigorously proved. 
It is however not clear at the moment how gaussian dynamics can mimic the 
absorbtion of energy by the scatterers when they are not fixed. 

1 Notation and formulation of the results 

We consider a mechanical system in the plane 1R 2, the points of which are 
denoted by q -  (ql, q2). We use the adjectives "horizontal" and "vertical" in 
reference to the qj and the q2 axis, respectively. The system consists of a rod 
of mass M and of a gas of infinitely many point-like particles with common 
mass m. The rod, of length E > 0 and infinitely thin, is subject to the constraint 
of  keeping a vertical position, with its center moving on the horizontal axis. 
The coordinate of the rod center is denoted by Q and its velocity by V. 

We assume throughout that M > m. The case M < m would require sub- 
stantial changes in the proofs and is not considered here. The equal mass case 
is easier, but also requires some changes and is not considered. 

The ideal gas is described by a locally (in q) finite subset iv of  the one- 
particle phase space M - IR 2 • IR 2. The collection of such subsets is denoted 
by ~ .  As usual a point (q ,v)  C Y with q = ( q l ,  q2), v = ( v l ,  v2), stays for 
a particle with position q and velocity v. The topology of ~J is the one for 
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which a fundamental set of neighborhoods of the point I70 C ~ is provided by 
the sets ~ / ~ , a = { Y E ~ :  I Y ( ~ C x B  I = n } ,  n=[11021C•  Here by I " ] 
we denote the cardinality of a set, n is a nonnegative integer number, and C 
and B are open subsets of 1R 2 such that C is bounded and I10 • 0C x B = 0. 
(•. denotes the boundary of a set.) The space f f  with the given topology is 
a polish space (see, for instance [13]). We denote by gJ~ the ~r-algebra of the 
Borel subsets of  ~ .  

A configuration of the whole system is described by a point 03 = ((Q, V), Y) 
in the "extended phase space" f ) =  lR2x q~/. We also consider a reference 
frame moving with the rod, with the axes parallel to the fixed one, and the 
origin at the center of the rod. In the moving frame the system is described by a 
point co = (V, Y)  in the phase space D = 1R ~ x o2/. The notation V(oJ), Q(&), 
Y(co) and similar ones will be used for the projections. 
For B C M, and a E IR we denote by B + a the horizontal shift 

B + a = { ( q , v )  C M :  ( ( q l - a ,  q 2 ) , v ) E B } ,  (1.1) 

and the same notation will be used when B C IR 2 is a subset of the configu- 
ration space. 

The topology on both ~) and D is the product topology, and we denote by 
and by ~3, respectively, the corresponding Borel a-algebras, f2 can be seen as 
the quotient of D with respect of the group of the horizontal shifts. One can 
identify D with the subset of ~ corresponding to Q = 0, and define a projection 
H: ~ -+ ~ as follows 

II((Q, V), Y)  = (V, Y - Q) .  (1.2) 

Q and co can be seen as the coordinates of  & ~ ~. 

We introduce the measures # on (~, ~3) and fi on (D, ~ ) :  

#(doo) = ~ fif~Me-I~MV2/2dV~ fi(d&) = #(d~o) x d Q .  (l.3a) 
V Z7~ 

Here ~ is the Poisson field on the one-particle phase space M with the intensity 
measure 

/ _ _  

n (dqdv )  = p l /  fi~-e-flm@2h(dv2)dl "' dql dq2 , (1.3b) 
y z ~  

p and fi are positive constants, corresponding to the average particle density 
and to the inverse temperature of the system, h i - )  is the distribution of the 
vertical velocity. We assume that the first moment exists, 

=/hidv)lvl  < ~ ,  (1.4) /?'/2 

and that vertical velocities are separated from O, i.e., for some u0 > 0 

hi{v=: Iv2] ~ u0}) = 0 .  (1.5) 
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The region of the plane accessible to the rod is 

J - =  { q c I R  2' Iq2] < #/2} . (1.6a) 

We shall use a special notation for some subsets of M, and for the correspond- 
ing configurations: 

M s = ~.~ X IN 2, ys = y N M s 

M + = {(q, v) E M\M~: q2v2 < 0},  yin = g f"l M + 

M = { ( q , v )  cM\MS:  q2v2 > 0}, Y ~  (1.6b) 

M+(M - )  i s  the portion of the phase space M where the particles that visit 
5 a in the future (in the past) are located, yin and yout are called the "ingo- 
ing" and "outgoing" configurations respectively. The corresponding spaces are 
~m = {yin : y E ~},  and ~176 - { y o u t  : y E o~/}. The marginal distributions 
on ~i~ or @,o~,t induced by ~ will as a rule be denoted by the same symbol 

The subsystem in Y in the fixed reference frame and in the moving one is 
described by 

2 --X((5) = ((Q, v) ,Y ') ,  X = x(o9) - (V, ys) ,  (1.7) 

respectively. We also write J( (Q, X). The corresponding phase spaces and 
a-algebras are denoted by a~, ~s and ?,v, 23~., respectively. We use the notation 
V(X), Y'(X), Q(J() and similar ones for the projections. 

For L > 0 we define 

5 P L = { q E 5 0 :  Iql] < L}, M E=5~L • 2. (1.8) 

We denote by 72 the measure induced by /~ on Y': 

~z(A)-- kt({co: X(co) E A}), A C ~ s .  (1.9) 

The dynamics on f) is the usual dynamics corresponding to elastic collisions. 
All particles keep their velocity until they collide with the rod. Upon colli- 
sion, the vertical velocities do not change, and the horizontal velocities change 
according to the following formulas, in which vl and V denote the incoming 
velocities of the particle and of the rod, respectively, and v' 1 and V r the 
corresponding outgoing velocities 

V' - a V + ( 1  - ~ ) v l ,  

v I - ( l + a ) V -  avl .  (1.1o) 

Here o~ = (M m)/(M + m) > 0, as M > m. Between collisions the rod moves 
with a constant acceleration f /M.  The dynamics is completed by prescribing 
velocities at collision times to be the outgoing ones. 
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The flow on f} corresponding to the dynamics just described is denoted by 
{i?t: t E IR}. The corresponding flow {Tt: t E IR} on ~2 is given by the 
relation 

UIId) = f l~ l&,  

where /7 is the projection defined in (1.2). The definition is correct, since the 
flow {let: t C IR} commutes with the group of the horizontal shifts 

~t(~ + a) =/~*~5 + a .  

The above prescriptions define the dynamics only for those initial points co ~ O 
such that: 

(i) There are no multiple collisions, i.e., the particles collide with the rod one 
at a time. 
(ii) The rod undergoes only a finite number of  collisions in a finite time. 

(iii) The configuration g(Ttco) A (B • IR2), where B C 1R 2 is any measurable 
subset of  finite Lebesgue measure, is finite for all t E IR. 

As usual for infinite particle systems, one has to prove the existence of  a 
subset f21 C f2, for which the dynamics is defined, invariant with respect to the 
dynamics, and of  full measure with respect to the initial measure. 

The following result is proved in the Appendix A. 

Theorem 1.1 There is a measurable subset O' c (2, invariant with respect to 
the dynamics, such that the dynamics exists for co E 12~, and #(f2 ~) 1 for all 
choices of  p, fi and of  the vertical velocity distribution h satisfying condition 
(1.4). 

We set 
(21 = {(Q, co): co c (21}, ~c, = {X(co): co ~ O ' } .  (1.11) 

By Theorem 1.1, the dynamics {7 ~t" t ~ 1R} exists for & C O', and we have 

f i(O\(2 ')  = 0, 7z(•") = 1. For f = 0 # is an equilibrium measure, invariant 
under {Tt: t E IR}. 

The "free dynamics" {Tg: t E IR} is defined for any subset C C M as 

T g C = { ( q , v )  E M :  ( q - t v ,  v) C C } .  (1.12) 

The free dynamics is well defined if we have for all times only a finite num- 
ber of  particles in finite volumes. It is a consequence of  our proof  of  Theo- 
rem 1.1 (Appendix A) that the free dynamics is defined for all times for all 
Y(co), co ~ ~2'. 
The evolution of the system in the strip 50, denoted by 

Xt(co) =--X(Ttco), t > O, co ~ 121 (1.13) 

is described by a Markov process the transition probabilities of  which are 
determined by the Poisson measure ~ as follows 

Pt(X,A)  ~({Y~e?r T t ( x � 9  X ~ . ~ " ,  A E ~  s. (1.14) 

The restrictions of  ~3 s and ~ to f are denoted by the same symbol. The 
transition kernel U(X, �9 ) is then defined for X ~ .~ as a probability measure 
on the measurable space (Y", 23~). 



Drift and diffusion for a mechanical system 355 

We now state the main results of  the present paper. The proofs are given 
in Sect. 2. 

Theorem I (Convergence to the invariant measure) There is a probability 
measure vf on f8 s, invariant with respect to {pt: t > 0}, equivalent to ~, 
and such that for all X C f l  

lIP'(X,.) ujll < 9(X) e-'a , 

where II �9 II denotes the variation distance between measures, tr is' a positive 
constant and g C Ll(vf  ). 

We denote the displacement of  the rod up to time t by 
t 

Q(t, co) = f v(r'co)ds . (1.15) 
o 

Theorem I I  (Drift) The limit 

d r - =  lim 1Q(t, co) = IEv./V 
t - - ,  o o  t 

exists, is finite, and does not depend on co, for #-a.a. co E ~'. Moreover 
f df > 0 for f :4= o. 

Theorem I I I  (Diffusion) The process 

Q(st, co) - dfst  
~ , ( s )  = 

47 
tends weakly, as t ---+ oc, in the space of the continuous functions of  s, to the 
Wiener process W~f(s) with nondegenerate diffusion constant a f > O. 

2 Proofs 

The dynamics {ibt: t E IR 1 } in ~ '  can be expressed as 

( '  ) T~(Q, co) Q +  fv (r 'co)ds ,  T'co , (2.1) 
0 

and the Gibbs measure 

f if(d&) = eMQ#(dco)dQ = eMQ fi(d&) (2.2) 

is invariant for {~t}. Consider the function ~9(cb) = O(co)lIj(Q), where ~b(. ) 
is a bounded measurable function, J = (a, b) is an interval and lI. denotes 
the indicator function, t) is summable with respect to p/., and the invariance 
condition implies, for all t E IR, 

f t~r(d&)qJ(d)) = f f i f(d&)~(#t&) 
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By manipulating the right-hand side we get 

b t s b 

f #(dco)~(o~)f el~rQdQ = f #(dco)+(Uco)e-tU fs V(T  oJ)ds f elUQdO , 
f2 a (2 a 

which implies, since a and b are arbitrary, 

l 

f~(d~)~(o~) = f~(do~)q~(r'~o)e tJ/f~ v~r-,~d~. (2.3) 
O f2 

As a consequence we have the following result. 

Lemma 2.1 Let  {#t" t ~ 1R}, t~o = g, denote the Jamily oJ" the measures 
generated by the dynamics { T t } on f2 ~. Then Jor all t ~ IR the measure t~t is 
equivalent to the measure #, and the Radon Nikod~m derivative is equal to 

(oJ) e/Ufo v(r '+ ,,))d~ . (2.4) 

Proof  It is enough to replace co by T-to) in Eq. (2.3). [] 
In what follows X U Y denotes the point co = (V(X) ,  Y~(X) U Y). 

Lemma 2.2 For any t > 0 the measures ~zP t and ~z are equivalent on ~ ' ,  
and the Radon Nikodj~m derivative o f  ~zU with respect to ~z is" given by the 
formula 

d(~') (X) V ( T  "~(XUy~ 
=-- p t (X)  = J ~ ( d Y ) e  #y ao ". (2.5) 

Proof  For A C ~3 ~' we have, using Lemma 2.1, 

~ P ' ( A )  = #t({co: X(co) E A } )  

_, out y 
= f ~ ( d X ) f ~ ( d Y ) e / U  v(r (xvy )Id,~'= p t ( X ) ~ ( d X ) ,  

A # A 

which proves the lemma. [] 

For (q, v) ~ M we consider the parameters 

te(q, v) = inf {t: q + vt C J }  t~ v) = t~ vz) = sup {t: q + vt C 5 P} , 

q~(q, v) = ql + re(q, v)vl, q~ v) = ql + t~ V)UI , (2.6) 

which are the entrance and exit times in ,Y of  the particle (q, v), and its 
horizontal coordinates at those times. For all particles, by (1.5), we have 0 < 
t~ v ) -  t~(q, v) < ~ where 

f 
z = - -  . (2.7) 

U0 



Drift and diffusion for a mechanical system 357 

Furthermore, for t~ < t2, and for any measurable B C lYl, we denote by 

N(tl, t2;B) = U TotB' (2.8) 
tC( t l ,  I2 ) 

the set of  the points that pass through B by the free dynamics in the time 
interval (tl, t2). Finally, for B C M, X C 2 "I we introduce the quantities 

W(B)=sup{lvll ( q , v ) ~ B  q,vl < 0, ztv,, > ~]q,I} , 

W(X) = max{I V(X)l, W(Y~'(X))}. (2.9) 

In what follows we assume throughout that f > 0. The case J ' =  0 is actually 
simpler, but some of  the formulas have to be changed. For the sake of  brevity 
we leave to the reader the fairly simple ,extension of  the results to the case 
f - 0 .  
Remark. 2.1 The condition q,vl < 0 identifies the particles the velocity of  
which is directed towards the rod, hereafter denoted as "incoming particles". 
(The particles with q,vl > 0 are called "outgoing".) Only incoming particles 
can increase the velocity of  the rod (in absolute value) by collision. Let X = 
(V, ys). The condition W(X) < U is equivalent to IV 1 < U plus the condition 
~r M Y~' = ~, where 

~4u={(q , v )  EM: qivl < 0 ,  [qll < 4~lvl[, I~,1 > g } .  

Let W(X) < U and consider the dynamics {TsX: s E IR}, i.e., the dynamics 
of  the point co = (V, Y~'). If (q, v) E ys is an incoming particle with IvJl > 
U, and no collision occurs, then Iqll > 4iv11r and the absolute value of  the 
horizontal position at time z is I Iqal-  IVll~l, so that its distance from the 
origin is larger than 3Uz for all s E [0, ~]. Moreover, if the rod does not 
collide with incoming particles with velocity larger than U in absolute value, 
it cannot travel more than a distance Ur + ( f /2M)z 2. If U is so large that 
f~/MU < 1, then Uz +( f /2M)~ 2 < ~Uz. Hence W(X) < U implies that in 
the dynamics {Tsx} the rod does not collide in the time interval [0, z] with 
incoming particles with velocity larger in absolute value than U. 

Lemma 2.3 There is a constant C such that for all U large enough 

7z({X: W(X) >= U}) < e -cu2 . (2.10) 

Proof Setting dk = max{l ,  ([k[ - 1)} and 

Ak {max{Iv1 I" (q,v) E ys, q, E(4kzU,4(k+I)rU)}  > dkU}, 

we have 

{w(x) >__ u} c O AkU{I V ] >= U} .  
k ~ - - o o  
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Since rc(Ak) <= clUe c2d~U2, for some CI,C 2 > O, we get the result by summing 
over k. [] 

Remark. 2.2 As a consequence of  Lemma 2.3 W(X) < oe ~z-a.e.. Let P 
denote the velocity reversal, i.e. the operation that changes Y into PY - {(q, v) : 
(q , -v )  E Y}, and X = (V,Y ~) ~ ~ into Pig = ( -V,  PY~). The measure ~ is 
left invariant by P, hence W(PX) < oc ~z-a.e.. It is convenient to include in 
the definition of  Y" the condition W ( X ) +  W(PX) < oo. Note that one can 
define P in f2 and ~ in an obvious way, and clearly P leaves the measures # 
and fi invariant. 

Lemma  2.4 For any Xo C S and t > 3z the measure ~z is absolutely contin- 
uous with respect to U(X0, �9 ). 

Proof Though based on simple ideas, the proof is technically involved. We 
begin with a brief  intuitive discussion, which may serve as a guideline to the 
reader. 

The proof  relies on a simple mechanism that brings the initial point X0 
into any other fixed, but arbitrary, point X at time t, and is easily described 
as follows. Consider the image T-s iX of  X under the backward dynamics in 
the absence of  particles outside 5 ~, as described in Remark 2.1, for sl > r. 
T-s~X = (V(T-<X) ,  Y(T-<X)) ,  and the particles are outside ,~ in the region 
iro'~ 171 s. Let now yin be such that in the dynamics TS(Xo U yin) the following 
happens: (i) no particles of  yin enter the strip ~ L  up to time so > r, for some 
L > 2soU and U > W(Xo) large enough, except one particle (q*,v*) which is 
such that it collides with the rod at time So and the velocity of  the rod jumps 
from V(TSOXo) to V(T s~X); (ii) the configuration of the particles of  ym that 
at time t = so + sl are in 5P, shifted forward by so in time, and seen from the 
rod position at that time (i.e., the configuration To O yin ~ ToS~ Ms _ Q( T~OXo ) ) 
coincides with Y(T -~  X).  I f  no recollision with the particle (q*, v*) takes place, 
it is easy to see that X(Tt(Xo U yin)) = X, since the particle (q*, v*) is out of  
5 ~ by time t, and the dynamics T ~l applied to (V(T *~X), Y(T-s~x))  will 
restore X. 

The technical part of  the proof  consists in showing that the configurations 
yin constructed in this way and such that X(Tt(Xo U yin)) E A with ~(A) > 0 
have positive measure ~ .  Condition (i) can be changed into a positive measure 
condition for each X by requiring that the colliding particle is in some small 
neighborhood 9 / o f  (q*, v*). To accomplish the proof  we then use the fact that 
the velocity of  the rod after collision is a C 1 map of  full rank on 91, and the 
absolute continuity of  the time shifts of  # with respect to ~. 

Let X0 C ~"  be fixed, and the positive number U be such that W(Xo) < U. 
We set 

Au = {X E Y": ( W ( X ) +  W(PX)) < g } ,  (2.11) 

and fix some positive numbers z r v" and L so that 

2 r + ~ "  < t - ~ '  < t - ~ ,  L > 2 ( U + ( f / M ) t ) t .  (2.12) 
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We split the incoming configuration Y E ~ i ,  as Y = i?1 U Y2 U Y3, with 

f ~ = ~ V ~ T o ' + ~ ' M  - ,  : ~ 2 = Y n r o ' + ~ ' ( M \ M - ) n r 0 ' ( M \ M + ) .  (2.13) 

In words, the particles of  I?1 cross 5 P and are out of  Y at time t - r ' ,  the 
particles of  I~2 are in M S O M + at time t - r ' ,  and by time t have entered 5 p, 
while the particles of  the complement Y3 enter the strip only after time t. We 
further set 

171 = Y I O I 7 1 ,  Y] = I ) i ~ N ( 0 ,  t - ~ ' ; M ~ ) ,  171 = I T j \ Y 1 ,  

f'2 Y2 U ~-2, Y2 = f 2  f"l Tot[V] s = Y N r o t M  s, ]72 = ~-2\Y2 �9 (2.14) 

We shall construct a subset @u C q/i~ by giving 111, Y2 and 1~2 - -  Y2 r"/ Tot~]  - 
a special form, so that at some time s ~ (~, t v), the velocity o f  the rod is 
brought close to the value V(T t+sX) for X ~ Au. 

We first observe that the difference 

A = Z(X) - V(r- '+~X) - V ( r S X o )  (2.15) 

is constant for s E (~, t - z), as no collision takes place in the dynamics T"X, 
for [u[ > z (all particles are out of  50). We fix v~ ~ supp h(dv2), and denote 
by z* - l/[v~[ < ~ the corresponding "crossing time". Let X E Au be fixed 
and such that 

[A[ > (1 - cOz*f/2M = Ao. (2.16) 

We choose YI (q*, v*) with the value of  v~ fixed above, and q~ such that 
t~(- , ,  �9 ~,,). t. = q2 /)2)E ("C, "C @ This ensures, by the first inequality (2.12), that 

t ~ = t e + z* < t~ + ~ < t -  ~', .i.e., the particle is out of  5 ~ at time t -  r ' .  
q~', v~ are chosen as functions of  the quantities 

e 
t .  

v o  = v ( r ' : : x o ) ,  v *  , - r .  = v ( v  x ) ,  Qo = f v ( r ' x o ) d s .  
o 

^* * I)* te Qo < Suppose that V* - tY0 = A(X) > O. We should have ql = ql + 1 �9 
O, since the velocity of  the rod has to increase, and the collision is on the left. 
We fix the collision time t, C (t~, t~ and determine q~ and v T by solving the 
equations 

~ ^ , f  A 2 M ( v ~ _ V o  A ) 
(~T - Vo) ~ + ~q ,  ~ - (1 - ~1~'  t .  - t~ = 7 1 - ~ " 

(2.17) 

The dynamics TS(Xo U Y1 ) is then such that a single collision takes place at 
the time t., and the velocity of  the rod jumps by A. For A < 0 the collision 
is on the right, i.e., c~ > 0. We can again determine (q~, v~) by the equations 
(2.17), but we have to discuss possible recollisions. Inequality (2.16) shows 
however that no recollision occurs for the configuration X0 U (q*, v*), since the 
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recollision time is 

t. + 2 f ( V ( U * X o ) - v T )  > t e + 2 f ( 1 -  c~)[A I > t. ~ + z*. 

For IAI __< A0 recollisions can occur for negative A. We then construct YI 
as a configuration of  two particles. The first one (q+, v +) is chosen exactly as 
(q*, v*) above (with vertical velocity v + = v~), for a velocity jump A' = -2A0.  
We denote by t5_, and t+, the entrance and collision times of  (q+,v+).  The 
second particle (q*,v*) C Yl is now fixed in such a way that the entrance 
time t{ and the collision time t. satisfy the inequalities t{ E ( z , z + z " )  and 
t. E (t+,t~ + z*). q~ and v{" are then determined by equations analogue to 
(2.17), in such a way as to provide a further jump of  the velocity of  the rod 
by 2A0 + A > A0. The collision with (q*, v*) is on the left, since the velocity 
of  the rod has to increase. Possible recollisions with (q+, v +) are avoided by 
choosing t. so that t. - t. ~ E (6% ~*), where i5" is some constant depending 
only on A0 and on the parameters of  the model. 

We have shown that for all X C Au we can construct a configuration Y1, 
depending on X, such that in the dynamics of  X0 U Y~ the rod collides with a 
particle (q*,v*) ~ Y1 at some time t. E (r ,2z + z"),  and the outgoing velocity 
of  the rod for s > t. is given by V(T-t+sX). From now on q~,v~ and t. are 
assumed to be fixed and independent of  X E A u. 

Let (ga(x, y), (x, y )  E IR 2 denote the open sphere with radius 6, and o~'a(q, v) = 
(9a(qt,vi) • (9a(q2, v2). For X ~ Ate, and denoting symmetrization by [. ]z, 
we set 

~ = { q4~(q*(X),v*(X)) if ]A I > A0, (2.18a) 
[~ • ~ if  IA] < A0. 

Let YI* = (q*(X),v*(X)) if  IAI > A0, and Y( = (q+(X),v+(X))U(q*(X), 
v*(X)) if [A I < A0- For a n y X  E Au and Y ~ ~(x I) the dynamics {T~'(Xo U Y~)} 
and {T*(X0 U Yl*)} are close for s C [0, t - z ' )  if 6 is small. In particular, the 
particles of  Y1 collide only once, before time t - z ~, and produce a jump in the 
velocity which is continuous function of Y1 C r and close to A. We also 
set 

q#-(l ) (2.18b) = U 
XCA U 

For Y1 C ~(1) we denote by 

Qo(YI) = f V(T~(Xo U Yl))ds, Vo(Y,) = V ( T  t d(X0 U YI)) (2.19) 
0 

the displacement and the velocity of  the rod at time t - ~', and introduce the 
set 

~ { Y E q  ?/in: YI c ~ (f '2+Qo(Y1))NN(t r ' , t ; M ~ )  {0}. 

(2.20) 
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Let 93h be the c~-algebra generated by YI, and •(1) the measure induced on 
~(1) by ~ .  We have 

~@(d~u) = f ,-~a(dY)~(@'u[SJJ~l) 
~in 

= f ~(!)(dY)~({Y: (172 + Qo(Y~)) A N(t - r  M~) = (3}) 
:~( ] ) 

~- ~(1)(~(J))p2, (2.2 la)  

.[-! 
where, setting 17~ = Y Cl ( M \ M - )  N T 0. IVI-, 

P2 = r  (172 + Qo(YI)) 71N(t - r  = !3}) 

= ~({Y"  172 A N(0, z';IVI~) = 13}) > 0.  (2.21b) 

Here we have used the independence of  the distributions of  Yl and 122, as 
configurations in nonintersecting regions of  M +, and the invariance of  ~ with 
respect to horizontal translations and to the free dynamics. 

Let now A be fixed, and such that ~r(A) > 0. We can assume that for, some 
U < oc,A .c Au. Note that if Y C ~ u ,  then 

Xt X(U(Xo U Y)) ~' t-r = = X ( T  (Vo(YI),T• Y2+Qo(Y,)) ). (2.22) 

In fact, in the time interval (t - z', t] the rod can only collide with the particles 
~r'l 11/ V of  i 0 12, since, by the second inequality (2.12), and the definition of Au, it 

, r t - ~  t xP 
cannot get out of  5Q, so that it cannot collide with the particles of  '0 -2. 

Hence Xt is a function of  Yi and 172 := T~-r +Qo(Y1). We perform the 
change of  variables Y2 ---+ 172, and, by the independence of  Yl and Y2, and the 
invariance of  ~a with respect to horizontal translations and to the free dynamics, 
we see that YI and 172 are independent, and the marginal distribution of  Y2 

is the same as the distributioin of  Y~ = Y N ToCM ~ induced by ~ ,  which is 
denoted by ~(2). 

Suppose now that IA(x)I > A0 for all X E A. Then @(A j) v-JXcAII OY(1)~X C ~/(1) 
is a set of  one particle configurations, and setting, ~/ /= {(ql ,v l ) :  (q,v) 
~ we have 

U(Xo,A) > f ~(dY)IIA(X(T'(Xo U Y))) 
~U 

_ "c! >- f ~(I)(dYI)~({Y: (Vo(YI),172) E T A}I~ ,  ) 
y/(,41 ) 

= fmO)(dq, dv~)~(2)({Y2*" (Vo(Y~),Y]) ~ TTCA}),  
41 

where m (t) is the measure induced on ~ by the restriction of  ~( l )  to ~ 

Q0 and V0 are functions of  (ql, vl ) defined on ~ which we denote as 

Oo(Yl) = r Vo(YI) ~o(qi,vl), (2.23) 
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and m (~) is equivalent to the Lebesgue measure dql dvl on the open set 'Jh', 
since f~ . .)dq2h(dv2) > 0. Hence we prove the lemma if we show that 

~ 6 ( q  2 ,v 2 

#(A) > 0 implies that the set 

~h" = {(ql ,vl)  E ~h'' 3J0(2)(@/;(ql,Vl) ) > 0} ~ Oh', 

! 
0 * where Nv = {)I2" (V,Y~) C T-~A}, is of  positive Lebesgue measure. To do 

this, let Y~ = Y ;~ M -  N T { ( M \ M  ), and consider the set 

I 5' ~ /=  {co C f2'" X(co) r A: (Y~(co) + Q'(X(co))) N N(-r  ,0 ;ML) = ~}, 

where 
T I z - /  

Q'(X) - f V(T- 'X)ds = f V(TSPX)ds. 
o o 

Q/ i s  2P'-measurable, and, by translation invariance of  the measure ~ ,  we have 

I~(o~) = f~z(dY)l~(~41 ~ )  rc(A)~({Y: Y~' n N( ,r',0, M L )  ' 0}) .  
A 

Since the last factor on the right is positive, 7r(A) > 0 implies /~(,;d) > 0 and, 

by Lemma 2.2 # ( T - ~ ' ~ ) =  #, , (sd)  > 0. Using the independence of  172" and 

I72 and (2.21b) we find 

/ T/ ,u(T -~ ,~) = ,u({co: (V(co), g2*(co)) ~ T-  A, IT~(co) 7/N(0,'c'; ME) = ~)}) 

= p2kt({co: (V(co), Yf(co)) C T {A}) = p2fg(dV)~(2)(~ 
; t  

Here 9 denotes the gaussian density of  the distribution of V induced by #, and 
~ = {V" (V, Y~) ~ T-{A for some 112"}. Hence 7r(A) > 0 implies that the 
set ~/~/ {V ~ "//" ~(2 ) (~} )  > 0} is of  positive Lebesgue measure. 

By our construction ~p-I(u/1)C ~ The function ~o(ql,vl) is differentiable 
with derivatives 

&o f 
(?ql - ( 1  - ~ ) m  (V(T'~Xo)-vl) '  

c?~ = (1 _ c0 ( 1 ftc ) (2.24) 
0vl M (V(T~,~Xo)- vl) ' 

where t~ is the collision time. If 6 is small t~. is close to t, and the derivatives 
(2.24) are nonzero for all (ql, vl ) E ~)h', so that ~0 is a C 1 map of  full rank. 
Hence the Lebesgue measure dqj dvj of  (p-i(,~/.~) is positive, and the Lebesgue 
measure of oh'~ is also positive. 

If A is such that IA(X)[ =< A0 on some subset of  A of  positive # measure 
the proof is somewhat more complicated, but follows the same lines. We omit 
the details. The lemma is proved. D 

We prove next a property of  nondegeneracy of the distribution of the dis- 
placement Qt(co), defined by Eq. (1.15), which will ensure nondegeneracy of  
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the limiting brownian motion. In what follows we denote by P;. the distribu- 
tion of the Markov process {X~: 0 < t < oc} with initial measure 2, and by 
IE(. ]Xo,Xt) the conditional distribution with respect to the a-algebra generated 
by X0 and Xt. 

Corollary 2.5 Let t be as in the previous lemma. Then the conditional 
dispersion 

ID(Q, lX0,X,) = IE( (Qt - IE(Qt[XoXt))2lXo,Xt) 

is' P=-almost everywhere positive. 

Proof The result is intuitively obvious, since D(Qt lXo,Xt) -  0 on a set of 
positive measure would imply that on that set Qt is a function of X0 and X~ 
only, which is impossible since X0 and Xt are relative to the rod position and 
cannot determine the absolute shift Qt. 

For the proof it is enough to show that for any pair Ao,A E 93 s such that 
fAo~(dXo)U(Xo,A) > 0 we have 

f ~z(dXo) f U(Xo, dX,)D(OtlXo,Xt) > O . 
A o A 

The hypothesis implies that 7re(A) > 0 and hence, by Lemma 2.2, that ~z(A) > 
0. We shall prove that for all X0 C .%r~ and A C ~3 s such that ~(A) > 0 we 
have 

IXo,A =-- fU(Xo,  dX,)ID(QtlXoX,) > O. 
A 

Let X0 be fixed. It is not restrictive to assume that for some U large enough 
we have both W(Xo) < U and A CAu,  where Au is defined by Eq.(2.11). 
Going back to the mechanical system we express X~, 0 _< s -< t as a function 
of Y E gin: Xs = X(TS(Xo U Y)). We denote by 9J~ the a-algebra of subsets 
of ~,in generated by the functions Xs, 0 <- s <- t (for 3(o fixed), by 93~t the 
subalgebra generated by X,, and by lExo the expectation with respect to the 
measure induced by ~ on ~)l~. Then clearly 

IXo,A f IExo((Qt - IExo(Q,l~J~t) )2]gJt,)~(dY). 
{X, eA} 

Assume that A is such that ]A(X)] > Ao for all X e A, and set @ = {Y �9 ~ u  : 

Y1 ~ o~())}, qYo and ~(A 1) being defined in the course of the previous proof. We 
again go over to the variables Yl, 172, and by Eq. (2.22) the restriction of 9Jr, to 

~ coincides with the ~r algebra generated by Vo(Y1 ) = qo(ql, vl), (ql, Vl) E ~ ,  
and by I72. We denote it by ~l~'. Observe that 

t 

Qt = Qo(Y1 ) + Qt, Q* = , f v(v'(v0(Y~), f2)) ds 

Denoting by lDx0(. 191 ) the conditional dispersion with respect to a subalgebra 
9l c 93l, i.e., lDx0(-19l ) ~- IEx0( ( - IE(. 191 ))219l ), and observing that 
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Q[ is 9)~[-measurable, we have, 

1oxo(Q,19)~[ ) = IDxo(Qol~l[ ) = IDxo(Qol~L ) , 

where ~3i is the a algebra of  subsets o f  ~k' generated by ~0. The equality 
IDx0(Q0[gJlt) = IDxo(Q0j~B1) comes from the independence of  YI and I72. 

By the properties of  the conditional distribution and of  the dispersion we have 

IXoa >= f lDxo(Qt[93it)~(dY) 

= ~ ( @ )  f IE((Q, - IE(Qt[gJI,))z[~YS[)~(dY) 
{a~eA} 

> ~ ( @ )  f ~ (dY)]Dxo(Oo[~l ) ,  
{X, eA} 

where ~ denotes the normalized restriction of  ~ to ~ .  1D(Q01231) is ev- 
erywhere positive, since, as it would not be hard to work out, the jacobian 
of  the transformation (ql, vl ) --+ (O(ql, Vl ), qo(ql, vl )) is constant, and equal to 
( l  - ~)2 on ok'. Hence Ixo~4 is positive if ~Y~(@ A {X~ E A } )  > 0. But this prop- 
erty is, as shown in the course of  the previous proof, a consequence of  the 
condition ~(A) > 0. 

The proof  when A is such that IA(X)[ < A0 on a subset o f  A of positive 
~r measure follows the same lines. [~ 

C o r o l l a r y  2.6 There is a positive measure 2 such that for  t > 3~ 

P'(Xo, d X )  >= IIAu(Xo)2(dX ) . (2.2s) 

Proo f  The proof  again makes use of  the constructions of  Lemma 2.4. Let 
Xo ~ A~ be fixed, and A = - V ( T t X o ) .  Suppose for the moment  that IAI > A0. 
We determine (q*,v*) as a function of  A and t* < t -  r / by Eqs. (2.17), and 
consider the dynamics {Ts(X0 U Yl)) for Yj ~ ~k'o(q*,v*). 

Let V~ = V(Tt(Xo U Y1 )) and Qt = ftods V(TS(Xo U Y1 )) denote the ve- 
locity and the displacement at time t. Clearly Vt = ~o(ql ,v l )+ ( f / M ) z  ~= - 
(pl(ql,Vl), and the image under Vt of  (P6(q]",v~) is an open interval, Jx0 ,  
which contains the origin, by our choice of  A. Since the derivatives (2.24) are 
bounded away from 0, the intersection of  the intervals .fx0 for all )2o E Au such 
that ]A] > Ao contains a nondegenerate open interval J ,  and 0 C J .  Moreover 
for any such X0 the measure induced on J by the Lebgesgue measure on 
(9~(q~, v~'), via the map (81, is absolutely continuous with respect to dV1, with 
some density j'xo(Vl ) which has the property that for all V1 C - r  

o < [h < fXo(V~)  < F2 < oo. 

Let 

@(Xo) {y Y1 ~ "k'6(q ,v ) , (Yz  §  z , t ; M L ) = O  } .  
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Then, by repeating the arguments in the proof of Lemma 2.4, we see that 

U(Xo ,A)  > f ~(dY)]IA(Xt)  >= const ,t(A), 
~(Xo ) 

2(aV d y s )  = d V  H d V ) * ( d y S ) H ,  ~(YS), 

I S where J ' t  = {Y: Y N N ( - z  ,0;[VIt) = !3)}. Hence the result follows. 
On the set {X0 E Au:  ]A] < A0} we can repeat the same arguments, by 

taking Y1 in a set of two-particle configurations, as in the proof of Lemma 2.4. 
The procedure is more complicated, but straightforward. We omit the details. 

[] 
The following lemma shows that large velocities slow down with large 
probability. 

Lemma 2.7 Let  2r < t < 5~ and ~c ~ (O,(t - 2r)pd log ( l /c0)  be a. f ixed con- 
stant. Then there is a positive number Uo such that the followin9 inequalities 
hold f o r  U > Uo, and some positive constants ci, c2: 

U ( X , { W  > U}) < e c'u2 i f  W ( X )  < U -  ff t (2.26a) 
M 

U ( X , { W  > U}) < e c2u, i f  W ( X )  < Ue '~u . (2.26b) 

Proof. The proof is somewhat long, though straightforward, and could be sim- 
plified if one is content with a weaker result than the exponential estimate 
(2.26b). As for Lemma 2.4 we begin with a short description of the main 
idea, that may serve as a guideline for the reader. 

The relaxation of velocities is brought about by the gaussian distribution 
of incoming velocities. Suppose that the rod keeps a high velocity 0 for some 
time t-. Then typically it will collide with particles with velocity not exceed- 
ing log(Oi)  in absolute value, except for a set with measure of the order 
e oonst log 0. If no particles with velocity larger than log (0 f )  can collide, the 
rod can keep a velocity larger than @(logO) only if it collides with a small 
number of slow particles, since, roughly speaking, each time that it collides 
with a slow particle its velocity drops by a factor cc The probability of this 
event turns to be again of the order (9(e -c~ log 0). 

Passing to the proof, we set O = U  ( f / M ) t  and 0 = 7 0 ,  for some 7C 
(0, 1). Let 17 = Yi"N T0-t(M\M+), and y i =  17 N N(0, t;lql~), for some L > 
O, ye = 17\ yi, and consider the set 

Bv, L = { Y E ~ n  : sup{lvt]: (q~,v,) C Y} < 0 } .  

Probability estimates as the ones in the proof of Lemma 2.3 show that for 
some constant 51 and U large enough 

P(Bu, L) > 1 -  e -elU2 . (2.27) 

A short analysis of the proof shows that for any choice of the constant b < 
tim~2 we can choose cl in such a way that the estimate (2.27) holds for all 
L < e bU2. 
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Take L -- 2tU and consider the dynamics Ts(X U Y) for W(X)  < U and Y c 
Bc/,L. A slight modification of the argument in Remark 2.1 shows that the rod 
keeps a velocity less than U in absolute value up to time t and travels less 
than a distance L/2. The velocity of the particles of yi,  i.e., of  these that enter 
the strip YL up to time t, is bounded by U if they did not collide. By collision 
they may be accelerated to higher velocities, but then they become outgoing. 
Hence the condition W(Xt) < U can be violated only by the particles of Y~. 
Again we observe that the distributions of yi and Y* are independent, and, for 
Y C BU, L the displacement is a function of Y~ only: 

t 

Qt f d s  V(Ts(X N y i ) ) .  
0 

Hence, for Y ~ Bu,c, W(Xt) > 0 implies W(Y* + Qt) > O, where Y* - 
T~Y~N fill ~. Let N~i denote the a algebra generated by yi. Then, taking into 
account the inequality 

~({W(Y* + Qt) > O}]~J)l,) < ~({W(Y' )  > ~)}) 

we get 

2 ({Y C ~in: W ( X ( U ( X  U Y)) >= 0 } )  

_-< 2(B~},L) + $ 2(d~)~({W(Y* + Q,) __> O}l'~)~,) 
BU, L 

< ~(B~,L) + ~(Bu, L ) ] ( { W ( Y  ~') >= / )}) .  (2.28) 

Hence inequality (2.26a) follows from the estimate (2.27) and Lemma 2.3. 

To prove inequality (2.26b), let L = 2tUe ~U + ( f / M ) t  2, assuming that U is so 

large that L < e (fim/4)U2. By repeating the analysis of Ts(X U yi),  for Y ~ BU, L, 
we see that the rod cannot travel by the time t more than a distance L/2. 
We set for brevity Xs = X(T~'(X U Y)), Xs = X(T~(X U yi)), for Y C BU, L, 
and V~ = V(X~.) = V(Xs), s C [0, t], so that Xr = 3It U (Y* + Qt), the notation 
being as above. Let 

Du?:={Y~BuL: inf IV~I < 8 } .  
' ' sC(T,t) 

If Y C Du, x, then W(J(t) < U. In fact all particles that collide in the time in- 
terval (~,t) come from yi and have velocity less than 0 in absolute value. 
Once the absolute value of the velocity of the rod has fallen under O, 
it can only increase by acceleration, not exceeding U. The particles of yi 
that have been accelerated to velocities larger than U are outgoing. Hence 
the conditional probability ~(W(Xt) > UIgJ~i), for Y c Du, x is bounded by 
J2(W(Y* + Q_I) > UIg)li), which is estimated as before. 

We set Du, x = BU, L\Du, x. The collision rules (1.10) imply that if V I 
and V have opposite signs, then IV'I < ( 1 -  c01vl I. Hence in the dynamics 
Ts(x  U Y), Y C BU,L, the velocity of the rod cannot change sign in the time 
interval (z, t] without dropping below /) < O, so that /)u,x splits into two 

nonintersecting subsets /5• according to the sign of the rod velocity. 
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Another consequence of  the collision rules (1.10) is that for Y E BU, L, a par- 
ticle that collides at some time s ~ (z , t )  for IV-(X~)] > 0 ,  where V (X~.) = 
lim~:a0V(X~_,~) is the incoming velocity, can recollide only after time t. In fact, 

supposing V-(X~)  > O, as Ivll < U, the outgoing velocity of  the particle is 

v'~ = v -  + ~ ( v -  v~) >= v-+~(1-y)O, 

so that no recollision can occur for U so large that ~(1 - y ) t j  > ( t -  z ) f / M .  
Let ~u ,g  = 2 ( .  IBu, L )and  gJlg denote the a-algebra of  subsets of  BU, L 

generated by the trajectory {V~: 0 -< s -< r}. I f r  E [2z, t), then the distribution 
of  the trajectory {Vs: r < s <= t*], where t* = min{s > r: IVst < O} induced 
by the conditional measure ~u,L( �9 IgJ~g), computed at a point Y E Bu, L such 

that I Vrl > t J ,  depends only on V,.. In fact, by the observations above, the 
condition IV,.I > t j  implies that all particles that collide in the interval (z, t*) 
cannot recollide, while those that collided in the interval (0, ~] are out of  the 
game at time r. Assuming, for definiteness, positive velocities, i.e., V,. > 0 
> 0, collisions in the time interval (r, t*) can occur only with "fresh" particles 
on the right. 

I f  M s+ = {(q,v) ~ M \ M - :  q] E (0,a)},  a > 0, then at time r the particles 
that can collide up to time t* are a subset of  

Yr r i s+  ~ Y  c~ (ML/2 + Q,-). 

(To check this observe that at time r no particle with ql > Q,-, and lull < 0 
could collide with the rod in the past.) Now the distribution of  Y~ induced by 
~u,L is Poisson with intensity measure n(dqdv)II~/,., sr = { ( q , v ) c  M~/+ + 

Q,.: Ivll < 0} .  This follows by observing that ~U,L is the Poisson measure on 
[q]+ with intensity measure n(dqdv)lI~/u,L(q,v), where ~JU, L = [q l+ \{(q ,v)C 
N(0, t;M~): Ivll => t~}, and using the obvious properties of  the evolution of  

under free dynamics. 
In conclusion the trajectory {V~: r < s _< t*} depends only on V,. and 

12~ = y,. - Q,.. As the distribution of  12r is independent of  9J~, the conditional 
distribution of  {V~.: r < s < t*} depends only on Vr. 

We proceed to estimate the probability ~U.L( / )+IN~) .  Let VzT = V ,  and as- 
sume, of  course, l? E It],  Ue Ku + ( f / M ) 2 z ) .  By what we said above the pro- 
cess {V~: r < s < t*} corresponds to a collision process with Poisson dis- 
tributed particles, no recollision, and instantaneous collision rate 

r ( l / ~ ) = p ( ~  m f< ( V s -  vl)e [Jmv2/2 d V l  . 

I~ll 0 

We divide the interval (2z, t] into subintervals Ik = (tx-,tk+t], tk - 2z + k6, k = 
1,2 . . . . .  N, where N is some large integer and 6 = (t - 2v)/N, and consider the 
sequence { Vtk: k = 0, l . . . . .  k*}, where k* - rain{k: Vtk < O} if Vl < U, and 

k* = N otherwise. We introduce a reference jump process {Vk: k - 0, 1 . . . .  } 
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with 120 IP and the following transition probabilities 

{ p~(U) for v = ~u 4- (1 - ~ ) 0 ,  
P(l~k+i = vl~)k = u) = 1 - p~(0-) for v = u,  (2.29) 

0 otherwise. 

Here p ~ ( V )  is the probability that the rod with initial velocity V and colli- 
sion rate r undergoes at least one collision in the following time interval of  
length 6: d 

p ~ ( V )  1 - e - f o  ' , (V+l/ /M) ' ld ,  = 6r(V)(1 4- (9(62)). 

A coupling between the dynamics of  the rod and the sequence {lPk: 0 --< k -< 
k*} can be chosen in the following way. We introduce random variables with 
values in {0, 1}, {~k: 0 < k < k*}, which are mutually independent for any 
choice of  the sequence {Vlk} and such that P(~k 1) = p6(O)/p~(V~k)  , k = 

0, 1 . . . . .  k* - 1. If the rod collides in the interval Ik we set /~k+I = Vk if ~k -- 
0, and Vh-+l -- cd)'/, + (1 - c~)g) if ~k = 1. If it does not collide we set l)k+l = 
l~k. It is easy to see that 

Vt~ _-< /)~.+6k f ,  k = 0 , 1  . . . .  ,k* .  (2.30) 

In fact the inequality holds for k = 0, and can be proved by induction, noting 
that if no collision takes place in the interval Ik, then Vtk+l = Vt~ + 6 ( f / M ) ,  
and if at least one collision takes place, then the largest possible value of  
Vt~+l does not exceed c~Vtk + (1 - ~)U + ( f / M ) 6 ,  corresponding to one single 

collision taking place at time tk, with a particle of  velocity ~). 

As a consequence we have, by (2.30), 

: 17) _-< P(vN + ( t -  ~ ) f  > c?l~0 : P) .  ~u,L(LS+ I V2~ 

If  m jumps take place for the process {V/,: k 1 , . . . ,N}  then l)iv = cdnl ? + 
(1 cd")~), so that the condition I?N + ( t -  2 r ) f / M  > (-1 implies, recalling 
that P < Ue~U4- ( f / M ) 2 z ,  

I / ~/ 1 V-~~ )l K m < m0 = log log . . . .  < U(1 4 - o ( 1 ) ) ,  

where [-]  denotes the integer part, and the asymptotics is for large U. On 
the other hand the average value of  m, which has a binomial distribution 
(N trials) with probability P6(U), is 

= IEm = N p ~ ( ( J )  ~ (t - 2~)r(U)  = (t - 2r)pEU(1 4- o(1) ) .  

By applying the standard exponential Chebyshev inequality and taking N large 
(i.e., 6 small) we see that there is a constant c I > 0 such that P(m < rnol Vo = 

V) < e - J r ,  which implies 2.,aU, L(L)+]~ 2~) < e -J~j .  
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For negative V2~ we obtain, in a similar way, ~o-L(/)-iNI02~) < e c'u. The 
conclusion now follows by an estimate analogous to (2.28). [] 

Remark. 2.3 For t ~ (3r, 5 ~ ) a n d  ~c C (0, zp(log(1/cQ) the left-hand side of  
inequalities (2.26a, b) can be replaced by U ( X , A ) ) ,  where A~ is the comple- 
ment of  the set Au defined by formula (2.11). The proof  follows by applying 
the previous lemma for some t ~ E (2% 3~), and by observing that after a time z 
all outgoing particles with velocity larger than U (which could be there because 
of  collisions), get out of  the game. Hence in order to ensure W(PXt) < U it 
is enough to control the velocities of  the incoming particles in yin (-I To 1M s, 
which is done as in Lemma 2.3. 

We now discretize time and consider the Markov chain with state space 
.Y' and transition probability IP = p4r. The results above imply some important 
properties for the chain ( f ,  IP), which we state in the form of  a lemma. 

L e m m a  2.8 For the chain (5~', IF') the set 5U is absorbing, and has .full 7r 
measure: ~ ( S ) =  1. Moreover the following properties hold: 

(i) The restriction of  the chain to YU is ~z-irreducible and aperiodic; 
(ii) MP and ~ are equivalent and 7r is a maximal irreducibility measure; 

(iii) For all X E YU ~ is absolutely continuous with respect to IP(X, �9 ); 
(iv) For U large enough the set Atl, defined by (2.11), is a minorant (or 
"small") se t /or  the chain (Y',IP). 

Proof ~ '  is absorbing since ~2 ~ is invariant, and obviously has full ~ measure. 
Assertions (i) and (iii) come from Lemma 2.4. Assertion (ii) comes from 
Lemma 2.1, recalling that the equivalence of  ~ and MP implies that ~z is a 
maximal irreducibility measure, Assertion (iv) comes from Corollary 2.6, in 
fact the condition that Au is a minorant set is equivalent to inequality (2.25) 
E5]. [] 

From now on we consider the chain (uJ",lP), and write for simplicity 2 '  
instead of  Y". 

Proof of  Theorem I. It is easy to see that the chain (~", ~ )  satisfies a relax- 
ation condition in the sense of  Definition B.1 of  Appendix B, by taking the 
function W as max{W(X) ,  W(PX)} and q~ (U)=  Ue "U. In fact, Condition (i) 
o f  Definition B.1 is obviously satisfied, Condition (ii) follows by Lemma 2.4, 
and Condition (iii) follows by Corollary 2.6. The proof  of  Theorem I then 
follows by extending the results of  Theorem B. 1 to continuous time. 

By Theorem B. 1 we have, for all f 4= 0, the existence of  an absorbing mea- 
surable set 24 ~ C 2 '  such that the chain (2(f, IP) is Harris recurrent. Moreover 
there is a unique ~- invariant  measure vf  on ~3 s, concentrated on J{~, and the 
chain is geometrically ergodic, i.e., there are a constant Z > 0, and a function 
O(X) > O, ~ ~ Ll(,Y{',vf) such that 

l i n e n ( x ,  �9 ) - v i i i  < O(X)e-Z', (2.31) 

for all X ~ 2/#, where H �9 H denotes the variation distance. 
We first prove that vf  is invariant with respect to pt, t E ]R+. Note that 

v i P t ~  vf (where ,-~ denotes equivalence). In fact v t . ~  ~, which implies 
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v / U ~ U ,  and, by Lemma 2.2, v / U ~ z ~ v f .  Hence v f U = v l l P ' ~ U -  
v fPqW -9 v/. as n ~ oc. 

Taking now m(t) = [t/4z], we have, for any X E 

l i P ' ( x , .  ) - v rll - I I l P m ( t t P ' - 4 ~ ' ( ' ~ ( x ,  �9 ) - v l P  t 4rm(t)(X, " )It 

<= O(X)e -zm(t) <= eZO(X)e -(z/40t . 

Theorem l is proved. 
Before proving Theorems II and Ill we need two more auxiliary results. 

Proposition 2.9 There are finite constants dr and af  > 0 such that for 
any initial distribution 2 of the Markov process {Xt: t > 0} for which 
l im~o~ ll2P t v rll = 0 the following assertions hold: 
(i) (Existence 4" the driJt) 

1 t 
lira - f v ( x ~ . ) d s  = df = vf(V)  P~o a.e. ; (2.32) 

t oo t  0 

(ii) (Diffusion) The distribution of the process 

t/c 
~ = ~ f ( v ( x , , )  - d r ) d s  

o 

induced by P;_ converges as e --+ 0 to that of  the Wiener process W~} t. 

Proof It is enough to prove the assertion for 2 - v r. 

The first statement comes from Theorem I and the fact that IV(. )[ < W(.  ) 
L P ( f ,  vf),  for any p > 1, which follows by Theorem B.I. As for Assertion 
(ii), let ~3" and 23, be the a algebras generated by the variables {X~: t > n}, 
and {Xt: t < n}, respectively, for n = 0, 1 . . . . .  Consider the operator 

n . p . U ( ~ , 2 3 0 , P , , 1  ) '  p , r  > i ,  Hp,~ L ( f2 ,~  ,P,7 ) -+ = 

defined by setting H~,,.~ lE(~l~0) - IE~, where IE refers to the measure P,,/. 
A simple check shows that, by Theorem I, 

/7 
lille,ill < 2 e - ~ f v l ( d X ) g ( X ) ,  IIHp,plP < 2, p > 1, 

1 where II �9 II denotes the operator norm. Taking p = 4 and noting that 5 + (1 - 
l [ 1 5)a ~, we get, by the Riesz Thorin Interpolation Theorem (see, e.g., [16]), 

n = e (~/3)n. --> > 1 t ha t  ]IH6,zH < const Hence for t n _ 

I I n ~ ( ( v ( x , , )  d / ) l ~ 3 0 )  2 < ] lVll6[tng,zH < conste-('43)'~. (2.33) 

We can then apply, for example, Theorem 3.79 of  [12], and obtain the result. 
[] 

Remark. 2.4 It follows from the results of  [12, VIII Sect. 5e] that we also have 
"mixing convergence", i.e., for any r/~L~ and any bounded 
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functional ~ on the space of the continuous function on IR+ we have, as e ---+ 0, 

~(0(~:.)~) - '  ~;q ~ / w ( ~ ) ,  

where lE~w denotes expectation with respect to the Wiener process with 
dispersion a 2. 

The following Proposition concludes the proofs of Theorems II and II]. 

Proposition 2.10 The Ji)llowin 9 assertions hold. 
(i) a f  > 0 for all f E JR1. 

(ii) f d f  > 0 if f =#O. 

Proof We denote by 
4T(n+ 1 ) 

Qn-  f V(X(rse)))ds 
4~n 

m--1 the displacement between times 4rn and 4~(n + 1), and by Sm = ~ = 0  Qk the 
total displacement up to time 4mr. Let ,.~ denote the a-algebra generated by 
the variables Xo,X1,..., where we write Xk for X(T4Zk(.o). Note that the dis- 
placements {Q,: n = 0,1,. . .} are conditionally independent, with respect to ,~, 
i.e., they are independent once we fix the sequence Xo,X~,.... Hence, denoting 
by ID( �9 I,.~ ) the conditional variance, we get 

m--1 m--I 
ID ~ ID(gml3) = ~ (Qkl;5) = ~ID(Qk]Xk-~Xk) 

k =0 k =0 

By Corollary 2.5, we have IEID(Q~IX,_IX,,) = a > 0, so that 

1 m--I  

lIDS"m >= --1 ]EID(SmI'~ ) m  = mk~=l ]EID(QkIXk-'Xk) a, 

where ID and 1E denote variance and expectation with respect to P~,/.. Assertion 
(i) is proved. 

As for assertion (ii), assume f > 0 and take qb = 1 in Eq. (2.3). We get 

f ~(&o)e-/~j f oV(r ~)d, = 1. 

By the Chebyshev inequality, for any e > 0, 

g({co: Sm <= - e a  f 4x/4mzmz}) < e /~.f,;~/4,/~. (2.34) 

On the other hand, by the central limit theorem and assertion (i) we have 

1 o? _s2/z~ ~ 
/1({co: Sm-4mvd f<  -ca/ .  4x/4m~m~})--~ ~ j e  , ds. (2.35) 

The right-hand side of (2.35) is bounded away from 0, while the right-hand 
side of (2.34) tends to 0 as m ---+ oc, so that they are incompatible if f > 0 
and d f  < O. 
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Appendix A: Existence of dynamics 

Proof of  Theorem 1.1 It is well known (see for example [3]) that there is 
a subset ~ C  ~ ,  invariant with respect to the free dynamics {T~: s ~ IR}, 
such that ~ ( ~  = 1, and for Y E ~O" and any measurable bounded set C C IR 2 
the cardinality of  T~'Y N (C x IR 2) is finite for all s E IR, i.e., on ~ the free 
dynamics is defined for all times. 

We fix some positive t and L, and set 

Y~ = Y • N(0, t; M~).  (a .  1 ) 

It is easy to check that N(0, t; ME) is contained in the region BL,~ = B + L, + u Bz, +, 
where 

c.l = (q,v): vl > O, v2 > O, - L -  vlt < ql < L, ~ v2t < q2 < 

U (q,v): vl > 0, v2 < O, - L - V l t  < ql < L, ~ < q2 < ~ - v 2 t  , 

(A.2) 

and BE. t is obtained from B + by reversing the sign of  ql and Vl. Since , L,t 
n(BL,~) < o0, YL is finite for ~-almost  all Y. 

Let VL = 2C ~ / m ~  and 

+J~ = {Y C ~ max{Iv~l: (q l , v , )CY~}  < VL}. CA.3) 

As usual we denote by ( r  the complement of  r  The following lemma 
holds. 

Lemma A.1 / f  C > 1, then there is a positive constant Ct such that Jor L 
large enough 

= r = - 1. (A.4) 
L l +r l ~  ' 

Proof The probability that Y~ contains no particle with ]vii > Vc is not 

smaller than the probability that the set B ~ = BL, t A {Ivll > VL} is empty, L,t = 

i.e., M ( ( ~ ) c )  < 1 - e-bL. ,, where bc, t = n(B~ The proof follows by the 
following asymptotics, which holds for large L: 

bc, t = p([ + m2t)~ 2/~m f (ZL + v,t)e-~#"+/2~dvl 
V 7C VC 

Here mz = f[v2]h(dv2), and C~ is a constant independent of  L. The proof 
follows by the inequality 1 - e x =< x which holds for all x => 0. [] 



Drift and diffusion for a mechanical system 373 

Form now on we fix C > 1 and t > 0. Passing to integer L, the previous 
lemma gives that ~-a.a.  Y C ~ belong to ,J~ for all L large enough. Let 
~'t,L -- {co: Y(co) ~ ~'~, IV(co)[ < VL}. Then the set 

g2t = U At, L 
L0=2 L=L o 

(A.5) 

has full /~ measure. We set furthermore 

d N ={coc~',,L: IYLI=N), N = 0 , 1 , 2  I,L " ' " ,  

where l"  I denotes the cardinality of  the configuration. ~ N  t,L can be identi- 
fied with a subset of  the product IR x ( (N(0,  t; gll~)N)z, where ( . ) z  denotes 
symmetrization. By labeling the particles, we can identify ~N with a subset l,L 
~N 

A,, L of  1R x (N(0, t ;M~))  N, and the measure induced by p onA~,nc is absolutely 

continuous with respect to drhN = dV I] Ni=l aql" (i) ,avl(~) ,aq2(i) .~,ntav2(i)). 
The collision rules (1.10) imply the Liouville theorem for our dynamics, 

i.e., that the measure rhN is preserved: rhN(A) = rhN(TtA). Let f v  Csjt, L~N de- " t,L 
note the set of  the particle configurations that have a multiple collision by time 
t. We write j N  t,L = ~ r  I~, where F is the set of the labels of  the particles that 
enter the multiple collision, and runs over all possible subsets of  {1,2 . . . . .  N} 

with cardinality Irl > 1. We denote by X the generic point inA~L, by t*(X) 
the time of  the multiple collision and by t'(X) the last collision time before 
t* (with the proviso that t - (X)= 0 if t* is the first collision time). For any 
positive integer n, and h = t/2", we set 

I r k , "  = { x  c z ( x )  < t * ( x )  > kh},  k = o ,  ,2" - 1, ," 

k=2 

Clearly the sets I(r n) are nondecreasing and Un~_l I(/~) = I/-. 
It is easy to see that the Lebesgue measure of  those X ' s  for which two 

or more particles and the rod are at the same time at the same given position 
corresponds to a subvariety of  0 Lebesgue measure of  IR 4N+I. Hence, by the 
Liouville theorem mN(I k'n) = rfiN(TkhI~S) = 0, which implies I ' nN(~YNL)  = O. 

TO exclude infinitely many collisions in a finite time we use a similar 
argument. Let j x  ~N X ~N t,L CsC't,L\Jt, L denote the subset ofd~,  L for which infinitely 
many collisions take place in the time interval (0, t). As before, we write 
jN t,L = U r J } ,  where F now denotes the set of  labels of  the particles that 
undergo infinitely many collisions, and again runs over all possible subsets of  
{ 1 , 2 , . . . , N }  with cardinality IF] > 1, since infinitely many collisions of the 
rod with only one particle in a finite time are impossible, t*(X) now denotes 
the accumulation point of  the monotonic sequence of  the collision times with 
the particles of F, and ?(X) denotes the last collision time before t* with the 
particles that are not in F (and we set i(X) = 0 if there is no such collision). 
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Again we set 

J~'" = { x  c Jb: i ( x )  < ~h, P ( x )  > kh}, 

217 _ ] 

,2"-l, UJh 
k=0 

oo (n ) 
for h as before. The sets J(c ") are nondecreasing and Un=l J )  = J/~. 

To show that Jc  k' '  has zero measure we need to analyse the dynamics in 
the interval (kh, t*). Only the particles o f  F collide with the rod, and we can 
neglect vertical velocities. Clearly if {uk}~_0 is the sequence of  the velocities 
assumed by one of  the particles on the left (right), then it is strictly decreasing 
(increasing). Hence limk~oo u~ = V*, and V* is the common limiting velocity 
as s T t *  for all particles of  F and for the rod. At time kh we go over to 
the barycenter frame of  reference, so that, denoting by l@(s) the velocity o f  
the barycenter and by G(s) its position, we have Vc(kh) = G(kh) = 0. Let Qt 
denote the position o f  the rod at time t, and # = M + pm the total mass, p 
being the number of  elements of  F. Conservation o f  energy gives 

1 2 
To(s) + ~l~Vo(s) f Q ,  = TG(O) - fQo ,  kh <_ s <_ t*,  (A.6) 

where To(s) is the kinetic energy in the center of  mass reference system: 

m P M 
r e ( s )  = 7 i ~ ( v i ( s )  - V c ( s ) )  2 + ~ ( V ( s )  - Vc(s)) 2 , 

vi being the velocity at time s of  the i-th particle and V(s) the velocity of  
the rod. Taking into account that the motion of  G is uniformly accelerated we 
have 

lira To(s) = O, Hm. Vc(s) = V* = ]~'t* 
s---+t* s t [1 

lira G(s) = lira Qs = Q* = f (t*) 2. 
S----+ g * S ~ I *  z #  

Substituting into (A.6), and going back to the frame of  reference with the origin 
at the rod, we find that in order that infinitely many collisions take place we, 
must have 

To(O) + f G ( O )  = 0.  (A.7) 

This is impossible if the barycenter is on the right of  the rod, G(0) > 0, and 
corresponds to a subvariety of  zero Lebesgue measure otherwise. 

Taking countable unions over N and then over L, we see that the subset 
JU + C f2, for which either a multiple collision or infinitely many collisions 
take place up to time t has # measure 0. For the reverse dynamics (negative 
time) we find a similar subset ~Ar/- of  zero /~ measure. Taking integer t, and 
intersections, we find a subset f2' C f2 on which the dynamics is defined for 
all times. •' is clearly invariant with respect to the dynamics. 

Theorem 1.1 is proved. 
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Appendix B 

Definition B.1 We say that the chain (~, ~ , P )  satisfies a relaxation condition 
if there are positive functions W : d ~ ---+ IR+ and 0 : lR+ -+ IR+, and positive 
numbers a, U0 such that following conditions hold: 

(i) 
qS(")(U) > ( n +  1)U, U > U0, (B.1) 

where qS(') = ~b(" ') o ~b, n = 1,. . .  denotes the n-th iterate of  the function q5 
(with q~(~ = x); 
(ii) I f A u = { X :  W ( X )  < U } , t h e n f o r a l l X ~ g s u c h t h a t  W ( X )  < O(U) 

P(X, AC8) < e -aU, U > U0; (B.2) 

(iii) for any U > U0 one can find a positive measure 2 and an integer no > 0, 
which may depend on U and are such that 

Pn~ >= ]lAu(Xo )2 (dX)  . (B.3) 

Theorem B.1 Suppose that (~o,~ ,P)  is an irreducible aperiodic chain satis- 
fy ing a relaxation condition in the sense o f  Definition B. 1, and let 7c be a 
maximal  irreducibility measure for  it. Then the following assertions hold: 

(i) There is an absorbing set ~ C Co such that the chain restricted to gF is 
Harris recurrent. 
(ii) There is a unique P-invariant probability measure v concentrated on ;g{~, 

and it is equivalent to ~. 
(iii) W E LP(~ ~ v) f o r  all p ~ (0, ~ ) .  
(iv) The chain is geometrically ergodic, i.e., one can f ind a function g (X)  E 
L l (C,v )  and a constant Z such that for  all X C .gt ~ 

I I P " ( X ,  . ) - v ( .  )ll < g(X)  e - z ' n  , (B.4) 

where II �9 II denotes the variation norm. 
(v) For any function F �9 o ~ ---+ IR such that v(F)  = O, and IF(X)[ < CF 

(1 + W ( X ) )  for  some constant CF < oc, andJor  any Xo E ;gt ~, as N ~ oc 

1 N - I  
j~=l F(Xj  ) ~ .N(O, a 2 ) ,  

where ~ denotes weak convergence, Y(0, (7  2) is the centered normal dis- 
tribution with dispersion a 2 => 0, and the distribution o f  the sum is the one 
induced by Pxo. 

Proo f  The proof  is based on Propositions B.2 and B.3 below. 

Proposition B.2 For t > 0 let ku( t )  denote the smallest integer n > 1 such 
that t < 4)(n)(U). Then for  U large enough and for  all n > k u ( W ( X ) )  

1 
- - e  -~U (B.5) P"(X,A'u ) < 1 - e aU " 
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Proof Let 

a~) sup ,, c. = P (X, Au) .  
W(X)< 4A")(U) 

(I) e _ a U  ' For U > U0 and U0 large enough a U < by inequality (B.2). If  n > 2 

we have, for W(X)  < d?(n)(U) 

Pn(X,A ~ ) f p(X, dX- I n--I c = )P (Xl, A u ) 
m c 

O(n- I )(U) 

+ f P(X, dXl )Pn- l  (X1, A~ ) 

A4,(. 1)(U) 

< e-a4,(" I)(U)_ (n-l) 
= t a  U 

Inequality (B.5) then follows from inequality (B. I ) :  

oo 
ec = e - a U  E C-kaU e - a U  ~ e - a ~ b ( k ) ( U )  < 

k=l k=0 1 -- e -aU 

Proposition B.1 is proved. [] 

Consider the potential kernel 

oo 
G(X, �9 ) = ~ P / ( X ,  �9 ). 

j=0 

By inequality (B.5) we have G(X, Au) = oc for all X, which implies (see [15]) 
that the chain is recurrent. Hence one can find an absorbing set ~ C dY and a 
P-invariant  a-finite measure v such that ~z is absolutely continuous with respect 
to v, and v(B) > 0 implies 

Px I e ( ~ )  = oo I .  (B.6) 

From now on we identify d ~ and J#.  According to the standard terminology 
(dJ, P )  is a Harris recurrent chain. 

We next show that v is a finite measure, and hence can be normalized to a 
probabili ty measure. Since ~z is a maximal irreducibility measure, 2 has to be 
absolutely continuous with respect to ~: 2 (dX)  = p(X)~z(dX). We can find a 
positive 7 and a set D C {X : p(X) > 7} such that ~(D) > 0 and v(D) < oc. 
Then by inequalities (B.3) and (B.5), for any choice of  X,  we can find n large 
enough so that 

P"(X,D) >= f Pn-n~ dXr)Pn~ >= ~TT(D)P'~-"~ Au) > ~ > O. 
AU 

Then v(D) < o c  implies that v(o ~) is finite, since 

v(D) = lira fv(dX)Pn(X,D) > f v ( d X ) l i m ~ f P n ( X , D )  > ~/v(do~). 
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As the chain is Harris recurrent, we have, by Orey 's  theorem [15], that for all 
X E g  

, l i ra  Ilv(. ) - P~(X, �9 )11 = 0 .  (g.7)  

Relation (B.6) implies that v is an irreducibility measure, hence it is equivalent 
to ~z. Uniqueness of  the invariant measure v is a standard fact. Assertions (i) 
and (ii) of  the theorem are proved. 

Assertion (iii) follows by observing that if M is a positive integer such that 
U = M 1/p > Uo, then, by Proposition B.2 we have 

v((W(X))  p > M ) =  lim pn(Xo,Au =< Ce aMI/P. 
n + c x )  

In what follows for any measurable set B C d o we set 

r B ( X ) = m i n { j  > 1" X j C B } .  

Proposition B.3 There are positive constants a > 0 and CI(U) such that for 
U large enouoh and all X for which ku(W(X))  <= n 

PX(VAu > n + k )  < CI(U)e -a~U, k > 1. (B.8) 

Proof For k = 1 the result follows from Proposition B.2. We fix c7 E (0, a) and 
1 Suppose proceed by induction, setting 7 = a - c7 and assuming that e -TU0 < ~. 

that inequality (B.8) holds for all k < m, and let X be fixed in such a way 
that W(X)  < ~b('0(U). We have 

Px('CAu > n + m) 

= fP (X, 
c c c 

A U A U A U 

(B.9) 

We set 
au(n,m) = sup Px(rAu > n + m),  

w(x)<4)(")(u) 

and split the integration over Xn+m-k into the regions A~(k~(u/, and A~u\A~(k)(u~, 

for k = 1 . . . . .  m. By splitting the integral over X,,+m-I we get by (B.9) 

(lkn m -  1) au(n,m) <= e a U a u ( n , m - 1 ) + a  U t , 

(1). 
a Utn, m -  1) 

= sup fP"(X,  dX , ) . - ,  fP(X,,+m_3,dX,+m_2)P(Xn+m_2,A~(u) ) . 
W ( X ) < ( / ) ( " ) ( U )  AC U A~ U 

By splitting the integral over X,+m-2 we get 

(I), 
a U t n ,  m - -  1) __< a u ( n , m  - -  2)e ~(u)  + a ~ ) ( n , m  _ 2),  (B.10) 

where (2)~ 2) corresponds to integrating the first m 2 variables over a U { n ,  m - -  

A}), with the function P(X,+m 3,A( 2 ) We go on until we are left with the 
- @ ~ ( U )  " 
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integral over X,,, for which, by inequali ty (B.5),  we get 

sup P"~X. A ~' ~ < sup = , 4,(m)(u)J = Pn(X,A~,{,,,~(u )) < C(U)e--a4/m)(U), 
w(x ) < ~(")(U) W(X)_<~{"+m)(U ) 

where C(U) (1 - e a a ) - I .  In conclusion we get, using once again inequali ty 
(B . I ) ,  

a~(n,m) 

<= e-a~au(n,m l ) + e  a4)(U)at/(n,m-2)+ ...+e-a4/'"-I)(~)au(n, 1 ) 

+ C(U)e -aC''~(U) 
< C(U)e-dmCl~(e-Y)k  <= CI(U)e -ainu . [] 

k=l 

As a consequence of  Proposit ion B.3 we have 

sup ]Ex erAU < OO. (B. I I )  
XEAu 

Relation (B.11) implies that the chain is geometrical ly ergodic, i.e., assertion 
( iv)  [151. 

As for assertion (v), note that by Harris ergodicity (B.7) we need to prove 
the result only for the invariant  distr ibution v. By assertion (iii) we have 
F ~ LP(E, v) for all p. By geometric ergodicity (B.4)  we are deal ing with 
a stationary process with exponential  decay of  the strong (or c~-) mix ing  coef- 
ficient. Hence the result follows by  standard results (see, for instance, [15]). 

Theorem B.I is proved. 
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