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Summary. Let $\left(\xi^{N}\right)$ be a sequence of random variables with values in a topological space which satisfy the large deviation principle. For each $M$ and each $N$, let $\Xi^{M, N}$ denote the empirical measure associated with $M$ independent copies of $\xi^{N}$. As a main result, we show that ( $\Xi^{M, N}$ ) also satisfies the large deviation principle as $M, N \rightarrow \infty$. We derive several representations of the associated rate function. These results are then applied to empirical measure processes $\Xi^{M, N}(t)=M^{-1} \sum_{i=1}^{M} \delta_{\xi_{i}^{N}}(t), 0 \leqq t \leqq T$, where $\left(\xi_{1}^{N}(t), \ldots, \xi_{M}^{N}(t)\right)$ is a system of weakly interacting diffusions with noise intensity $1 / N$. This is a continuation of our previous work on the McKean-Vlasov limit and related hierarchical models ([4], [5]).
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## 0 Introduction

In order to introduce the basic idea of multilevel large deviations, we begin with a sequence $\left(\xi^{N}\right)$ of random variables on a probability space $(\Omega, \mathscr{F}, P)$ taking values in a topological space $Y$. We assume that the sequence ( $\xi^{N}$ ) satisfies the large deviation principle (as $N \rightarrow \infty$ ) with scale $\gamma_{N} \rightarrow \infty$ and rate function $J: Y \rightarrow[0, \infty]:$
(i) the level sets $\{y \in Y: J(y) \leqq \rho\}, \rho \geqq 0$, are compact;
(ii) for each open subset $G$ of $Y$,

$$
\liminf _{N \rightarrow \infty} \gamma_{N}^{-1} \log P\left(\xi^{N} \in G\right) \geqq-\inf _{y \in G} J(y) ;
$$

[^0](iii) for each closed subset $F$ of $Y$,
$$
\limsup _{N \rightarrow \infty} \gamma_{N}^{-1} \log P\left(\xi^{N} \in F\right) \leqq-\inf _{y \in F} J(y) .
$$

For each $N$, let $\xi_{1}^{N}, \xi_{2}^{N}, \ldots$ be independent copies of $\xi^{N}$, and denote by $\delta_{\xi_{1}^{Y}}$ the Dirac measure at $\xi_{i}^{N}$. Now consider the empirical measures

$$
\Xi^{M, N}:=\frac{1}{M} \sum_{i=1}^{M} \delta_{\xi_{i}^{N}}
$$

and regard them as random variables with values in $\mathscr{M}(Y)$, the space of Radon probability measures on $Y$ furnished with the topology of weak convergence. The objective of this paper is to show that the empirical measures $\Xi^{M, N}$ satisfy the large deviation principle as $M, N \rightarrow \infty$ and to identify the rate function.

This question was partially motivated by our investigation of hierarchical systems of interacting diffusions. In [6] we studied phenomena such as metastability and nucleation for a class of mean field models of interacting diffusions by applying large deviation methods. Our overall objective is to develop appropriate large deviation techniques for corresponding multi-scale systems. In general, such hierarchical structures reflect more closely than do mean field models both the equilibrium and nonequilibrium behavior of short range models. One of the remarkable features of hierarchical systems is the observation that for large, but finite, system size the corresponding effects are organized in multiple time scales and in fact this provides a caricature of the behavior of short range systems at successively larger spatial scales (see [5], Sect. 5.2).

However, in order to explain the relevant multilevel large deviation problem, we will describe the simpler non-interacting case. Let $\xi(t)$ be a diffusion process on $\mathbb{R}^{d}$ given by an Itô equation of the form

$$
d \xi(t)=b(\xi(t), t) d t+d w(t)
$$

where $w(t)$ denotes $d$-dimensional Brownian motion. For each $N$, let $\xi_{1}^{N}(t), \ldots$, $\xi_{N}^{N}(t)$ be independent copies of $\xi(t)$ with not necessarily coinciding non-random starting points $\xi_{1}^{N}(0), \ldots, \xi_{N}^{N}(0)$ such that $N^{-1} \sum_{j=1}^{N} \delta_{\xi_{j}(0)}$ converges to a measure $v$ in $\mathscr{M}^{I}:=\mathscr{M}\left(\mathbb{R}^{d}\right)$ as $N \rightarrow \infty$. Consider the empirical measure process

$$
\begin{equation*}
\Xi^{N}(t):=\frac{1}{N} \sum_{j=1}^{N} \delta_{\xi j(t)}, \quad 0 \leqq t \leqq T \tag{0.1}
\end{equation*}
$$

In Dawson and Gärtner [4], Theorem 4.5, it was shown that, under mild conditions on the vector field $b$, the sequence $\left(\Xi^{N}(\cdot)\right)$ of $C\left([0, T] ; \mathscr{M}^{I}\right)$-valued random variables satisfies the large deviation principle with scale $N$ and rate function $S_{v}$ given by

$$
S_{v}(\mu(\cdot)):=\frac{1}{2} \int_{0}^{T}\left\|\dot{\mu}(t)-\mathscr{L}_{t}^{*} \mu(t)\right\|_{\mu(t)}^{2} d t
$$

if $\mu(\cdot) \in C\left([0, T] ; \mathscr{M}^{I}\right)$ is absolutely continuous and $\mu(0)=v$ and equal to $+\infty$ otherwise. Here $\mathscr{L}_{t}^{*}$ denotes the formal adjoint of the diffusion operator

$$
\mathscr{L}_{t}:=\frac{1}{2} \sum_{i=1}^{d} \frac{\partial^{2}}{\left(\partial x^{i}\right)^{2}}+\sum_{i=1}^{d} b^{i}(\cdot, t) \frac{\partial}{\partial x^{i}}
$$

associated with $\xi(t)$. Further,

$$
\begin{equation*}
\|\theta\|_{\mu}^{2}:=\sup _{f \in \mathscr{\mathscr { S }}} \frac{|\langle\theta, f\rangle|^{2}}{\left.\left.\langle\mu,| \nabla f\right|^{2}\right\rangle}, \quad \theta \in \mathscr{O}^{\prime}, \tag{0.2}
\end{equation*}
$$

where $\mathscr{D}$ and $\mathscr{D}^{\prime}$ denote the Schwartz space of infinitely differentiable functions with compact support and the corresponding space of distributions, respectively, and $|\nabla f|^{2}=\sum_{i=1}^{d}\left(\partial f / \partial x^{i}\right)^{2}$.

Now consider a two-parameter family $\left\{\xi_{i, j}^{M, N}(t) ; i=1, \ldots, M, j=1, \ldots, N\right\}$ of independent copies of the diffusion process $\xi(t)$. The two-level empirical measure process is defined by

$$
\begin{equation*}
\Xi^{M, N}(t):=\frac{1}{M} \sum_{i=1}^{M} \delta_{\Xi_{i}^{N}(t)}, \quad 0 \leqq t \leqq T \tag{0.3}
\end{equation*}
$$

where, for each $i$,

$$
\Xi_{i}^{N}(t):=\frac{1}{N} \sum_{j=1}^{N} \delta_{\xi_{i, j}^{M}, N}(t), \quad 0 \leqq t \leqq T .
$$

The problem is to show that, if $\Xi^{M, N}(0)$ converges to some measure in $\mathscr{M}^{I I}:=\mathscr{M}\left(\mathscr{M}\left(\mathbb{R}^{d}\right)\right)$ as $M, N \rightarrow \infty$, then the processes $\Xi^{M, N}(\cdot)$ considered as random variables in $C\left([0, T] ; \mathscr{M}^{I I}\right)$ satisfy the large deviation principle as $M, N \rightarrow \infty$ and to find a suitable representation of the rate function. This large deviation problem has a structure similar to that hypothesized above with the additional complication that the processes $\Xi_{1}^{N}(\cdot), \ldots, \Xi_{M}^{N}(\cdot)$ are not identically distributed. The law of the process $\Xi^{M, N}(\cdot)$ depends on the (non-random) initial measure $E^{M, N}(0)$ which may be viewed as an additional parameter. For this reason, our general results on multilevel large deviations will be formulated in terms of parametrized families of probability laws.

Section 1 contains preliminary definitions and results on large deviation systems. In Sect. 22 we will prove the multilevel large deviation theorems and derive several representations of the associated rate functions. These general results can be applied to our empirical measure process ( 0.3 ), but we do not yet have a simple integral representation for the rate function. However, in Sect. 3 we obtain such a representation for a simple caricature of the hierarchical system of diffusions, namely, for independent copies of randomly perturbed dynamical systems. In Sect. 4 we will extend our analysis to perturbed dynamical systems with McKeanVlasov interaction. The Appendix contains some auxiliary proofs which we separated from the main exposition of the material.

In order to provide an introduction to the multilevel large deviation results of Sect. 2, we will now state the main result and sketch the proof in the simple case in which there is no parametrization and in which the space $Y$ consists of a finite number of points, $Y=\left\{y_{1}, \ldots, y_{r}\right\}$. Although the proof of our general large deviation result is much more delicate, it follows the same lines as the proof of Theorem 0.1 below. As before, let $\left(\zeta^{N}\right)$ be a sequence of $Y$-valued random variables. For each $M$ and each $N$, let $\Xi^{M, N}$ denote the empirical measure of $M$ independent copies $\xi_{1}^{N}, \ldots, \xi_{M}^{N}$ of $\xi^{N}$.

Theorem 0.1 Assume that $\left(\xi^{N}\right)$ satisfies the large deviation principle (as $N \rightarrow \infty$ ) with scale $\gamma_{N}$ and rate function $J$. Then $\left(\Xi^{M, N}\right)$ also satisfies the large deviation
principle (as $M, N \rightarrow \infty$ ) having scale $M \gamma_{N}$ and rate function

$$
S(v):=\int_{Y} J(y) v(d y), \quad v \in \mathscr{M}(Y)
$$

Proof. (i) The compactness of the level sets $\{v \in \mathscr{A}(Y): S(v) \leqq \rho\}, \rho \geqq 0$, is obvious in this case.
(ii) Lower large deviation bound. Fix $v \in \mathscr{A}(Y)$ and an open neighborhood $U(v)$ of $v$ arbitrarily. It suffices to show that

$$
\liminf _{M, N \rightarrow \infty} \frac{1}{M \gamma_{N}} \log P\left(\Xi^{M, N} \in U(v)\right) \geqq-S(v) .
$$

We choose a partition of $\{1, \ldots, M\}$ into pairwise disjoint sets $\Lambda_{k}^{M}$ of size $\left|\Lambda_{k}^{M}\right|$, $k=1, \ldots, r$, such that

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \frac{\left|\Lambda_{k}^{M}\right|}{M}=v\left(y_{k}\right), \quad k=1, \ldots, r \tag{0.4}
\end{equation*}
$$

There exists $\varepsilon>0$ such that

$$
\tilde{U}(v):=\left\{\tilde{v} \in \mathscr{M}(Y): \tilde{v}\left(y_{k}\right)>v\left(y_{k}\right)-\varepsilon \text { for all } k\right\} \subseteq U(v)
$$

It is now easy to verify that for large $M$ and all $N$,

$$
\bigcap_{k=1}^{r}\left\{\xi_{i}^{N}=y_{k} \text { for all } i \in \Lambda_{k}^{M}\right\} \subseteq\left\{\Xi^{M, N} \in \tilde{U}(v)\right\}
$$

For these $M$ and $N$,

$$
\begin{align*}
P\left(\Xi^{M, N} \in U(v)\right) & \geqq P\left(\bigcap_{k=1}^{r}\left\{\xi_{i}^{N}=y_{k} \text { for all } i \in \Lambda_{k}^{M}\right\}\right) \\
& =\prod_{k=1}^{r}\left[P\left(\xi^{N}=y_{k}\right)\right]^{\left|A_{k}^{M}\right|} . \tag{0.5}
\end{align*}
$$

Since $\left(\xi^{N}\right)$ satisfies the large deviation principle and the topology of $Y$ is discrete, we have

$$
\lim _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log P\left(\xi^{N} \in A\right)=-\inf _{y \in A} J(y) \quad \text { for each set } A \subseteq Y .
$$

In particular,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log P\left(\xi^{N}=y_{k}\right)=-J\left(y_{k}\right) \text { for } k=1, \ldots, r . \tag{0.6}
\end{equation*}
$$

Combining (0.5) with (0.4) and (0.6), we obtain

$$
\begin{aligned}
& \liminf _{M, N \rightarrow \infty} \frac{1}{M \gamma_{N}} \log P\left(\Xi^{M, N} \in U(v)\right) \\
\geqq & \sum_{k=1}^{r} \liminf _{M, N \rightarrow \infty} \frac{\left|\Lambda_{k}^{M}\right|}{M} \frac{1}{\gamma_{N}} \log P\left(\xi^{N}=y_{k}\right) \\
\geqq & -\sum_{k=1}^{r} v\left(y_{k}\right) J\left(y_{k}\right)=-S(v) .
\end{aligned}
$$

(iii) Upper large deviation bound. Fix $h>0$ arbitrarily. Since $\mathscr{M}(Y)$ is compact, it will be sufficient to show that for each $v \in \mathscr{M}(Y)$ there exists a neighborhood $U(v)$ such that

$$
\begin{equation*}
\limsup _{M, N \rightarrow \infty} \frac{1}{M \gamma_{N}} \log P\left(\Xi^{M, N} \in U(v)\right) \leqq-S(v)+h \tag{0.7}
\end{equation*}
$$

if $S(v)<\infty$ and $\leqq-h$ if $S(v)=\infty$. Assume that $J\left(y_{k}\right)<\infty$ for all $k$ and, in particular, $S(v)<\infty$. Take $U(v):=\{\tilde{v} \in \mathscr{M}(Y): S(\tilde{v})>S(v)-h\}$. Note that $S\left(\Xi^{M, N}\right)=M^{-1} \sum_{i=1}^{M} J\left(\xi_{i}^{N}\right)$. Applying Chebyshev's exponential inequality, we obtain

$$
\begin{aligned}
& P\left(\Xi^{M, N} \in U(v)\right)=P\left(\frac{1}{M} \sum_{i=1}^{M} J\left(\xi_{i}^{N}\right)>S(v)-h\right) \\
\leqq & \exp \left\{-\theta M \gamma_{N}(S(v)-h)\right\} E \exp \left\{\theta \gamma_{N} \sum_{i=1}^{M} J\left(\xi_{i}^{N}\right)\right\} \\
\leqq & \exp \left\{-\theta M \gamma_{N}(S(v)-h)\right\}\left[E \exp \left\{\theta \gamma_{N} J\left(\xi^{N}\right)\right\}\right]^{M}
\end{aligned}
$$

for each $\theta>0$. Thus, in order to prove (0.7), it will be enough to verify that the expectation on the right of the last inequality remains bounded as $N \rightarrow \infty$ for $0<\theta<1$. But, since

$$
\limsup _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log P\left(\xi^{N}=y_{k}\right) \leqq-J\left(y_{k}\right), \quad \text { for } k=1, \ldots, r,
$$

we have

$$
\begin{aligned}
& \limsup _{N \rightarrow \infty} E \exp \left\{\theta \gamma_{N} J\left(\xi^{N}\right)\right\}=\limsup _{N \rightarrow \infty} \sum_{k=1}^{r} \exp \left(\theta \gamma_{N} J\left(y_{k}\right)\right\} P\left(\xi^{N}=y_{k}\right) \\
& \leqq 1 \\
& \text { for } 0<\theta<1
\end{aligned}
$$

To handle the case when $J\left(y_{k}\right)=\infty$ for some $k$, one has to replace $J$ by a function $\tilde{J}$ which coincides with $J$ on $\{y: J(y)<\infty\}$ and which is 'arbitrarily large, but finite' on $\{y: J(y)=\infty\}$. Correspondingly, one has to replace $S$ by $\widetilde{S}(\mu):=\int \widetilde{J}(y) \mu(d y), \mu \in \mathscr{M}(Y)$.

Let us now explain in more detail the application of our large deviation results to interacting diffusions. Formally, the process $\Xi^{N}$ defined by ( 0.1 ) may be associated with the infinite dimensional stochastic equation

$$
\begin{equation*}
d \Xi^{N}(t)=\mathscr{L}_{t}^{*} \Xi^{N}(t) d t+N^{-1 / 2} d M^{N}(t) \tag{0.8}
\end{equation*}
$$

where $\left(M^{N}\right)$ is a sequence of martingale measures with quadratic characteristics which remains 'bounded' as $N \rightarrow \infty$. This suggests the simple caricature of the hierarchical system ( 0.3 ), in which we replace ( 0.8 ) by a finite dimensional analog. More precisely, we consider the randomly perturbed dynamical system

$$
\begin{equation*}
d \xi^{N}(t)=b\left(\xi^{N}(t), t\right) d t+N^{-1 / 2} d w(t), \quad \xi^{N}(0)=x \tag{0.9}
\end{equation*}
$$

in $\mathbb{R}^{d}$ with perturbation parameter $N^{-1 / 2}$. Then, under certain restrictions on the vector field $b$, according to Freidlin and Wentzell [8], Chap. 4, Theorem 1.1, the sequence $\left(\xi^{N}(\cdot)\right)$ of $C\left([0, T] ; \mathbb{R}^{d}\right)$-valued random variables satisfies the large deviation principle with scale $N$ and rate function $I_{x}$ for each starting point $x \in \mathbb{R}^{d}$. The
rate function has the representation

$$
I_{x}(\varphi):=\frac{1}{2} \int_{0}^{T}|\dot{\varphi}(t)-b(\varphi(t), t)|^{2} d t
$$

if $\varphi \in C\left([0, T] ; \mathbb{R}^{d}\right)$ is absolutely continuous and $\varphi(0)=x$ and $I_{x}(\varphi)=\infty$ otherwise. Given non-random starting points $\xi_{1}^{N}(0), \ldots, \xi_{M}^{N}(0)$, let $\xi_{1}^{N}(t), \ldots, \xi_{M}^{N}(t)$ be $M$ independent processes of the form (0.9), and let

$$
\begin{equation*}
\Xi^{M, N}(t):=\frac{1}{M} \sum_{i=1}^{M} \delta_{\xi_{i}^{N}(t)}, \quad 0 \leqq t \leqq T \tag{0.10}
\end{equation*}
$$

denote the associated empirical process. Assume that $\Xi^{M, N}(0) \rightarrow v$ in $\mathscr{M}\left(\mathbb{R}^{d}\right)$ as $M, N \rightarrow \infty$.

As an application of our multilevel large deviation results, we will prove in Sect. 3 that the family $\left(\Xi^{M, N}(\cdot)\right)$ of $C\left([0, T] ; \mathscr{M}\left(\mathbb{R}^{d}\right)\right)$-valued random variables satisfies the large deviation principle (as $M, N \rightarrow \infty$ ) with scale $M N$ and rate function $S_{v}$ given by

$$
\begin{equation*}
S_{v}(\mu(\cdot)):=\frac{1}{2} \int_{0}^{T}\left\|\dot{\mu}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu(t)\right\|_{\mu(t)}^{2} d t \tag{0.11}
\end{equation*}
$$

if $\mu(\cdot)$ is absolutely continuous in $C\left([0, T] ; \mathscr{M}\left(\mathbb{R}^{d}\right)\right)$ and $\mu(0)=v$ and $S_{\nu}(\mu(\cdot))=\infty$ otherwise. Here the norm $\|\cdot\|_{\mu}$ is defined by (0.2) and

$$
\mathscr{L}_{t}^{0}:=\sum_{i=1}^{d} b^{i}(\cdot, t) \frac{\partial}{\partial x^{i}}, \quad 0 \leqq t \leqq T
$$

is the family of differential operators associated with the unperturbed dynamical system

$$
\dot{\varphi}(t)=b(\varphi(t), t) .
$$

It may be noted that, for fixed $N$, the large deviation results of our previous paper [4] show that the family $\left(\Xi^{M, N}(\cdot)\right)$ satisfies the large deviation principle as $M \rightarrow \infty$ with scale $M$ and rate function $N S_{v}^{N}$, where $S_{v}^{N}$ is defined by (0.11) except that $\mathscr{L}_{t}^{0}$ is replaced by the generator associated with (0.9). As a special case of Theorem 2.9 to be proved below, it will follow that these large deviation bounds are 'uniform' in $N$ and that $S_{v}^{N}$ converges in some sense (but not pointwise!) to the rate function for $\left(\Xi^{M, N}(\cdot)\right)$ as $M, N \rightarrow \infty$. However, in order to identify this rate function with ( 0.11 ) under a natural set of weak hypotheses involves a number of nontrivial technical steps carried out in the Sects. 3.2 and 3.3.

Finally, in Sect. 4 we will extend the above result to the corresponding system with mean-field interaction

$$
d \xi_{i}^{N}(t)=b\left(\xi_{i}^{N}(t) ; \Xi^{M, N}(t)\right) d t+N^{-1 / 2} d w_{i}(t), \quad i=1, \ldots, M
$$

where $\Xi^{M, N}(t)$ is again defined by $(0.10)$ and $w_{1}(t), \ldots, w_{M}(t)$ are independent $d$-dimensional Wiener processes. As in Dawson and Gärtner [4] and Gärtner [9], in order to treat unbounded drift coefficients $b$, we consider the processes $\Xi^{M, N}(\cdot)$ as random variables with values in the space $C\left([0, T] ; \mathscr{A}_{\infty}\right)$, where $\mathscr{M}_{\infty}$ is a subset of $\mathscr{M}\left(\mathbb{R}^{d}\right)$ furnished with an 'inductive' topology. More precisely, we introduce a smooth function $\psi: \mathbb{R}^{d} \rightarrow[0, \infty)$ with $\psi(x) \rightarrow \infty$ as $|x| \rightarrow \infty$ depending on the
'growth of $b$ at infinity', set $\mathscr{M}_{R}:=\left\{v \in \mathscr{M}\left(\mathbb{R}^{d}\right): \int \psi d v \leqq R\right\}, R>0$, define

$$
\mathscr{M}_{\infty}:=\bigcup_{R>0} \mathscr{M}_{R},
$$

and equip this space with the strongest topology which induces the weak topology on $\mathscr{A}_{\mathrm{R}}$ for each $R>0$. The space $\mathscr{M}_{\infty}$ is not metrizable but satisfies a weak metrizability hypothesis formulated in Sect. 22. Refer to Appendix B in Gärtner [9] for a detailed discussion of the 'inductive' topology and the properties of $\mathscr{M}_{\infty}$ and $C\left([0, T] ; \mathscr{M}_{\infty}\right)$.

Let the drift coefficient $b: \mathbb{R}^{d} \times \mathscr{M}_{\infty} \rightarrow \mathbb{R}^{d}$ be continuous and satisfy assumptions analogous to that in Dawson and Gärtner [4], Sect. 5. Suppose that the nonrandom initial measures $E^{M, N}(0)$ converge to a measure $v$ in $\mathscr{M}_{\infty}$. Then we show that $\left(E^{M, N}(\cdot)\right)$ again satisfies the large deviation principle with scale $M N$ and rate function $S_{v}$, where $S_{v}$ is now defined by ( 0.11 ) with the operator $\mathscr{L}_{t}^{0}$ replaced by

$$
\mathscr{L}^{0}(\mu(t)):=\sum_{i=1}^{d} b^{i}(\cdot ; \mu(t)) \frac{\partial}{\partial x^{i}} .
$$

The proof of this result is based on a reduction to a system of independent diffusions along the lines of Sect. 5 of Dawson and Gärtner [4]. At the end of this section we will briefly consider the corresponding McKean-Vlasov equations.

In the situation considered here, the process $\xi^{N}(t)$ lives in the metric space $\mathbb{R}^{d}$. But in the case of the interacting hierarchical model mentioned above, the role of $\xi^{N}(t)$ is played by an empirical measure process $\Xi^{N}(t)$ which lives in the nonmetrizable space $\mathscr{M}_{\infty}$. Although the results will not be used in this generality in Sect. 3 of this paper, the latter fact has motivated the development of our main results for families of probability laws on a space $Y$ which are parametrized by a space $X$, where $X$ and $Y$ are not necessarily metrizable. It should be noted that this introduces a number of technical complications which would not arise in the metrizable case.

## Frequently used notation

By $\mathbb{N}$ and $\mathbb{R}^{d}$ we will denote the set of natural numbers and the $d$-dimensional Euclidean space, respectively.

Given a Hausdorff topological space $X$, we will denote by $C_{b}(X)$ and $\mathscr{M}(X)$ the space of real-valued bounded continuous functions on $X$ with the supremum norm $\|\cdot\|$ and the space of Radon probability measures on the Borel $\sigma$-field $\mathscr{B}(X)$ of $X$ furnished with the topology of weak convergence, respectively. By $\langle v, f\rangle$ we will abbreviate the integral of $f \in C_{b}(X)$ with respect to $v \in \mathscr{M}(X)$. By $\delta_{x}$ we will denote the Dirac measure at $x \in X$.
$C([0, T] ; X)$ will stand for the space of continuous functions $[0, T] \rightarrow X$. If $X$ is a Polish space, then $C([0, T] ; X)$ will be endowed with the uniform topology corresponding to a complete separable metric on $X$.

We will use the abbreviations $\mathscr{M}:=\mathscr{M}\left(\mathbb{R}^{d}\right), C_{b}:=C_{b}\left(\mathbb{R}^{d}\right), C_{0, T}:=C\left([0, T] ; \mathbb{R}^{d}\right)$, and $\mathscr{C}_{0, T}:=C\left([0, T] ; \mathscr{M}\left(\mathbb{R}^{d}\right)\right)$.
By $\mathscr{D}$ we will denote the Schwartz space of infinitely differentiable functions $\mathbb{R}^{d} \rightarrow \mathbb{R}$ with compact support equipped with the usual inductive topology. The corresponding space of real distributions will be denoted by $\mathscr{D}^{\prime}$.

Finally, $\bar{A}$ and $\mathrm{II}_{A}$ will stand for the closure and the indicator function of a set $A$, respectively.

## 1 Large deviation systems

Let $X$ and $Y$ denote Hausdorff topological spaces, and let ( $X_{N}$ ) be a sequence of subsets of $X$. A sequence $\left(x_{N}\right)$ of points in $X$ will be called an $X_{N}$-sequence if $x_{N} \in X_{N}$ for each $N$. We will assume throughout that each point in $X$ is the limit of an $X_{N}$-sequence.

Let $\Pi=\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ be a family of Radon probability measures on $Y$. (A probability measure $v$ on the Borel $\sigma$-field of a Hausdorff space is called a Radon measure if $v(A)=\sup \{v(K): K \subseteq A, K$ compact $\}$ for each Borel set $A$.) Let $I$ be a function on $X \times Y$ taking values in $[0, \infty]$, and introduce the notation

$$
I(x ; A):=\inf \{I(x ; y): y \in A\}, \quad x \in X, A \subseteq Y
$$

Finally, let $\left(\gamma_{N}\right)$ be a sequence of positive numbers tending to infinity as $N \rightarrow \infty$.
Definition 1.1 We will say that $\Pi$ is a large deviation system with rate function $I$ and scale $\gamma_{N}$ if the following conditions are satisfied:
(i) compactness of the level sets: for each $x \in X$ and each $\rho \geqq 0$ the set

$$
\Phi(x ; \rho):=\{y \in Y: I(x ; y) \leqq \rho\}
$$

is compact (and, in particular, non-empty);
(ii) lower large deviation bound:

$$
\liminf _{N \rightarrow \infty} \gamma_{N}^{-1} \log P_{x_{N}}^{N}(G) \geqq-I(x ; G)
$$

for each open set $G$ in $Y$, each $x \in X$, and each $X_{N}$-sequence $\left(x_{N}\right)$ tending to $x$;
(iii) upper large deviation bound:

$$
\limsup _{N \rightarrow \infty} \gamma_{N}^{-1} \log P_{x_{N}}^{N}(F) \leqq-I(x ; F)
$$

for each closed set $F$ in $Y$, each $x \in X$, and each $X_{N}$-sequence $\left(x_{N}\right)$ tending to $x$. Given $A \subseteq X$ and $\rho \geqq 0$, we define

$$
\Phi(A ; \rho):=\bigcup_{x \in A} \Phi(x ; \rho)
$$

Sometimes we will assume in addition that the level sets $\Phi(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$.

Definition 1.2 Suppose that we are given in addition a surjective continuous map $\pi: Y \rightarrow X$ such that

$$
P_{x}^{N}\left(\pi^{-1}\{x\}\right)=1 \quad \text { for each } N \in \mathbb{N} \text { and all } x \in X_{N}
$$

Then we will say that the family $\Pi$ forms a special large deviation system (with respect to $\pi$ ) having rate function $J: Y \rightarrow[0, \infty]$ and scale $\gamma_{N}$ if $\Pi$ is a large deviation system with scale $\gamma_{N}$ and rate function

$$
I(x ; y):=\left\{\begin{array}{lc}
J(y) & \text { if } \pi(y)=x  \tag{1.1}\\
+\infty & \text { otherwise }
\end{array}\right.
$$

Note that the level sets $\Phi(K ; \rho)$ associated with the rate function (1.1) are of the form

$$
\begin{equation*}
\Phi(K ; \rho)=\{y \in Y: \pi(y) \in K, J(y) \leqq \rho\} . \tag{1.2}
\end{equation*}
$$

A typical example we have in mind is the situation when $X$ is a Polish space, $Y=C([0, T] ; X), X_{N}=X$ for all $N, \pi(y(\cdot))=y(0)$, and $\left\{P_{x}^{N} ; x \in X\right\}$ is a Markov family of probability laws on $Y$ for each $N$.

Formally, the notion of a large deviation system is more general than that of a special large deviation system, since in the first case the supports of the measures $P_{x}^{N}$ are not assumed to be disjoint for different $x$. Nevertheless, each large deviation system may be regarded as a special large deviation system. To explain this, let $\Pi=\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ be a family of Radon probability measures on $Y$. Given $N \in \mathbb{N}$ and $x \in X_{N}$, let us denote by $\tilde{P}_{x}^{N}$ the unique extension of the product measure $\delta_{x} \otimes P_{x}^{N}$ to a Radon probability measure on $\tilde{Y}:=X \times Y$. (Here $\delta_{x}$ denotes the Dirac measure at $x$. For Radon extensions see Schwartz [14], Chap. 1, Theorem 17.) We further denote by $\tilde{\pi}$ the canonical projection of $X \times Y$ onto $X$. Clearly

$$
\tilde{P}_{x}^{N}\left(\tilde{\pi}^{-1}\{x\}\right)=1 \quad \text { for each } N \in \mathbb{N} \text { and all } x \in X_{N}
$$

Let $\tilde{\Pi}$ denote the family of measures $\tilde{P}_{x}^{N}, x \in X_{N}, N \in \mathbb{N}$.
Theorem 1.3 $\Pi$ is a large deviation system if and only if $\tilde{\Pi}$ is a special large deviation system (with respect to $\tilde{\pi}$ ) having the same scale and the same rate function.

Proof. a) Assume that $\Pi$ is a large deviation system with scale $\gamma_{N}$ and rate function $I$. We must show that $\tilde{\Pi}$ is a large deviation system with the same scale and rate function $\tilde{I}: X \times \tilde{Y} \rightarrow[0, \infty]$ defined by

$$
\tilde{I}\left(x_{0} ;(x, y)\right):=\left\{\begin{array}{cl}
I(x ; y) & \text { if } x=x_{0} \\
+\infty & \text { otherwise }
\end{array}\right.
$$

$1^{0}$ Let $\Phi(x ; \rho)$ and $\tilde{\Phi}(x ; \rho)$ denote the level sets associated with $I$ and $\tilde{I}$, respectively. Since the sets $\Phi(x ; \rho)$ are compact and $\tilde{\Phi}(x ; \rho)=\{x\} \times \Phi(x ; \rho)$, the level sets $\tilde{\Phi}(x ; \rho)$, $x \in X, \rho \geqq 0$, are also compact.
$2^{\circ}$ We next derive the lower large deviation bound for $\tilde{\Pi}$. Given $(x, y) \in X \times Y$ and open neighborhoods $U$ and $V$ of $x$ and $y$, respectively, it suffices to check that

$$
\liminf _{N \rightarrow \infty} \gamma_{N}^{-1} \log \tilde{P}_{x_{N}}^{N}(U \times V) \geqq-I(x ; y)
$$

for each $X_{N}$-sequence ( $x_{N}$ ) tending to $x$ (cf. e.g. Freidlin and Wentzell [8], Chap. 3, Theorem 3.3). But this is immediate from the definition of $\tilde{P}_{x_{v}}^{N}$ and the lower large deviation bound for the measures $P_{x_{x}}^{N}$.
$3^{0}$ To derive the upper large deviation bound for $\tilde{\Pi}$, we fix $x \in X$, an $X_{N^{-}}$ sequence ( $x_{N}$ ) with $x_{N} \rightarrow x$, and a closed subset $F$ of $X \times Y$ arbitrarily. We must check that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \gamma_{N}^{-1} \log \tilde{P}_{x_{N}}^{N}(F) \leqq-\rho \tag{1.3}
\end{equation*}
$$

for each $\rho \geqq 0$ with $F \cap \tilde{\Phi}(x ; \rho)=\emptyset$. Let therefore $\rho \geqq 0$ be such that $F \cap \tilde{\Phi}(x ; \rho)=\emptyset$ (provided that such $\rho$ exists at all). Since $\Phi(x ; \rho)$ is compact and $\widetilde{\Phi}(x ; \rho)=\{x\} \times \Phi(x ; \rho)$, we find open neighborhoods $U$ and $W$ of $x$ and $\Phi(x ; \rho)$, respectively, such that $U \times W$ does not intersect $F$. Thus, for sufficiently large $N$,

$$
\tilde{P}_{x_{N}}^{N}(F) \leqq \tilde{P}_{x_{N}}^{N}\left((U \times W)^{c}\right)=P_{x_{N}}^{N}\left(W^{c}\right) .
$$

(The upper index $c$ denotes the operation of taking the complement.) Hence, applying the upper large deviation bound for the probabilities on the right, we arrive at (1.3).
b) Suppose that $\tilde{\Pi}$ is a special large deviation system (with respect to $\tilde{\pi}$ ). Since, for each $N$ and each $x \in X_{N}, P_{x}^{N}$ is the image of the measure $\widetilde{P}_{x}^{N}$ with respect to the canonical projection $X \times Y \rightarrow Y$, an application of the 'contraction principle' (see e.g. Varadhan [17], Theorem 2.4) yields that $\Pi_{\tilde{\Pi}}$ is a large deviation system having the same scale and the same rate function as $\tilde{\Pi}$.

Fix a compact subset $K$ of $X$ and $\rho \geqq 0$ arbitrarily, and consider the level sets

$$
\Phi(K ; \rho)=\{y \in Y: I(x ; y) \leqq \rho \text { for some } x \in K\}
$$

and

$$
\tilde{\Phi}(K ; \rho)=\{(x, y) \in X \times Y: x \in K, I(x ; y) \leqq \rho\}
$$

associated with the large deviation systems $\Pi$ and $\tilde{\Pi}$, respectively. Since $\Phi(K ; \rho)$ is the continuous image of $\tilde{\Phi}(K ; \rho)$ with respect to the projection $\tilde{\pi}$, the compactness of $\tilde{\Phi}(K ; \rho)$ implies the compactness of $\Phi(K ; \rho)$. On the other hand, $\tilde{\Phi}(K ; \rho) \subseteq K \times \Phi(K ; \rho)$. Therefore, the compactness of $\Phi(K ; \rho)$ implies at least the relative compactness of $\tilde{\Phi}(K ; \rho)$. In the next lemma we will see that $\tilde{\Phi}(K ; \rho)$ is compact under the following additional assumption on $X$ and $\left(X_{N}\right)$.

Countability Hypothesis.
For each compact subset $K$ of $X$ there exists a set $X(K), K \subseteq X(K) \subseteq X$, such that each point of $K$ has a countable base of neighborhoods in $X(K)$ and is the limit of an $X_{N}$-sequence which belongs to $X(K)$ for all but finitely many terms.

Note that this hypothesis is fulfilled if $X$ satisfies the first countability axiom.
Lemma 1.4 Let the Countability Hypothesis be fulfilled. Assume that $\Pi$ is a large deviation system with rate function $I$ and scale $\gamma_{N}$. Given a compact subset $K$ of $X$ and $\rho \geqq 0$, suppose that the level set $\Phi(K ; \rho)$ is compact. Then $\tilde{\Phi}(K ; \rho)$ is also compact. In particular, $I$ is lower semi-continuous on $K \times Y$ for each compact subset $K$ of $X$.

Proof. The level set

$$
\begin{equation*}
\tilde{\Phi}(K ; \rho)=(K \times Y) \cap\{I \leqq \rho\} \tag{1.4}
\end{equation*}
$$

is a subset of the compact $K \times \Phi(K ; \rho)$. It is thus sufficient to show that (1.4) is closed in $K \times Y$. To this end we fix $\varepsilon>0$ and $\left(x_{0}, y_{0}\right) \in K \times Y$ arbitrarily. It will be enough to check that there exist open neighborhoods $U$ and $V$ of $x_{0}$ and $y_{0}$, respectively, such that

$$
\begin{equation*}
\inf \{I(x ; y): x \in U \cap K, y \in V\} \geqq I\left(x_{0}, y_{0}\right)-\varepsilon . \tag{1.5}
\end{equation*}
$$

Set $\rho_{0}:=I\left(x_{0}, y_{0}\right)-\varepsilon / 2$ and assume without loss of generality that $\rho_{0} \geqq 0$. Since $\Phi\left(x_{0} ; \rho_{0}\right)$ is compact and does not contain $y_{0}$, there exist disjoint open neighborhoods $V$ and $W$ of $y_{0}$ and $\Phi\left(x_{0} ; \rho_{0}\right)$, respectively. Applying the upper large deviation bound for $\Pi$ to the complement of $W$, we find that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \gamma_{N}^{-1} \log P_{x_{N}}^{N}(V) \leqq-\rho_{0} \tag{1.6}
\end{equation*}
$$

for each $X_{N}$-sequence ( $x_{N}$ ) tending to $x_{0}$. From this and the Countability Hypothesis we conclude that there exists an open neighborhood $U$ of $x_{0}$ such that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \gamma_{N}^{-1} \log \sup _{x \in U \cap X(K) \cap X_{N}} P_{x}^{N}(V) \leqq-\rho_{0}+\varepsilon / 2 . \tag{1.7}
\end{equation*}
$$

Indeed, otherwise the opposite inequality is true for all sets $U$ from a countable base ( $U_{n}$ ) of open neighborhoods of $x_{0}$ in $X(K)$. But then we would find natural numbers $N_{k} \rightarrow \infty$ and points $x_{N_{k}} \in U_{k} \cap X(K) \cap X_{N_{k}}$ such that (1.6) is violated for the subsequence ( $\left(x_{N_{k}}\right)$ although $x_{N_{k}} \rightarrow x_{0}$.

Now choose $x \in U \cap K$ arbitrarily. Because of the Countability Hypothesis, we find an $X_{N}$-sequence ( $x_{N}$ ) which tends to $x$ and belongs to $U \cap X(K)$ for all but finitely many terms. Applying the lower large deviation bound for $P_{x_{N}}^{N}(V)$ and combining it with (1.7), we obtain

$$
-I(x ; V) \leqq-\rho_{0}+\varepsilon / 2=-I\left(x_{0} ; y_{0}\right)+\varepsilon \quad \text { for all } x \in U \cap K .
$$

This finally yields (1.5).
To pass from (1.6) to (1.7) we switched from a 'sequential' description of the large deviation bound to a 'topological' description. Similar arguments will be used in particular in Sect. 2 without further explanation.

In the rest of this section we collect some further properties of rate functions which will be used in the subsequent sections.

A subset of a Hausdorff space $Z$ is called universally measurable if it belongs to the $\mu$-completion of the Borel $\sigma$-field of $Z$ for each Radon probability measure $\mu$ on $Z$. A function $f: Z \rightarrow \overline{\mathbb{R}}$ is called sequentially lower semi-continuous if $f(z) \leqq \liminf f\left(z_{n}\right)$ for each sequence $\left(z_{n}\right)$ in $Z$ with $z_{n} \rightarrow z$. If $Z$ satisfies the first countability axiom, then a function $f: Z \rightarrow \mathbb{R} \cup\{+\infty\}$ is lower semi-continuous iff it is sequentially lower semi-continuous.

Lemma 1.5 a) Assume that $\Pi$ is a special large deviation system with rate function J: $Y \rightarrow[0, \infty]$, and suppose that the associated level sets $\Phi(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$. Then $J$ is sequentially lower semi-continuous and universally measurable.
b) Let the Countability Hypothesis be satisfied. Assume that $\Pi$ is a large deviation system with rate function I: $X \times Y \rightarrow[0, \infty]$, and suppose that the associated level sets $\Phi(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$. Then I is sequentially lower semi-continuous and universally measurable.

Proof. a) For each compact set $K \subseteq X$, the sets $\Phi(K ; \rho), \rho \geqq 0$, are closed, i.e. the restriction of $J$ to $\pi^{-1}(K)$ is lower semi-continuous. Since each converging sequence in $Y$ is contained in $\pi^{-1}(K)$ for some compact subset $K$ of $X$, this implies the sequential lower semi-continuity of $J$.

Fix a Radon probability measure $v$ on $Y$ arbitrarily. Let $\left(K_{r}\right)$ be an increasing sequence of compact subsets of $X$ such that the Radon measure $v \circ \pi^{-1}$ is concentrated on $\cup K_{r}$. Then $v$ is concentrated on $\cup \pi^{-1}\left(K_{r}\right)$ and

$$
\bigcup_{r=1}^{\infty} \Phi\left(K_{r} ; \rho\right) \subseteq\{J \leqq \rho\} \subseteq \bigcup_{r=1}^{\infty} \Phi\left(K_{r} ; \rho\right) \cup\left(Y \backslash \bigcup_{r=1}^{\infty} \pi^{-1}\left(K_{r}\right)\right)
$$

for each $\rho \geqq 0$. Since the sets $\Phi\left(K_{r} ; \rho\right)$ are Borel measurable, this proves the universal measurability of $J$.
b) This is a consequence of a). Indeed, we know from Theorem 1.3 that $I$ is the rate function of a special large deviation system. Moreover, Lemma 1.4 tells us that the associated level sets $\tilde{\Phi}(K ; \rho)$ are compact.

In the next lemma we will assume in addition that the space $Y$ is regular. Then, in particular, each open subset $G$ of $Y$ is the union of the closures $\bar{A}$ of all open sets $A$ with $\bar{A} \subseteq G$.

Lemma 1.6 Assume that $X$ satisfies the Countability Hypothesis and $Y$ is regular. Let $\Pi=\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ be a large deviation system with rate function $I$ and scale $\gamma_{N}$, and suppose that the associated level sets $\Phi(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$. Then the following assertions are valid.
a) For each open subset $G$ of $Y$ the function $I(\cdot ; G)$ is sequentially upper semi-continuous and universally measurable.
b) For each closed subset $F$ of $Y$ the function $I(\cdot ; F)$ is sequentially lower semi-continuous and universally measurable.
c) For each bounded continuous function $g: Y \rightarrow \mathbb{R}$ the function

$$
h_{g}(x):=\sup _{y \in Y}[g(y)-I(x ; y)], \quad x \in X
$$

is bounded, sequentially continuous, and universally measurable.
Proof. Let $f: X \rightarrow \overline{\mathbb{R}}$ be a sequentially lower semi-continuous function. By the Countability Hypothesis, each compact subspace of $X$ satisfies the first countability axiom. Consequently, the set $\{f \leqq \rho\} \cap K$ is closed (and, hence, Borel measurable) for each $\rho \in \mathbb{R}$ and each compact set $K \subseteq X$. This implies the universal measurability of $f$ (cf. the proof of Lemma 1.5 a)). This also shows that each sequentially upper semi-continuous and each sequentially continuous function on $X$ is universally measurable.
a) Let $\left(x_{n}\right)$ be a sequence in $X$ with $x_{n} \rightarrow x$, and let $K$ be a compact subset of $X$ containing $\left(x_{n}\right)$. Given an open subset $A$ of $Y$ and $h>0$, we find an open neighborhood $U(x)$ of $x$ such that

$$
-I(x ; A)-h \leqq \liminf _{N \rightarrow \infty} \gamma_{N}^{-1} \log \inf _{\tilde{x} \in U(x) \cap К \cap X_{N}} P_{\tilde{x}}^{N}(A) .
$$

This is a consequence of the lower large deviation bound and the Countability Hypothesis. Applying the upper large deviation bound to $P_{\hat{x}}^{N}(\bar{A})$, we see that the expression on the right does not exceed

$$
-\sup _{\tilde{x} \in U(x) \cap K} I(\tilde{x} ; \bar{A}) .
$$

This shows that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} I\left(x_{n} ; \bar{A}\right) \leqq I(x ; A) \tag{1.8}
\end{equation*}
$$

for each open set $A \subseteq Y$.
Now let $G$ be an arbitrary open subset of $Y$. Then (1.8) implies that

$$
\limsup _{n \rightarrow \infty} I\left(x_{n} ; G\right) \leqq I(x ; A)
$$

for each open set $A$ with $\bar{A} \subseteq G$. Because of the regularity of $Y$, this yields

$$
\limsup _{n \rightarrow \infty} I\left(x_{n} ; G\right) \leqq I(x ; G),
$$

i.e. $I(\cdot ; G)$ is sequentially lower semi-continuous.
b) Let $\left(x_{n}\right)$ be a sequence in $X$ with $x_{n} \rightarrow x$, and let $K$ be a compact subset of $X$ containing $\left(x_{n}\right)$. We must show that

$$
\begin{equation*}
I(x ; F) \leqq \liminf _{n \rightarrow \infty} I\left(x_{n} ; F\right) \tag{1.9}
\end{equation*}
$$

for each closed subset $F$ of $Y$. It suffices to prove (1.9) for $F \cap \Phi(K ; \rho)$ instead of $F$ with $\rho>\liminf _{n \rightarrow \infty} I\left(x_{n} ; F\right)$. We can and will therefore assume that $F$ is compact.

Fix $\varepsilon>0$ arbitrarily. Since $I$ is lower semi-continuous on $K \times Y$ (see Lemma 1.4), we find for each point $y$ in $Y$ open neighborhoods $U_{y}$ and $V_{y}$ of $x$ and $y$, respectively, such that

$$
I(\tilde{x} ; \tilde{y})>I(x ; y)-\varepsilon \quad \text { for all }(\tilde{x}, \tilde{y}) \in\left(U_{y} \cap K\right) \times V_{y}
$$

Now select a finite covering of $F$ by sets $V_{k}:=V_{y_{k}}(k=1, \ldots, r)$ with $y_{1}, \ldots, y_{r} \in F$ and put $U:=\bigcap_{k=1}^{r} U_{y_{k}}$. Then for all sufficiently large $n, x_{n}$ belongs to $U \cap K$ and therefore

$$
I\left(x_{n} ; F\right)=\min _{1 \leqq k \leqq r} I\left(x_{n} ; F \cap V_{k}\right) \geqq \min _{1 \leqq k \leqq r} I\left(x ; y_{k}\right)-\varepsilon \geqq I(x ; F)-\varepsilon .
$$

This proves (1.9).
c) Again, let $\left(x_{n}\right)$ be a sequence in $X$ with $x_{n} \rightarrow x$, and let $K$ be a compact subset of $X$ containing $\left(x_{n}\right)$. Since $I \geqq 0$ and $I(x ; Y)=0$ for each $x \in X$, we have

$$
\inf g \leqq h_{g} \leqq \sup g
$$

In particular, $h_{g}$ is bounded. This also shows that

$$
h_{g}(\tilde{x})=\sup _{y \in \Phi(K ; \rho)}[g(y)-I(\tilde{x} ; y)], \quad \tilde{x} \in K
$$

for $\rho>\sup g-\inf g$.
Fix $\varepsilon>0$ arbitrarily and choose a finite covering of $\Phi(K ; \rho)$ by open neighborhoods $W\left(y_{1}\right), \ldots, W\left(y_{r}\right)$ of $y_{1}, \ldots, y_{r}$, respectively, such that

$$
\sup _{y \in \overline{W\left(y_{k}\right)}}\left|g(y)-g\left(y_{k}\right)\right|<\varepsilon / 2 \quad \text { for } k=1, \ldots, r
$$

(Here we have used the regularity of $Y$.) Then

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} h_{g}\left(x_{n}\right) & =\liminf _{n \rightarrow \infty} \max _{1 \leqq k \leqq r} \sup _{y \in W\left(y_{k}\right)}\left[g(y)-I\left(x_{n} ; y\right)\right] \\
& \geqq \liminf _{n \rightarrow \infty} \max _{1 \leqq k \leqq r}\left[g\left(y_{k}\right)-I\left(x_{n} ; W\left(y_{k}\right)\right)\right]-\varepsilon / 2 .
\end{aligned}
$$

It follows from assertion a) that the maximum on the right is sequentially lower semi-continuous. We can therefore continue as follows:

$$
\begin{aligned}
& \geqq \max _{1 \leqq k \leqq r}\left[g\left(y_{k}\right)-I\left(x ; W\left(y_{k}\right)\right)\right]-\varepsilon / 2 \\
& \geqq \max _{1 \leqq k \leqq r} \sup _{y \in W\left(y_{k}\right)}[g(y)-I(x ; y)]-\varepsilon \\
& =h_{g}(x)-\varepsilon
\end{aligned}
$$

This proves the sequential lower semi-continuity of $h_{g}$.
It remains to show that $h_{g}$ is sequentially upper semi-continuous. Using assertion b), we obtain

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} h_{g}\left(x_{n}\right)=\limsup _{n \rightarrow \infty} \max _{1 \leqq k \leqq r} \sup _{y \in \overline{W\left(y_{k}\right)}}\left[g(y)-I\left(x_{n} ; y\right)\right] \\
& \quad \leqq \limsup _{n \rightarrow \infty} \max _{1 \leqq k \leqq r}\left[g\left(y_{k}\right)-I\left(x_{n} ; \overline{W\left(y_{k}\right)}\right)\right]+\varepsilon / 2 \\
& \quad=\max _{1 \leqq k \leqq r}\left[g\left(y_{k}\right)-\liminf _{n \rightarrow \infty} I\left(x_{n} ; \overline{W\left(y_{k}\right)}\right)\right]+\varepsilon / 2 \\
& \quad \leqq \max _{1 \leqq k \leqq r}\left[g\left(y_{k}\right)-I\left(x ; \overline{W\left(y_{k}\right)}\right)\right]+\varepsilon / 2 \\
& \quad \leqq h_{g}(x)+\varepsilon
\end{aligned}
$$

and we are done.
We remark that the results of this section are applicable to families of Radon probability measures indexed by an arbitrary directed set instead of $\mathbb{N}$.

## 2 Multilevel large deviations

The aim of this section is to study large deviations for empirical measures of independent copies of random variables which themselves satisfy the large deviation principle. Before formulating the precise results (Theorems 2.1, 2.2, 2.7, and 2.9 below), we introduce the necessary notation.

Throughout this section, $X$ and $Y$ are completely regular Hausdorff spaces, and $\left(X_{N}\right)$ is a sequence of subsets of $X$ such that each point in $X$ is the limit of an $X_{N}$-sequence. By $\mathscr{M}(X)$ and $\mathscr{M}(Y)$ we denote the spaces of Radon probability measures on $X$ and $Y$, respectively, furnished with the topology of weak convergence. $\mathscr{M}(X)$ and $\mathscr{M}(Y)$ are also completely regular Hausdorff spaces. Concerning this and further topological properties of the spaces $\mathscr{M}(X)$ and $\mathscr{M}(Y)$, the reader is referred to Topsøe [16]. The main reason for restricting ourselves to completely regular spaces is that the theory of weak convergence of probability measures is well-established on such spaces. But at a few places we will also make explicit use of the complete regularity.

Let $C_{b}(X)$ and $C_{b}(Y)$ denote the spaces of bounded continuous functions on $X$ and $Y$, respectively, equipped with the sup-norm $\|\cdot\|$. Given $\mu \in \mathscr{M}(X)$ and $f \in C_{b}(X),\langle\mu, f\rangle$ will stand for the integral of $f$ with respect to $\mu$. Correspondingly we define $\langle\nu, g\rangle$ for $v \in \mathscr{A}(Y)$ and $g \in C_{b}(Y)$. By $\bar{A}$ and $\mathbb{I}_{A}$ we will denote the closure and the indicator function of a set $A$, respectively.

Throughout this section we will assume that the following hypotheses are satisfied.

Metrizability Hypothesis.
For each compact subset $K$ of $X$ there exists a metrizable set $X(K), K \subseteq X(K) \subseteq X$, such that each point of $K$ is the limit of an $X_{N}$-sequence which belongs to $X(K)$ for all but finitely many terms.

## Tightness Hypothesis.

Each converging sequence in $\mathscr{M}(X)$ is tight.
Note that the Metrizability Hypothesis implies the Countability Hypothesis of Sect. 1. The class of spaces $X$ which fulfill the Tightness Hypothesis contains all metrizable spaces, all spaces which satisfy the second countability axiom, and all locally compact spaces (cf.Topsøe [16], Theorem 9.3). In particular, both hypotheses are satisfied in the case when $X$ is a Polish space.

Given $M, N \in \mathbb{N}$, we denote by $\mathscr{M}^{M, N}(X)$ the subset of $\mathscr{M}(X)$ consisting of $M$-point empirical measures on $X_{N}$, i.e.

$$
\mathscr{M}^{M, N}(X):=\left\{M^{-1} \sum_{m=1}^{M} \delta_{x_{m}}: x_{1}, \ldots, x_{M} \in X_{N}\right\}
$$

where $\delta_{x}$ is the Dirac measure at $x$. Each element of $\mathscr{M}(X)$ is the limit of an $\mathscr{M}^{M, N}(X)$-sequence as $M, N \rightarrow \infty$. The proof of this fact relies on the Metrizability Hypothesis and will be given in Appendix A.1.

### 2.1 Main result

Let $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ be a family of Radon probability measures on $Y$. By $\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ we denote the family of Radon probability laws on $\mathscr{M}(Y)$ associated with the empirical measures of independent copies of $Y$-valued random variables with laws $P_{x}^{N}$. More precisely, given $\mu=M^{-1} \sum_{m=1}^{M} \delta_{x_{m}}$ $\left(x_{1}, \ldots, \mathrm{x}_{M} \in X_{N}\right), \mathscr{P}_{\mu}^{M, N}$ is the image of the Radon extension of the product measure $P_{x_{1}}^{N} \otimes \cdots \otimes P_{x_{M}}^{N}$ with respect to the continuous map

$$
Y^{M} \in\left(y_{1}, \ldots, y_{M}\right) \mapsto M^{-1} \sum_{m=1}^{M} \delta_{y_{m}} \in \mathscr{M}(Y)
$$

Let $\pi$ : $Y \rightarrow X$ be a surjective continuous map, and denote by $\hat{\pi}$ the induced map $\mathscr{M}(Y) \rightarrow \mathscr{M}(X)$ defined by $\hat{\pi}(v):=v \circ \pi^{-1}, v \in \mathscr{M}(Y)$, which is also continuous.

We first formulate our result for special large deviation systems and then extend it to 'general' large deviation systems.

Theorem 2.1 Assume that $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ is a special large deviation system (with respect to $\pi$ ) having rate function $J$ and scale $\gamma_{N}$ and that the associated level sets $\Phi(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$. Then $\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ is a special large deviation system (with respect to $\hat{\pi}$ ) with rate function

$$
\begin{equation*}
S(v):=\int_{Y} J(y) v(d y), \quad v \in \mathscr{M}(Y) \tag{2.1}
\end{equation*}
$$

and scale $M \gamma_{N}$ as $M, N \rightarrow \infty$.
Given $\mu \in \mathscr{M}(X)$ and $v \in \mathscr{M}(Y)$, let $\mathscr{M}(\mu, v)$ denote the set of Radon probability measures on $X \times Y$ with left marginal $\mu$ and right marginal $\nu$.

Theorem 2.2 Assume that $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ is a large deviation system having rate function $I$ and scale $\gamma_{N}$ and that the associated level sets $\Phi(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$. Then $\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$
is a large deviation system with rate function

$$
\begin{equation*}
S(\mu ; v):=\inf _{Q \in \mathscr{M}(\mu, v)} \int_{X \times Y} I(x ; y) Q(d x, d y), \quad \mu \in \mathscr{M}(X), v \in \mathscr{M}(Y) \tag{2.2}
\end{equation*}
$$

and scale $M \gamma_{\mathrm{N}}$ as $M, N \rightarrow \infty$.
By Lemma 1.5 , the functions $J$ and $I$ are universally measurable. Therefore, the integrals in (2.1) and (2.2) are well-defined. Let us mention that an application of Theorem 2.2 to the particular situation in Theorem 2.1 leads to a representation of the rate function which is different from (2.1).

Before proving Theorem 2.1, we show how to derive Theorem 2.2 from Theorem 2.1 and Theorem 1.3.

Proof of Theorem 2.2 As in Sect. 1, let $\tilde{P}_{x}^{N}$ denote the Radon extension of $\delta_{x} \otimes P_{x}^{N}$. We know from Theorem 1.3 that $\left\{\tilde{P}_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ is a special large deviation system (with respect to the canonical projection $X \times Y \rightarrow X$ ) having rate function $I$ and scale $\gamma_{N}$. Moreover, Lemma 1.4 tells us that the level sets $\tilde{\Phi}(K ; \rho)$ are compact for all compact subsets $K$ of $X$ and all $\rho \geqq 0$. Let $\left\{\widetilde{\mathscr{P}}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ denote the family of Radon probability measures on $\mathscr{M}(X \times Y)$ associated with the empirical measures for $\left\{\tilde{P}_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$. According to Theorem 2.1 , this family forms a special large deviation system (with respect to the canonical projection $\mathscr{M}(X \times Y) \rightarrow \mathscr{M}(X))$ having rate function

$$
\tilde{S}(Q):=\int_{X \times Y} I(x ; y) Q(d x, d y), \quad Q \in \mathscr{M}(X \times Y),
$$

and scale $M \gamma_{N}$. But $\mathscr{P}_{\mu}^{M, N}$ is the image of $\tilde{\mathscr{P}}_{\mu}^{M, N}$ with respect to the canonical projection $\mathscr{M}(X \times Y) \rightarrow \mathscr{M}(Y)$ transforming Radon measures on $X \times Y$ into its marginals on $Y$. Therefore the assertion of Theorem 2.2 follows now by an application of the 'contraction principle' (see e.g. Varadhan [17], Theorem 2.4).

The rest of this subsection is devoted to the proof of Theorem 2.1. To this end we assume that $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ is a special large deviation system (with respect to $\pi$ ) having rate function $J$ and scale $\gamma_{N}$. Let $I$ be defined by (1.1), and denote the associated level sets by $\Phi(K ; \rho)$. We assume that $\Phi(K ; \rho)$ is compact for each compact subset $K$ of $X$ and each $\rho \geqq 0$.

The proof of Theorem 2.1 will be divided into several steps (Lemma 2.3-Lemma 2.6 below). For our family of probabilities to be a special large deviation system with respect to $\hat{\pi}$, it is necessary to check that $\hat{\pi}$ is surjective. This will be done in Lemma 2.3. In Lemma 2.4 we will consider the compactness (tightness) of the level sets. The most significant part of the proof is contained in the Lemmas 2.5 and 2.6, where we will establish the lower and upper large deviation bounds, respectively. The proof of these two lemmas mimics the particular one which was given in the Introduction in the case in which $Y$ is a finite set and $X$ consists of a single point. Let

$$
\Psi(\mu ; \rho):=\left\{v \in \mathscr{M}(Y): v \circ \pi^{-1}=\mu, \int J d v \leqq \rho\right\}, \quad \mu \in \mathscr{M}(X), \rho \geqq 0
$$

be the level sets associated with $S$, and define

$$
\Psi(\mathscr{A} ; \rho):=\bigcup_{\mu \in \mathscr{A}} \Psi(\mu ; \rho)
$$

for $\mathscr{A} \subseteq \mathscr{M}(X)$.
Lemma 2.3 The level sets $\Psi(\mu ; 0), \mu \in \mathscr{M}(X)$, are non-empty. In particular, the map $\hat{\pi}$ is surjective.

Proof. We first remark that the upper large deviation bound for $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ yields $I(x ; Y)=0$ and, together with the compactness of the level sets, that $\Phi(x ; 0)$ is non-empty for all $x \in X$.

Choose $\mu \in \mathscr{M}(X)$ arbitrarily. There exists an increasing sequence ( $K_{r}$ ) of compact sets such that $\mu$ is concentrated on $\bigcup_{r} K_{r}$. We write $\mu$ in the form

$$
\mu=\sum_{r=1}^{\infty} p_{r} \mu_{r}
$$

where, for each $r, \mu_{r}$ is a probability measure concentrated on $K_{r}, p_{r} \geqq 0$, and $\sum_{r} p_{r}=1$.

Now fix $r \in \mathbb{N}$ arbitrarily. We claim that there exists a probability measure $v_{r} \in \mathscr{M}(Y)$ with $v_{r} \circ \pi^{-1}=\mu_{r}$ which is concentrated on the compact level set $\Phi\left(K_{r} ; 0\right)$. Indeed, one finds a sequence $\left(x_{r n}\right)$ in $K_{r}$ such that

$$
\mu_{r n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{r i}} \rightarrow \mu_{r}
$$

weakly as $n \rightarrow \infty$ (cf. the proof of Proposition A.1). For each $n$, choose a point $y_{r n}$ in the non-empty set $\Phi\left(x_{r n} ; 0\right)$ and define

$$
v_{r n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{y_{r i}} .
$$

Then $\pi\left(y_{r i}\right)=x_{r i}, v_{r n} \circ \pi^{-1}=\mu_{r n}$, and the measures $\nu_{r n}$ are concentrated on $\Phi\left(K_{r} ; 0\right)$. In particular, the sequence $\left(v_{r n}\right)$ is tight. Selecting a converging subsequence, we find a probability measure $v$ which is concentrated on $\Phi\left(K_{r} ; 0\right)$ and satisfies $\nu_{r} \circ \pi^{-1}=\mu_{r}$. Hence the measure

$$
v:=\sum_{r=1}^{\infty} p_{r} v_{r}
$$

belongs to $\mathscr{M}(Y)$ and satisfies $v \circ \pi^{-1}=\mu$. Since $v_{r}$ is concentrated on $\Phi\left(K_{r} ; 0\right)$ and $J=0$ on $\Phi\left(K_{r} ; 0\right)$ for each $r \in \mathbb{N}$, we have $\int J d v=0$ and, hence, $v \in \Psi(\mu ; 0)$.

We next prove the compactness of the level sets.
Lemma 2.4 a) For each $\mu \in \mathscr{M}(X)$ and each $\rho \geqq 0$, the set $\Psi(\mu ; \rho)$ is compact and tight.
b) Suppose that $\mathscr{K}$ is a compact and tight subset of $\mathscr{M}(X)$. Then the sets $\Psi(\mathscr{K} ; \rho)$, $\rho \geqq 0$, are compact and tight. In particular, if $X$ is a Polish space, then $\Psi(\mathscr{K} ; \rho)$ is compact for each compact subset $\mathscr{K}$ of $\mathscr{M}(X)$ and each $\rho \geqq 0$.

Proof. a) Recall that

$$
\begin{equation*}
\Psi(\mu ; \rho)=\left\{v: \int_{\boldsymbol{Y}} J d v \leqq \rho, v \circ \pi^{-1}=\mu\right\} . \tag{2.3}
\end{equation*}
$$

Let $\left(K_{r}\right)$ be an increasing sequence of compact subsets of $X$ such that $\mu\left(X \backslash K_{r}\right)<1 / r$ for each $r$. Remembering the definition (1.2) of the level sets $\Phi\left(K_{r} ; r\right)$ and applying Chebyshev's inequality, we obtain for each $v \in \Psi(\mu ; \rho)$ and each $r$ the estimate

$$
\begin{align*}
v\left(Y \backslash \Phi\left(K_{r} ; r\right)\right) & \leqq v(J>r)+v\left(\pi^{-1}\left(X \backslash K_{r}\right)\right) \\
& \leqq \frac{1}{r} \int J d v+\mu\left(X \backslash K_{r}\right) \leqq \frac{\rho+1}{r} . \tag{2.4}
\end{align*}
$$

This implies the tightness of the set $\Psi(\mu ; \rho)$. To prove closedness is a bit more subtle. This would be immediate from (2.3) if we would know that $J$ is lower semi-continuous. But from the compactness of the level sets $\Phi(K ; s)$ we may only conclude that the restriction of $J$ to $\pi^{-1}(K)$ is lower semi-continuous for each compact set $K \subseteq X$. To overcome this difficulty, first note that, as a consequence of (2.4), each measure $\nu \in \Psi(\mu ; \rho)$ is concentrated on the $\sigma$-compact set

$$
Y^{0}:=\bigcup_{r=1}^{\infty} \Phi\left(K_{r} ; r\right)
$$

Then, we may rewrite (2.3) in the form

$$
\begin{equation*}
\Psi(\mu ; \rho)=\left\{v: \int_{Y^{0}} J d v \leqq \rho, v \circ \pi^{-1}=\mu\right\} \tag{2.5}
\end{equation*}
$$

and view $\Psi(\mu ; \rho)$ as a set of probabilities on $Y^{0}$. Now the trick is to furnish $Y^{0}$ with a stronger topology which makes $J$ lower semi-continuous on $Y^{0}$. Namely, we equip $Y^{0}$ with the strongest topology which induces on $\Phi\left(K_{r} ; r\right)$ the subspace topology of $Y$ for each $r$. The lower semi-continuity of $J$ on $Y^{0}$ is evident from the closedness of

$$
(J \leqq \rho\} \cap \Phi\left(K_{r} ; r\right)=\Phi\left(K_{r} ; r \wedge \rho\right)
$$

in $\Phi\left(K_{r} ; r\right)$ for all $r$ and $\rho \geqq 0$. Hence, we conclude from (2.5) that $\Psi(\mu ; \rho)$ is closed when considered as a subset of $\mathscr{M}\left(Y^{0}\right)$. The bound (2.4) shows that this set is also tight with respect to the topology of $Y^{0}$. Hence, by Prokhorov's theorem, it is a compact subset of $\mathscr{M}\left(Y^{0}\right)$. Since the natural imbedding of $\mathscr{M}\left(Y^{0}\right)$ into $\mathscr{M}(Y)$ is continuous, this yields the compactness of $\Psi(\mu ; \rho)$ in $\mathscr{M}(Y)$, and we are (almost) done. To make the above arguments rigorous, we have to add two remarks. First, the Borel $\sigma$-field $\mathscr{B}\left(Y^{0}\right)$ of $Y^{0}$ is easily seen to be the trace of the Borel $\sigma$-field $\mathscr{B}(Y)$ on $Y^{0}$. Second, $Y^{0}$ is a completely regular Hausdorff space. As free topological union of a countable number of compact spaces, $Y^{0}$ is even normal (Postnikov [12], p. 30).
b) Since $\mathscr{K}$ is tight, we find an increasing sequence $\left(K_{r}\right)$ of compact subsets of $X$ such that $\mu\left(X \backslash K_{r}\right)<1 / r$ for each $\mu \in \mathscr{K}$. We can therefore repeat the proof of part a) with $\Psi(\mu ; \rho)$ replaced by $\Psi(\mathscr{K} ; \rho)$.

If $X$ is Polish then, by Prokhorov's compactness criterion, the compactness of $\mathscr{K}$ implies its tightness, and we can proceed as before.

Now we turn to the proof of the lower large deviation bound. To this end we set

$$
S(\mu ; v):= \begin{cases}S(v) & \text { if } v \circ \pi^{-1}=\mu \\ +\infty & \text { otherwise }\end{cases}
$$

Lemma 2.5 For each $\mathscr{M}^{M, N}(X)$-sequence $\left(\mu^{M, N}\right)$ tending to $\mu \in \mathscr{M}(X)$ and each open subset $G$ of $\mathscr{M}(Y)$ we have

$$
\liminf _{M, N \rightarrow \infty} \frac{1}{M \gamma_{N}} \log \mathscr{P}_{\mu^{\mu, N}}^{M, N}(G) \geqq-S(\mu ; G)
$$

Proof. $1^{0}$ Fix $v \in \mathscr{M}(Y)$ with $S(v)<\infty$ arbitrarily and choose an $\mathscr{M}^{M, N}(X)$ sequence ( $\mu^{M, N}$ ) which converges weakly to $\mu:=v \circ \pi^{-1}$ as $M, N \rightarrow \infty$. We write the measures $\mu^{M, N}$ in the form

$$
\mu^{M, N}=\frac{1}{M} \sum_{i=1}^{M} \delta_{x_{i}^{M, N}} \quad \text { with } x_{1}^{M, N}, \ldots, x_{M}^{M, N} \in X_{N}
$$

Given $M, N \in \mathbb{N}$, we consider a $Y^{M}$-valued random vector $\left(\xi_{1}^{M, N}, \ldots, \xi_{M}^{M, N}\right)$ on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ the law of which coincides with the Radon extension of the product measure $P_{x_{1}^{x, N}}^{N} \otimes \cdots \otimes P_{x_{M}^{M, N}}^{N}$. I.e., $\xi_{1}^{M, N}, \ldots, \xi_{M}^{M, N}$ are independent $Y$ valued random variables with laws $P_{x_{1}^{\infty, N}}^{N}, \ldots, P_{x_{M}^{N, N}}^{N}$, respectively. We introduce the empirical measures

$$
\Xi^{M, N}:=\frac{1}{M} \sum_{i=1}^{M} \delta_{\tilde{\zeta}_{i}^{\mu, N}}
$$

Let $U(v)$ be an open neighborhood of $v$. Fix $h>0$ and sequences $\left(M_{n}\right)$ and $\left(N_{n}\right)$ of natural numbers with $M_{n}, N_{n} \rightarrow \infty$ as $n \rightarrow \infty$ arbitrarily. We must show that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\Xi^{M_{n}, N_{n}} \in U(v)\right) \geqq-S(v)-h \tag{2.6}
\end{equation*}
$$

(cf. Freidlin and Wentzell [8], Chap. 3, Theorem 3.3).
In the following we will write $\mu^{n}, x_{i}^{n}, \xi_{i}^{n}$ and $\Xi^{n}$ instead of $\mu^{M_{n}, N_{n}}, x_{i}^{M_{n}, N_{n}}$, $\xi_{i}^{M_{n}, N_{n}}$ and $\Xi^{M_{n}, N_{n}}$, respectively.
$2^{0}$ It is not hard to see that there exist pairwise disjoint open sets $G_{1}, \ldots, \mathrm{G}_{\mathrm{r}} \subseteq Y$, compact sets $C_{k} \subseteq G_{k}(k=1, \ldots, r)$, and $\varepsilon>0$ such that

$$
\begin{equation*}
\tilde{U}(v):=\left\{\tilde{v} \in \mathscr{M}(Y): \tilde{v}\left(G_{k}\right)>v\left(C_{k}\right)-\varepsilon \text { for } k=1, \ldots, r\right\} \subseteq U(v) \tag{2.7}
\end{equation*}
$$

(see e.g. Billingsley [2], Appendix III, Theorem 3 for a similar statement). We choose $\varepsilon^{\prime} \in(0,1)$ so that

$$
\begin{equation*}
\varepsilon^{\prime}+2 \sqrt{\varepsilon^{\prime}}<\varepsilon . \tag{2.8}
\end{equation*}
$$

Because of the Tightness Hypothesis, we find a compact set $K \supseteq \bigcup_{k=1}^{r} \pi\left(C_{k}\right)$ with

$$
\begin{equation*}
\mu^{n}(K) \geqq 1-\varepsilon^{\prime} / 3 \quad \text { for all } n \tag{2.9}
\end{equation*}
$$

Since $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ is a large deviation system with rate function $I$, we find for each $x \in K$ an open neighborhood $U(x)$ such that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log \inf _{\tilde{x} \in U(x) \cap X(K) \cap X_{x}} P_{\tilde{x}}^{N}\left(G_{k}\right) \geqq-I\left(x ; G_{k}\right)-h / 2 \tag{2.10}
\end{equation*}
$$

for $k=1, \ldots, r$, where $X(K)$ is taken from the Metrizability Hypothesis. Thereby we can assume that $U(x)$ is chosen so 'small' that

$$
\begin{equation*}
\inf _{\tilde{x} \in U(x) \cap K} I\left(\tilde{x} ; C_{k}\right) \geqq I\left(x ; C_{k}\right)-h / 2 \tag{2.11}
\end{equation*}
$$

for $k=1, \ldots, r$. This follows from Lemma 1.6 b ) and the Metrizability Hypothesis. Since $I\left(x ; G_{k}\right) \leqq I\left(x ; C_{k}\right)$ for all $k$, we can combine (2.10) and (2.11) to arrive at

$$
\liminf _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log \inf _{\tilde{x} \in U(x) \cap X(K) \cap X_{N}} P_{\tilde{x}}^{N}\left(G_{k}\right) \geqq-\inf _{\tilde{x} \in U(x) \cap K} I\left(\tilde{x} ; C_{k}\right)-h
$$

for $k=1, \ldots, r$. We now choose a finite covering $\left\{U_{1}, \ldots, U_{q}\right\}$ of $K$ by open sets of the form $U_{j}=U\left(x_{j}\right)$ with $x_{j} \in K(j=1, \ldots, q)$. Then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log \inf _{x \in U_{j} \cap X(K) \cap X_{N}} P_{x}^{N}\left(G_{k}\right) \geqq-\inf _{x \in U_{j} \cap K} I\left(x ; C_{k}\right)-h \tag{2.12}
\end{equation*}
$$

for $j=1, \ldots, q$ and $k=1, \ldots, r$.
$3^{0}$ We find pairwise disjoint Borel sets $W_{j} \subseteq U_{j}(j=1, \ldots, q)$ such that

$$
\begin{equation*}
\mu\left(K \backslash \bigcup_{j=1}^{q} W_{j}\right)<\varepsilon^{\prime} / 3 \quad \text { and } \quad \mu\left(\partial W_{j}\right)=0 \quad \text { for each } j \tag{2.13}
\end{equation*}
$$

where $\partial W_{j}$ denotes the boundary of $W_{j}$. To construct such sets, we have used that, as a consequence of our Metrizability Hypothesis, $K$ is metrizable. Given $n \in \mathbb{N}$, we introduce the pairwise disjoint sets of indices

$$
\Lambda_{j}^{n}:=\left\{i: x_{i}^{n} \in W_{j} \cap K\right\}, \quad j=1, \ldots, q
$$

For each $j$, we further select pairwise disjoint subsets $\Lambda_{j, 1}^{n}, \ldots, \Lambda_{j, r}^{n}$ of $\Lambda_{j}^{n}$ such that

$$
\left|\Lambda_{j, k}^{n}\right|=\left[\frac{v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right)}{\mu\left(W_{j}\right)}\left|\Lambda_{j}^{n}\right|\right], \quad k=1, \ldots, r
$$

where $|\Lambda|$ denotes the cardinality of the set $\Lambda$ and $[a]$ is the integer part of $a \in \mathbb{R}$. If $\mu\left(W_{j}\right)=0$, then we set $\Lambda_{j, k}^{n}=\emptyset$ for all $k$. Since $\left|\Lambda_{j}^{n}\right| / M_{n}=\mu^{n}\left(W_{j} \cap K\right), \mu^{n} \rightarrow \mu$ weakly and $\mu\left(\partial W_{j}\right)=0$, we have

$$
\underset{n \rightarrow \infty}{\limsup }\left|\Lambda_{j}^{n}\right| / M_{n} \leqq \mu\left(W_{j}\right)
$$

for all $j$, and, consequently,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\Lambda_{j, k}^{n}\right| / M_{n} \leqq v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right) \tag{2.14}
\end{equation*}
$$

for all $j$ and $k$.
$4^{0}$ We now claim that

$$
\begin{equation*}
\left\{\xi_{i}^{n} \in G_{k} \text { for all } i \in \bigcup_{j=1}^{q} A_{j, k}^{n} \text { and } k=1, \ldots, r\right\} \subseteq\left\{\Xi^{n} \in \tilde{U}(v)\right\} \tag{2.15}
\end{equation*}
$$

for all sufficiently large $n$. Remembering the definitions of $\tilde{U}(v)$ and $\Xi^{M, N}$ and taking into account that $\left|\Lambda_{j}^{n}\right| / M_{n}=\mu^{n}\left(W_{j} \cap K\right)$, we see that it will be enough to show that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \sum_{j=1}^{q} \frac{v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right)}{\mu\left(W_{j}\right)} \mu^{n}\left(W_{j} \cap K\right)>v\left(C_{k}\right)-\varepsilon \tag{2.16}
\end{equation*}
$$

for each $k$. To this end, we fix $k$ arbitrarily and assume without loss of generality that the sequences $\left(\mu^{n}\left(W_{j} \cap K\right)\right)$ converge for each $j$. Otherwise the subsequent considerations must be done for an appropriate subsequence of ( $M_{n}, N_{n}$ ). We introduce the index set

$$
\Gamma:=\left\{j: \lim _{n \rightarrow \infty} \mu^{n}\left(W_{j} \cap K\right)>\left(1-\sqrt{\varepsilon^{\prime}}\right) \mu\left(W_{j}\right)\right\} .
$$

Using (2.9) and (2.13), we obtain

$$
\begin{gathered}
\lim _{n \rightarrow \infty} \sum_{j=1}^{q} \mu^{n}\left(W_{j} \cap K\right)=\lim _{n \rightarrow \infty} \mu^{n}\left(\bigcup_{j=1}^{q} W_{j} \cap K\right) \\
\geqq \mu\left(\bigcup_{j=1}^{q} W_{j}\right)-\varepsilon^{\prime} / 3>1-\varepsilon^{\prime} .
\end{gathered}
$$

Therefore

$$
\begin{aligned}
1-\varepsilon^{\prime} & \leqq \lim _{n \rightarrow \infty} \sum_{j \in \Gamma} \mu^{n}\left(W_{j}\right)+\lim _{n \rightarrow \infty} \sum_{j \notin \Gamma} \mu^{n}\left(W_{j} \cap K\right) \\
& \leqq \sum_{j \in I} \mu\left(W_{j}\right)+\left(1-\sqrt{\varepsilon^{\prime}}\right) \sum_{j \notin \Gamma} \mu\left(W_{j}\right) \\
& \leqq 1-\sqrt{\varepsilon^{\prime}} \sum_{j \notin \Gamma} \mu\left(W_{j}\right)
\end{aligned}
$$

i.e.

$$
\sum_{j \notin \Gamma} \mu\left(W_{j}\right) \leqq \sqrt{\varepsilon^{\prime}}
$$

Hence, using this, (2.9), (2.13), and (2.8), we obtain

$$
\begin{aligned}
\sum_{j \in \Gamma} & \frac{v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right)}{\mu\left(W_{j}\right)} \lim _{n \rightarrow \infty} \mu^{n}\left(W_{j} \cap K\right) \\
& \geqq\left(1-\sqrt{\varepsilon^{\prime}}\right) \sum_{j \in \Gamma} v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right) \\
& \geqq\left(1-\sqrt{\varepsilon^{\prime}}\right)\left[\sum_{j} v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right)-\sum_{j \neq \Gamma} \mu\left(W_{j}\right)\right] \\
& \geqq\left(1-\sqrt{\varepsilon^{\prime}}\right)\left[v\left(C_{k}\right)-\varepsilon^{\prime}-\sqrt{\varepsilon^{\prime}}\right] \geqq v\left(C_{k}\right)-\varepsilon^{\prime}-2 \sqrt{\varepsilon^{\prime}} \\
& >v\left(C_{k}\right)-\varepsilon
\end{aligned}
$$

and we arrive at (2.16).
$5^{0}$ We have now collected all ingredients to prove (2.6). Using (2.7), and (2.15) we obtain for all sufficiently large $n$ the inequality

$$
\begin{gathered}
\mathbb{P}\left(\Xi^{n} \in U(v)\right) \geqq \mathbb{P}\left(\xi_{i}^{n} \in G_{k} \text { for all } i \in \bigcup_{j=1}^{q} \Lambda_{j, k}^{n} \text { and } k=1, \ldots, r\right) \\
=\prod_{k=1}^{r} \prod_{j=1}^{q} \prod_{i \in \Lambda_{j, k}^{j}} P_{x_{i}^{n}}^{N_{n}^{n}}\left(G_{k}\right) \geqq \prod_{k=1}^{r} \prod_{j=1}^{q}\left[\inf _{x \in U_{j} \cap X(K) \cap X_{X_{n}}} P_{x}^{\left.N_{n}\left(G_{k}\right)\right]^{\mid\left\langle\lambda_{j, k}^{n \mid}\right|} .}\right.
\end{gathered}
$$

Applying the large deviation bound (2.12) and taking into account (2.14), we find that

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\Xi^{n} \in U(v)\right) \\
\geqq & -\sum_{k=1}^{r} \sum_{j=1}^{q}\left[\inf _{x \Xi W_{j} \cap K} I\left(x ; C_{k}\right)+h\right] v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right) \\
\geqq & -\sum_{k=1}^{r} \sum_{j=1}^{q} \int_{C_{k} \cap \pi^{-1}\left(W_{j}\right)}[J(y)+h] v(d y) \\
\geqq & -S(v)-h,
\end{aligned}
$$

and we arrive at (2.6). Here we have also used that $\pi\left(C_{k}\right) \subseteq K$ and therefore

$$
\inf _{x \in W_{j} \cap K} I\left(x ; C_{k}\right) \leqq J(y) \quad \text { for each } y \in C_{k} \cap \pi^{-1}\left(W_{j}\right)
$$

and all $j$ and $k$. The above estimates work in the case when

$$
\begin{equation*}
\inf _{x \in W_{j} \cap K} I\left(x ; C_{k}\right)<\infty \tag{2.17}
\end{equation*}
$$

for all $j$ and $k$. But they also work in the general situation with the conventions $0^{0}=1$ and $\infty \cdot 0=0$. To see this, one has to take into account that $\Lambda_{j, k}^{n} \neq \emptyset$ implies $v\left(C_{k} \cap \pi^{-1}\left(W_{j}\right)\right)>0$ and this yields (2.17), since by assumption $S(v)=\int J d v<\infty$.

It remains to derive the upper large deviation bound.
Lemma 2.6 For each $\mathscr{A}^{M, N}(X)$-sequence ( $\mu^{M, N}$ ) tending to $\mu \in \mathscr{M}(X)$ and each closed subset $F$ of $\mathscr{M}(Y)$ we have

$$
\lim _{M, N \rightarrow \infty} \frac{1}{M \gamma_{N}} \log \mathscr{P}_{\mu^{*, N}}^{M, N}(F) \leqq-S(\mu ; F) .
$$

Proof. $1^{0}$ Fix $\mu \in \mathscr{M}(X)$ and an $\mathscr{M}^{M, N}(X)$-sequence $\left(\mu^{M, N}\right)$ with $\mu^{M, N} \rightarrow \mu$ arbitrarily. As in the proof of the lower large deviation bound, we write $\mu^{M, N}$ in the form

$$
\mu^{M, N}=\frac{1}{M} \sum_{i=1}^{M} \delta_{x_{i}^{M, N}} \quad \text { with } x_{1}^{M, N}, \ldots, x_{M}^{M, N} \in X_{N} .
$$

Again, let $\left(\xi_{1}^{M, N}, \ldots, \xi_{M}^{M, N}\right)$ be a $Y^{M}$-valued random vector on a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ the law of which coincides with the Radon extension of $P_{x_{1}^{x, n}}^{N_{n}} \otimes \cdots \otimes P_{x_{x_{\alpha}^{x}}}^{N}$. Let

$$
\begin{equation*}
\Xi^{M, N}:=\frac{1}{M} \sum_{i=1}^{M} \delta_{\xi_{i}^{M, N}} \tag{2.18}
\end{equation*}
$$

be the associated empirical measure. Fix $\rho \geqq 0$ and $h>0$ arbitrarily. Let $\left(M_{n}\right)$ and $\left(N_{n}\right)$ be sequences of natural numbers tending to infinity. Let further $U(\Psi(\mu ; \rho))$ be an open neighborhood of the (non-empty) compact set $\Psi(\mu ; \rho)$ (see Lemma 2.3 and Lemma 2.4). We must show that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\Xi^{M_{n}, N_{n}} \notin U(\Psi(\mu ; \rho))\right) \leqq-\rho+h \tag{2.19}
\end{equation*}
$$

(cf. Freidlin and Wentzell [8], Chap. 3, Theorem 3.3).
Before carrying out the details, let us sketch the ideas used to prove (2.19). Roughly speaking, in step $2^{0}$ we will divide the space $Y$ in a certain way into a finite number of 'small pieces' $A_{l, r}$ and pick points $y_{l, r}$ 'close' to $A_{l, r}(0 \leqq l \leqq q$, $0 \leqq r \leqq r_{0}$ ). This will allow us to pass to a discrete approximation $\tilde{\Xi}_{\tilde{Z}^{M, N}}$ of $\Xi^{M, N}$ by replacing in (2.18) the random variables $\xi_{i}^{M, N}$ by discrete variables $\widetilde{\xi}_{i}^{M, N}$, where we set $\tilde{\xi}_{i}^{M, N}=y_{l, r}$ if $\xi_{i}^{M, N} \in A_{l, r}$. It will turn out that the proof of (2.19) essentially reduces to the same statement with $\Xi^{M, N}$ and $U(\Psi(\mu ; \rho))$ replaced by $\widetilde{\Xi}^{M, N}$ and a smaller neighborhood $\tilde{U}(\Psi(\mu ; \rho))$, respectively. This discretized version of (2.19) will then follow from the observation that $\widetilde{\Xi}^{n}:=\widetilde{\Xi}^{M_{n}, N_{n}}$ satisfies the upper large deviation bound with h-accuracy (step $3^{0}$ below). More precisely, we will see that for each closed subset $C$ of $\mathscr{M}(Y)$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\tilde{\Xi}^{n} \in C\right) \leqq-\inf _{v \in C} \tilde{S}(v)+h, \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{S}(v):=\int_{Y} \tilde{J}(y) v(d y), \quad v \in \mathscr{M}(Y), \tag{2.21}
\end{equation*}
$$

and

$$
\tilde{J}(y):= \begin{cases}J(y) & \text { for } y \in\left\{y_{l, r}: 0 \leqq l \leqq q, 0 \leqq r \leqq r_{0}\right\},  \tag{2.22}\\ +\infty & \text { otherwise. }\end{cases}
$$

This also explains the appearance of the additional parameter $h$ in (2.19).
In the following we will often write $n$ instead of $M_{n}, N_{n}$; in particular we will use the notations $\mu^{n}, \xi_{i}^{n}$ and $\Xi^{n}$ instead of $\mu^{M_{n}, N_{n}}, \xi_{i}^{M_{n}, N_{n}}$ and $\Xi^{M_{n}, N_{n}}$, respectively.

To prove (2.19), we choose measures $v_{1}, \ldots, v_{m} \in \Psi(\mu ; \rho)$ and functions $g_{i j} \in C_{b}(Y)\left(i=1, \ldots, m ; j=1, \ldots, n_{i}\right)$ so that

$$
\begin{equation*}
U(\Psi(\mu ; \rho)) \supseteq U_{1}(\Psi(\mu ; \rho)) \supseteq U_{1 / 2}(\Psi(\mu ; \rho)) \supseteq \Psi(\mu ; \rho), \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{\alpha}(\Psi(\mu ; \rho)):=\bigcup_{i=1}^{m}\left\{\tilde{v} \in \mathscr{M}(Y):\left|\left\langle\tilde{v}, g_{i j}\right\rangle-\left\langle v_{i}, g_{i j}\right\rangle\right|<\alpha \text { for } j=1, \ldots, n_{i}\right\} . \tag{2.24}
\end{equation*}
$$

Because of the Tightness Hypothesis, we find an increasing sequence ( $K_{r}$ ) of compact subsets of $X$ such that

$$
\begin{equation*}
\mu^{n}\left(K_{r}\right) \geqq 1-1 / r \quad \text { for all } n \text { and } r . \tag{2.25}
\end{equation*}
$$

Then

$$
\mathscr{K}:=\left\{\tilde{\mu} \in \mathscr{M}(X): \tilde{\mu}\left(K_{r}\right) \geqq 1-1 / r \text { for all } r\right\}
$$

is a compact and tight set of measures containing $\mu^{n}$ and $\mu$. From Lemma 2.4 we know that $\Psi(\mathscr{K} ; \rho)$ is also compact. Because of this, we conclude from (2.23) that there exist functions $f_{k} \in C_{b}(X)(k=1, \ldots, p)$ such that

$$
\begin{equation*}
U_{1 / 2}(\Psi(\mu ; \rho)) \supseteq \Psi(\overline{V(\mu)} \cap \mathscr{K} ; \rho), \tag{2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{V(\mu)}:=\left\{\tilde{\mu} \in \mathscr{M}(X):\left|\left\langle\tilde{\mu}, f_{k}\right\rangle-\left\langle\mu, f_{k}\right\rangle\right| \leqq 1 \text { for } k=1, \ldots, p\right\} . \tag{2.27}
\end{equation*}
$$

$2^{0}$ We next construct mutually independent random variables $\tilde{\xi}_{i}^{n}$ which attain only finitely many values and are 'sufficiently close' to $\xi_{i}^{n}$ for $i=1, \ldots, M_{n}$. To this end we fix a number

$$
\begin{equation*}
t>8 \rho\left[\max \left\{\left\|g_{i j}\right\|: 1 \leqq i \leqq m, 1 \leqq j \leqq n_{i}\right\} \vee \max \left\{\left\|f_{k}\right\|: 1 \leqq k \leqq p\right\}\right] . \tag{2.28}
\end{equation*}
$$

Because of (2.25), we may choose $r_{0} \in \mathbb{N}$ so that

$$
\mu^{n}\left(X \backslash K_{r_{0}}\right)<\frac{h}{2 t} \wedge \min _{i, j} \frac{1}{16\left\|g_{i j}\right\|} \wedge \min _{k} \frac{1}{16\left\|f_{k}\right\|} \quad \text { for all } n,
$$

i.e.

$$
\begin{equation*}
\left|\left\{i: x_{i}^{n} \notin K_{r_{0}}\right\}\right|<M_{n}\left(\frac{h}{2 t} \wedge \min _{i, j} \frac{1}{16\left\|g_{i j}\right\|} \wedge \min _{k} \frac{1}{16\left\|f_{k}\right\|}\right) \quad \text { for all } n \tag{2.29}
\end{equation*}
$$

where $|\Lambda|$ denotes the cardinality of the set $A$. We select a finite covering of the compact set $\Phi\left(K_{r_{0}} ; t\right)$ by open sets $G_{1}, \ldots, G_{q}$ such that

$$
\begin{equation*}
\sup _{y, \tilde{y} \in \bar{G}_{l}}\left|g_{i j}(y)-g_{i j}(\tilde{y})\right|<1 / 8 \quad \text { for all } i, j \text { and } 1 \leqq l \leqq q \tag{2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{y, \tilde{y} \in \bar{G}_{l}}\left|f_{k}(\pi(y))-f_{k}(\pi(\tilde{y}))\right|<1 / 8 \quad \text { for all } k \text { and } 1 \leqq l \leqq q . \tag{2.31}
\end{equation*}
$$

We choose pairwise disjoint measurable sets $A_{1}, \ldots, A_{q}$ such that $A_{l} \subseteq G_{l}$ for $l=1, \ldots, q$ and $\bigcup_{l=1}^{q} A_{l}==\bigcup_{l=1}^{q} G_{l}$. We further set $A_{0}:=G_{0}:=Y \backslash \bigcup_{l=1}^{q} A_{l}$. Note that this set is closed. Given $0 \leqq l \leqq q$ and $1 \leqq r \leqq r_{0}$, we set

$$
A_{l, r}:=A_{l} \cap \pi^{-1}\left(K_{r} \backslash K_{r-1}\right)
$$

(with $K_{0}:=\emptyset$ ) and pick a point $y_{l, r} \in \bar{G}_{l} \cap \Phi\left(K_{r} ; t\right)$ so that

$$
\begin{equation*}
J\left(y_{l, r}\right)=\min \left\{J(y): y \in \bar{G}_{l} \cap \Phi\left(K_{r} ; t\right)\right\} . \tag{2.32}
\end{equation*}
$$

(If $\bar{G}_{l} \cap \Phi\left(K_{r} ; t\right)=\emptyset$, then we choose $y_{l, r} \in \Phi\left(K_{r} ; t\right)$ arbitrarily.) For $0 \leqq l \leqq q$ we further set

$$
A_{l, 0}:=A_{l} \cap \pi^{-1}\left(X \backslash K_{r_{0}}\right)
$$

and $y_{l, 0}:=y_{l, r_{0}}$. Note that $\left\{A_{l, r} ; 0 \leqq l \leqq q, 0 \leqq r \leqq r_{0}\right\}$ is a partition of $Y$ into pairwise disjoint measurable sets. We introduce the index set

$$
\begin{aligned}
\Gamma:= & \left\{(l, r): 0 \leqq l \leqq q, 1 \leqq r \leqq r_{0}, \bar{G}_{l} \cap \Phi\left(K_{r} ; t\right) \neq \emptyset\right\} \\
& \cup\left\{(l, 0): 0 \leqq l \leqq q, \bar{G}_{l} \cap \Phi\left(K_{r_{0}} ; t\right) \neq \emptyset\right\}
\end{aligned}
$$

Given $n \in \mathbb{N}$ and $1 \leqq i \leqq M_{n}$, we define

$$
\begin{equation*}
\tilde{\xi}_{i}^{n}:=y_{l, r} \quad \text { if } \xi_{i}^{n} \in A_{l, r}, \quad 0 \leqq l \leqq q, 0 \leqq r \leqq r_{0}, \tag{2.33}
\end{equation*}
$$

and introduce the associated empirical measure

$$
\widetilde{\bar{\Xi}^{n}}:=\frac{1}{M_{n}} \sum_{i=1}^{M_{n}} \delta_{\tilde{\xi}_{i}} .
$$

The objects constructed above have the following properties:
(i) $y_{l, r} \in \bar{G}_{l}$ for all $(l, r) \in \Gamma, y_{l, r} \in \Phi\left(K_{r_{0}} ; t\right)$ for all $l$ and $r$;
(ii) $J\left(y_{l, r}\right) \leqq \inf \left\{J(y): y \in \bar{A}_{l, r}\right\}$ for $0 \leqq l \leqq q$ and $1 \leqq r \leqq r_{0}$;
(iii) $\widetilde{\Xi}^{n} \circ \pi^{-1} \in \mathscr{K}$ a.s. for each $n$.

The last property follows from the observation that $\widetilde{\Xi}^{n} \circ \pi^{-1}\left(K_{r_{0}}\right)=1$ and $\widetilde{\Xi}^{n} \circ \pi^{-1}\left(K_{r}\right) \geqq \Xi^{n} \circ \pi^{-1}\left(K_{r}\right)=\mu^{n}\left(K_{r}\right)$ for $1 \leqq r<r_{0}$ almost surely.
$3^{0}$ We next show that $\widetilde{\Xi}^{n}$ satisfies the ' $h$-accuracy' upper large deviation bound (2.20) with rate function $\tilde{S}$ given by (2.21) and (2.22). The set $\tilde{\mathscr{M}}$ of all measures in $\mathscr{M}(Y)$ which are concentrated on $\left\{y_{l, r}: 0 \leqq l \leqq q, 0 \leqq r \leqq r_{0}\right\}$ is compact. Since all realizations of the random measures $\widetilde{\Xi}^{n}$ belong to $\widetilde{\mathscr{A}}$ and $\tilde{S}(v)=+\infty$ for $v \notin \tilde{\mathscr{M}}$, it suffices to prove (2.20) for compact sets $C \subseteq \tilde{\mathscr{H}}$. But for this it will be enough to derive the following local large deviation bound: For each $v \in \tilde{\mathscr{H}}$ there exists an open neighborhood $U(v)$ of $v$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\tilde{\Xi^{n}} \in U(v)\right) \leqq-S(v)+h \tag{2.34}
\end{equation*}
$$

To prove (2.34), we fix $v \in \tilde{\mathscr{M}}$ arbitrarily, choose $g \in C_{b}(Y)$ so that $g=J$ on $\left\{y_{l, r}\right.$ : $\left.0 \leqq l \leqq q, 0 \leqq r \leqq r_{0}\right\}$ and put

$$
U(v):=\{\tilde{v}:\langle\tilde{v}, g\rangle>S(v)-h / 2\} .
$$

The existence of the interpolation function $g$ is a direct consequence of the complete regularity of $Y$. We introduce the index sets $\Lambda^{n}:=\left\{i: x_{i}^{n} \in K_{r_{0}}\right\}$. Since $y_{i, r} \in \Phi\left(K_{r_{0}} ; t\right)$, we have $g\left(y_{l, r}\right) \leqq t$ for all $l$ and $r$. Together with (2.29) this yields

$$
\left\langle\tilde{\Xi}^{n}, g\right\rangle \leqq \frac{1}{M_{n}} \sum_{i \in \Lambda^{n}} g\left(\tilde{\xi}_{i}^{n}\right)+\frac{h}{2} .
$$

Using this and Chebyshev's exponential inequality, we obtain

$$
\begin{align*}
& \mathbb{P}\left(\tilde{\Xi}^{n} \in U(v)\right) \leqq \mathbb{P}\left(\sum_{i \in \Lambda^{n}} g\left(\tilde{\xi}_{i}^{n}\right)>M_{n}[S(v)-h]\right) \\
\leqq & \exp \left\{-M_{n} \gamma_{N_{n}}[S(v)-h]\right\} \prod_{i \in \Lambda^{n}} \mathbb{E} \exp \left\{\gamma_{N_{n}} g\left(\tilde{\xi}_{i}^{n}\right)\right\}, \tag{2.35}
\end{align*}
$$

where $\mathbb{E}$ denotes expectation with respect to $\mathbb{P}$. Here we have also used that the random variables $\widetilde{\xi}_{i}^{n}, 1 \leqq i \leqq M_{n}$, are mutually independent. For each $i \in \Lambda^{n}$ we have

$$
\begin{gather*}
\mathbb{E} \exp \left\{\gamma_{N_{n}} g\left(\tilde{\xi_{i}^{n}}\right)\right\}=\sum_{l=0}^{q} \sum_{r=1}^{r_{0}} \exp \left\{\gamma_{N_{n}} J\left(y_{l, r}\right)\right\} \mathbb{P}\left(\xi_{i}^{n} \in A_{l, r}\right) \\
\quad \leqq \sum_{l=0}^{q} \sum_{r=1}^{r_{0}} \exp \left\{\gamma_{N_{n}} J\left(y_{l, r}\right)\right\} \sup _{x \in K_{r} \cap X_{N_{n}}} P_{x}^{N_{n}}\left(\bar{A}_{l, r}\right) . \tag{2.36}
\end{gather*}
$$

(By convention, the supremum over the empty set is zero.) Applying the upper large deviation bound for $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ and taking into account the Metrizability Hypothesis and property (ii) of step $2^{0}$, we obtain

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{\gamma_{N_{n}}} \log \sup _{x \in K_{r} \cap X_{N_{N_{n}}}} P_{x}^{N_{n}}\left(\bar{A}_{l, r}\right) \leqq-J\left(y_{l, r}\right) \tag{2.37}
\end{equation*}
$$

for $0 \leqq l \leqq q$ and $1 \leqq r \leqq r_{0}$. Combining (2.35), (2.36), and (2.37), we finally arrive at the desired bound (2.34).
$4^{0}$ We have now collected all ingredients to prove (2.19). Using (2.23), (2.24), (2.27), and property (iii) of step $2^{0}$ and taking into account that $\Xi^{n} \circ \pi^{-1}=\mu^{n} \rightarrow \mu$ weakly as $n \rightarrow \infty$, we obtain for all sufficiently large $n$ the estimate

$$
\begin{aligned}
& \mathbb{P}\left(\Xi^{n} \notin U(\Psi(\mu ; \rho))\right) \\
& \leqq \mathbb{P}\left(\left(\Xi^{n} \notin U_{1}(\Psi(\mu ; \rho)), \widetilde{\Xi^{n}} \in U_{1 / 2}(\Psi(\mu ; \rho))\right)\right. \\
&+\mathbb{P}\left(\widetilde{\Xi^{n}} \notin U_{1 / 2}(\Psi(\mu ; \rho)), \widetilde{\Xi^{n}} \circ \pi^{-1} \in \overline{V(\mu)} \cap \mathscr{K}\right) \\
& \quad+\mathbb{P}\left(\widetilde{\Xi^{n}} \circ \pi^{-1} \notin \overline{V(\mu)}\right) \\
& \leqq \sum_{i=1}^{m} \sum_{j=1}^{n_{i}} \mathbb{P}\left(\left|\left\langle\widetilde{\Xi^{n}}-\Xi^{n}, g_{i j}\right\rangle\right|>\frac{1}{2}\right) \\
& \quad+\mathbb{P}\left(\widetilde{\Xi^{n}} \notin U_{1 / 2}(\Psi(\mu ; \rho)), \widetilde{\Xi^{n}} \circ \pi^{-1} \in \overline{V(\mu)} \cap \mathscr{K}\right) \\
& \quad+\sum_{k=1}^{p} \mathbb{P}\left(\left|\left\langle\widetilde{\Xi^{n}}-\Xi^{n}, f_{k} \circ \pi\right\rangle\right|>\frac{1}{2}\right) .
\end{aligned}
$$

To prove (2.19), it therefore suffices to show that

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\tilde{\Xi}^{n} \notin U_{1 / 2}(\Psi(\mu ; \rho)), \tilde{\Xi}^{n} \circ \pi^{-1} \in \overline{V(\mu)} \cap \mathscr{K}\right) \leqq-\rho+h,  \tag{2.38}\\
\quad \limsup _{n \rightarrow \infty} \frac{{ }^{-}}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\left|\left\langle\Xi^{n}-\Xi^{n}, g_{i j}\right\rangle\right|>\frac{1}{2}\right) \leqq-\rho \tag{2.39}
\end{gather*}
$$

for $i=1, \ldots, m$ and $j=1, \ldots, n_{i}$, and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{M_{n} \gamma_{N_{n}}} \log \mathbb{P}\left(\left|\left\langle\Xi^{n}-\Xi^{n}, f_{k} \circ \pi\right\rangle\right|>\frac{1}{2}\right) \leqq-\rho \tag{2.40}
\end{equation*}
$$

for $k=1, \ldots, p$.
Taking into account the inclusion (2.26) and remembering the definition of $\Psi(\bar{V}(\mu) \cap \mathscr{K} ; \rho)$, we find that $\tilde{S}(v) \geqq S(v)>\rho$ for each $v$ with $v \notin U_{1 / 2}(\Psi(\mu ; \rho))$ and
$v \circ \pi^{-1} \in \overline{V(\mu)} \cap \mathscr{K}$. Therefore an application of the large deviation bound (2.20) yields (2.38).
Using property (i), (2.30), (2.29), and (2.28) of step $2^{0}$, we get for all $i, j$ :

$$
\begin{aligned}
& \left|\left\langle\widetilde{\Xi}^{n}-\Xi^{n}, g_{i j}\right\rangle\right| \leqq \frac{1}{M_{n}} \sum_{k=1}^{M_{n}}\left|g_{i j}\left(\tilde{\xi}_{k}^{n}\right)-g_{i j}\left(\xi_{k}^{n}\right)\right| \\
< & \frac{1}{8}+2\left\|g_{i j}\right\| \frac{1}{M_{n}} \sum_{k=1}^{M_{n}} \sum_{k=1} \mathrm{II}_{A_{t, r}}\left(\xi_{k}^{n}\right) \\
\leqq & \frac{1}{8}+2\left\|g_{i j}\right\| \frac{1}{M_{n}}\left[\left|\left\{k: x_{k}^{n} \notin K_{r_{0}}\right\}\right|+\sum_{k=1}^{M_{n}} \sum_{\substack{(l, r) \notin \Gamma \\
r \neq 0}} 1_{A_{l, r}}\left(\xi_{k}^{n}\right)\right] \\
\leqq & \frac{1}{4}+\frac{t}{4 \rho} \frac{1}{M_{n}} \sum_{k=1}^{M_{n}} \sum_{\substack{(l, r) \notin \Gamma \\
r \neq 0}} \mathrm{I}_{A_{l, r}}\left(\xi_{k}^{n}\right) .
\end{aligned}
$$

Using this estimate and applying Chebyshev's exponential inequality, we obtain

$$
\begin{align*}
& \mathbb{P}\left(\left|\left\langle\tilde{\Xi}^{n}-\Xi^{n}, g_{i j}\right\rangle\right|>1 / 2\right) \\
& \leqq \mathbb{P}\left(\sum_{k=1}^{M_{n}} \sum_{\substack{(l, r) \notin \Gamma \\
r \neq 0}} t \mathbb{I}_{A_{l, r}}\left(\xi_{k}^{n}\right)>M_{n} \rho\right) \\
& \leqq \exp \left\{-M_{n} \gamma_{N_{n}} \rho\right\} \prod_{k=1}^{M_{n}} \mathbb{E} \exp \left\{\gamma_{N_{n}} \sum_{\substack{l, r) \neq T \\
r \neq 0}} t \mathbb{I}_{A_{L, r}}\left(\xi_{k}^{n}\right)\right\} . \tag{2.41}
\end{align*}
$$

Moreover, for each $k$,

$$
\begin{align*}
& \mathbb{E} \exp \left\{\gamma_{N_{n}} \sum_{\substack{(l, r) \notin \Gamma \\
r \neq 0}} t \mathbb{I}_{A_{l, r}}\left(\xi_{k}^{n}\right)\right\} \\
& \quad \leqq 1+\exp \left\{\gamma_{N_{n}} t\right\} \sum_{\substack{(l, r) \notin \Gamma \\
r \neq 0}} \mathbb{P}\left(\xi_{k}^{n} \in A_{l, r}\right) \\
& \quad \leqq 1+\exp \left\{\gamma_{N_{n}} t\right\} \sum_{\substack{(, r, r \notin \Gamma \\
r \neq 0}} \sup _{x \in K_{r} \cap X_{N_{n}}} P_{x}^{N_{n}}\left(\bar{G}_{l}\right) . \tag{2.42}
\end{align*}
$$

But for $(l, r) \notin \Gamma$ and $r \neq 0$ we have $\bar{G}_{l} \cap \Phi\left(K_{r} ; t\right)=\emptyset$ and therefore

$$
\inf \left\{J(y): y \in \bar{G}_{l} \cap \pi^{-1}\left(K_{r}\right)\right\}>t .
$$

Because of this and the Metrizability Hypothesis, an application of the upper large deviation bound for $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$ yields

$$
\limsup _{n \rightarrow \infty} \frac{1}{\gamma_{N_{n}}} \log \sup _{x \in K_{r} \cap X_{N_{n}}} P_{x}^{N_{n}}\left(\bar{G}_{l}\right)<-t
$$

for $(l, r) \notin \Gamma$ and $r \neq 0$. Thus, the expression on the right of (2.42) tends to 1 as $n \rightarrow \infty$. Combining this with (2.41), we arrive at (2.39). The proof of assertion (2.40) repeats that of (2.39) with $g_{i j}$ replaced by $f_{k} \circ \pi$.

This completes the proof of the upper large deviation bound (2.19).

### 2.2 Other representations of the rate function

In this subsection we derive two more representations of the rate function (2.2). Let us begin with the derivation of a dual expression for the marginal problem (2.2).

Theorem 2.7 Let the assumptions of Theorem 2.2 be satisfied. Then

$$
\begin{equation*}
S(\mu ; v)=\sup _{g \in C_{b}(Y)}\left[\langle v, g\rangle-\left\langle\mu, \sup _{y \in Y}[g(y)-I(\cdot ; y)]\right\rangle\right] \tag{2.43}
\end{equation*}
$$

for all $\mu \in \mathscr{M}(X)$ and $v \in \mathscr{M}(Y)$.
Remark 2.8 From Lemma 1.6 c) we know that the last supremum on the right of (2.43) is sequentially continuous. Therefore

$$
S(\mu ; v)=\sup _{\substack{f \oplus g \leqq I \\ f \in C_{b, s}(X), g \in C_{b}(Y)}}[\langle\mu, f\rangle+\langle v, g\rangle]
$$

where $C_{b, s}(X)$ denotes the space of bounded sequentially continuous functions on $X$. If $X$ is Polish, then $C_{b, s}(X)=C_{b}(X)$. The representation (2.43) of the rate function $S$ may therefore be regarded as a version of the dual representation for marginal problems, see Kellerer [10]. Unfortunately, the (rather general) assumptions in Kellerer [10] do not exactly fit our needs. The proof given below employs the large deviation background of the functional $S$.

Proof of Theorem 2.7 As in Lemma 1.6 c ), we will use the abbreviation

$$
h_{g}(x):=\sup _{y \in Y}[g(y)-I(x ; y)], \quad x \in X .
$$

Given $Q \in \mathscr{A}(\mu, v)$ and $g \in C_{b}(Y)$, we have

$$
\begin{aligned}
& \int Q(d x, d y) I(x ; y) \\
& \geqq \int Q(d x, d y)\left(g(y)-h_{g}(x)\right) \\
& =\langle v, g\rangle-\left\langle\mu, h_{g}\right\rangle .
\end{aligned}
$$

This shows that

$$
\begin{equation*}
S(\mu ; v) \geqq \sup _{g \in C_{b}(Y)}\left[\langle v, g\rangle-\left\langle\mu, h_{g}\right\rangle\right] \tag{2.44}
\end{equation*}
$$

for all $\mu \in \mathscr{M}(X)$ and $v \in \mathscr{M}(Y)$.
Fix $\mu \in \mathscr{M}(X)$ arbitrarily and set $\tilde{S}(\mu ; v):=S(\mu ; v)$ for $v \in \mathscr{M}(Y)$ and $\tilde{S}(\mu ; v):=+\infty$ for $v \in C_{b}(Y)^{*} \backslash \mathscr{M}(Y)$. Note that $S(\mu ; \cdot)$ is convex and the level sets $\Psi(\mu ; \rho), \rho \geqq 0$, are compact in $C_{b}(Y)^{*}$ (cf. Lemma 2.4 a)). Therefore the function $\tilde{S}(\mu ; \cdot)$ is convex and lower semi-continuous on $C_{b}(Y)^{*}$. But this means that $\tilde{S}(\mu ; \cdot)$ coincides with its bipolar, i.e.

$$
S(\mu ; v)=\sup _{g \in C_{b}(Y)}[\langle v, g\rangle-L(\mu ; g)], \quad v \in \mathscr{M}(Y)
$$

where

$$
L(\mu ; g):=\sup _{v \in . \mu(Y)}[\langle v, g\rangle-S(\mu ; v)], \quad g \in C_{b}(Y)
$$

(see e.g. Ekeland and Temam [7], Chap. 1, Proposition 4.1).

To prove the inequality opposite to (2.44), it will therefore be enough to show that

$$
\begin{equation*}
L(\mu ; g) \geqq\left\langle\mu, h_{g}\right\rangle, \quad g \in C_{b}(Y) . \tag{2.45}
\end{equation*}
$$

Note that this inequality remains valid if one replaces $g$ by $g+$ const.
To prove (2.45), we fix $g \in C_{b}(Y)$ and assume without loss of generality that $g \leqq 0$. We choose an $\mathscr{M}^{M, N}(X)$-sequence $\left(\mu^{M, N}\right)$ with $\mu^{M, N} \rightarrow \mu$ as $M, N \rightarrow \infty$. By Theorem 2.2, $\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{A}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ is a large deviation system with rate function $S$ and scale $M \gamma_{N}$. We can therefore apply the Laplace-Varadhan method to obtain

$$
\begin{equation*}
L(\mu ; g)=\lim _{M, N \rightarrow \infty} \frac{1}{M \gamma_{N}} \log \int_{\mathscr{M}(Y)} \mathscr{P}_{\mu^{M, N}}^{M, N}(d v) \exp \left\{M \gamma_{N}\langle v, g\rangle\right\} \tag{2.46}
\end{equation*}
$$

(see e.g. Varadhan [17], Theorem 2.2). It follows from the definition of the measures $\mathscr{P}_{\mu^{M, N}}^{M, N}$ that

$$
\begin{align*}
& \frac{1}{M \gamma_{N}} \log \int_{\mathscr{M}(Y)} \mathscr{P}_{\mu^{M, N}}^{M, N}(d v) \exp \left\{M_{\gamma_{N}}\langle v, g\rangle\right\} \\
= & \int_{X} \mu^{M, N}(d x) \frac{1}{\gamma_{N}} \log \int_{Y} P_{x}^{N}(d y) \exp \left\{\gamma_{N} g(y)\right\} . \tag{2.47}
\end{align*}
$$

Now fix $\varepsilon>0$ arbitrarily. Let $\left(M_{n}\right)$ and $\left(N_{n}\right)$ be sequences of natural numbers tending to infinity. We will write $\mu^{n}$ instead of $\mu^{M_{n}, N_{n}}$. Because of the Tightness Hypothesis, there exists a compact set $K \subseteq X$ such that

$$
\begin{equation*}
\mu^{n}(K) \geqq 1-\varepsilon \quad \text { for all } n \tag{2.48}
\end{equation*}
$$

Applying the Laplace-Varadhan method to the large deviation system $\left\{P_{x}^{N} ; x \in X_{N}, N \in \mathbb{N}\right\}$, we get

$$
\lim _{N \rightarrow \infty} \frac{1}{\gamma_{N}} \log \int_{Y} P_{x_{N}}^{N}(d y) \exp \left\{\gamma_{N} g(y)\right\}=h_{g}(x)
$$

for each $X_{N}$-sequence $\left(x_{N}\right)$ tending to $x \in X$. Therefore, taking into account the Metrizability Hypothesis and Lemma 1.6 c ), we find for each $x \in K$ an open neighborhood $U(x)$ of $x$ such that

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \frac{1}{\gamma_{N_{n}}} \log \inf _{\tilde{x} \in U(x) \cap K \cap X_{N_{n}}} \int P_{\tilde{x}}^{N_{n}}(d y) \exp \left\{\gamma_{N_{n}} g(y)\right\} \\
& \geqq \sup _{\tilde{x} \in U(x) \cap K} h_{g}(\tilde{x})-\varepsilon \tag{2.49}
\end{align*}
$$

We select a finite covering $\left\{G_{1}, \ldots, G_{r}\right\}$ of $K$ by such open neighborhoods. Taking into account (2.48), we find pairwise disjoint measurable sets $A_{i} \subseteq G_{i}$ with $\mu\left(\partial A_{i}\right)=0(1 \leqq i \leqq r)$ and

$$
\begin{equation*}
\mu\left(X \backslash \bigcup_{i=1}^{r}\left(A_{i} \cap K\right)\right)<2 \varepsilon \tag{2.50}
\end{equation*}
$$

From this and (2.48) we conclude that

$$
\begin{equation*}
\mu^{n}\left(X \backslash \bigcup_{i=1}^{r}\left(A_{i} \cap K\right)\right)<4 \varepsilon \tag{2.51}
\end{equation*}
$$

for all sufficiently large $n$. Combining (2.46) with (2.47) and taking into account (2.51), we obtain

$$
\begin{equation*}
L(\mu ; g) \geqq \sum_{i=1}^{r} \liminf _{n \rightarrow \infty} \int_{A_{i} \cap K} \mu^{n}(d x) \frac{1}{\gamma_{N_{n}}} \log \int_{Y} P_{x}^{N_{n}}(d y) \exp \left\{\gamma_{N_{n}} g(y)\right\}-4 \varepsilon\|g\| . \tag{2.52}
\end{equation*}
$$

Since (2.49) holds for $U(x)$ replaced by $A_{i}$, we get

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \int_{A_{i} \cap K} \mu^{n}(d x) \frac{1}{\gamma_{N_{n}}} \log \int_{Y} P_{x}^{N_{n}}(d y) \exp \left\{\gamma_{N_{n}} g(y)\right\} \\
& \quad \geqq \liminf _{n \rightarrow \infty} \mu^{n}\left(A_{i}\right) \frac{1}{\gamma_{N_{n}}} \log \inf _{x \in A_{i} \cap K_{\cap} \cap X_{N_{n}}} \int P_{x}^{N_{n}}(d y) \exp \left\{\gamma_{N_{n}} g(y)\right\} \\
& \quad \geqq \mu\left(A_{i}\right)\left(\sup _{x \in A_{i} \cap K} h_{g}(x)-\varepsilon\right) \\
& \quad \geqq \mu\left(A_{i} \cap K\right)\left(\sup _{x \in A_{i} \cap K} h_{g}(x)-\varepsilon\right)-(\|g\|+\varepsilon) \mu\left(A_{i} \backslash K\right) \\
& \quad \geqq \int_{A_{i} \cap K} \mu(d x)\left(h_{g}(x)-\varepsilon\right)-(\|g\|+\varepsilon) \mu\left(A_{i} \backslash K\right) \tag{2.53}
\end{align*}
$$

for $1 \leqq i \leqq r$. Here we have used that, as a consequence of $g \leqq 0$, the expression under the first integral is nonpositive. We have also used the bound $\sup _{y}[g(y)-I(x ; y)] \geqq-\|g\|$. Substituting (2.53) in (2.52) and taking into account (2.50), we arrive at

$$
L(\mu ; g) \geqq \int_{X} \mu(d x) h_{g}(x)-\varepsilon(7\|g\|+1+\varepsilon) .
$$

Since $\varepsilon$ may be chosen arbitrarily small, this proves (2.45), and we are done.
We are now going to derive a further useful representation of the rate function $S$ (formulas (2.54) and (2.55) below) under the restriction that $X$ and $Y$ are Polish spaces. Then, in particular, $X$ satisfies the Metrizability and the Tightness Hypotheses and $\mathscr{M}(X)$ and $\mathscr{A}(Y)$ are also Polish spaces. For each $N \in \mathbb{N}$, we will denote by $\mathscr{H}\left(X_{N}\right)$ the space of Radon probability measures on $X_{N}$ and by $\mathscr{M}^{M}\left(X_{N}\right)$ the subspace of $M$-point empirical measures. We will consider $\mathscr{M}\left(X_{N}\right)$ as a subspace of $\mathscr{M}(X)$ and identify $\mathscr{M}^{M}\left(X_{N}\right)$ with $\mathscr{M}^{M, N}(X)$, the subspace of $\mathscr{M}(X)$ consisting of $M$-point empirical measures concentrated on $X_{N}$. Let $E_{x}^{N}$ denote expectation with respect to $P_{x}^{N}$.

Before formulating our result, we need to introduce the notion of e-convergence ('convergence in terms of the epigraph', cf. Wets [19]). Let $Z$ be a Hausdorff space, and let $f_{n}, n \in \mathbb{N}$, and $f$ be functions from $Z$ into $\mathbb{R} \cup\{+\infty\}$. We will say that the sequence $\left(f_{n}\right)$ is e-convergent to $f$,

$$
f=\mathrm{e}-\lim _{n \rightarrow \infty} f_{n},
$$

if for each $z \in Z$ the following conditions are satisfied:

$$
\begin{equation*}
f(z) \leqq \sup _{V \in \tilde{Y}(z)} \liminf _{n \rightarrow \infty} \inf _{\tilde{z} \in V} f_{n}(\tilde{z}) ; \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
f(z) \geqq \sup _{V \in \tilde{Y}(z)} \limsup _{n \rightarrow \infty} \inf _{\tilde{z} \in V} f_{n}(\tilde{z}) . \tag{ii}
\end{equation*}
$$

Here $\mathscr{V}(z)$ denotes the system of neighborhoods of $z$. If $Z$ satisfies the first countability axiom, then (i) and (ii) are equivalent to the following conditions:
( $i^{\prime}$ ) for each sequence $\left(z_{n}\right)$ tending to $z$ it holds

$$
f(z) \leqq \liminf _{n \rightarrow \infty} f_{n}\left(z_{n}\right) ;
$$

(ii') there exists a sequence $\left(z_{n}^{0}\right)$ tending to $z$ such that

$$
f(z) \geqq \liminf _{n \rightarrow \infty} f_{n}\left(z_{n}^{0}\right)
$$

This notion of convergence is useful in studying sequences of lower semi-continuous convex functions; in particular, a sequence of lower semi-continuous convex functions converges in this sense if and only if their convex conjugates converge (cf. Wets [19]).

Theorem 2.9 Assume that $X$ and $Y$ are Polish spaces, and let the assumptions of Theorem 2.2 be satisfied. Suppose further that the map $x \mapsto P_{x}^{N}$ from $X_{N}$ into $\mathscr{M}(Y)$ is continuous for each $N \in \mathbb{N}$. Then the following assertions are valid.
a) For each $N \in \mathbb{N},\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M}\left(X_{N}\right), M \in \mathbb{N}\right\}$ is a large deviation system with scale $M$ and rate function

$$
S^{N}(\mu ; v):=\sup _{f \in C_{b}(Y)}\left[\langle v, f\rangle-\left\langle\mu, \log E^{N} e^{f}\right\rangle\right], \quad \mu \in \mathscr{M}\left(X_{N}\right), v \in \mathscr{M}(Y) .
$$

b) $\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ is a large deviation system with scale $M \gamma_{N}($ as $M, N \rightarrow \infty)$. The corresponding rate function $S$ satisfies

$$
\begin{equation*}
S(\mu ; \cdot)=\mathrm{e}-\lim _{N \rightarrow \infty} \gamma_{N}^{-1} S^{N}\left(\mu^{N} ; \cdot\right) \tag{2.54}
\end{equation*}
$$

for each $\mu \in \mathscr{M}(X)$ and each sequence of measures $\mu^{N} \in \mathscr{M}\left(X_{N}\right)$ tending to $\mu$.
c) Let $Z$ be a regular Hausdorff space and $\pi$ a continuous map from $\mathscr{M}(Y)$ into $Z$. Denote by $\mathscr{2}_{\mu}^{M, N}$ the image of the measure $\mathscr{P}_{\mu}^{M, N}$ with respect to $\pi\left(\mu \in \mathscr{M}^{M, N}(X)\right.$, $M \in \mathbb{N}, N \in \mathbb{N})$. Then, for each $N \in \mathbb{N},\left\{\mathscr{Q}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M}\left(X_{N}\right), M \in \mathbb{N}\right\}$ is a large deviation system with scale $M$ and rate function

$$
S_{\pi}^{N}(\mu ; z):=\inf _{\pi(v)=z} S^{N}(\mu ; v), \quad \mu \in \mathscr{M}\left(X_{N}\right), z \in Z
$$

$\left\{\mathscr{2}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ is a large deviation system with scale $M \gamma_{N}(a s$ $M, N \rightarrow \infty)$ and rate function

$$
S_{\pi}(\mu ; z):=\inf _{\pi(v)=z} S(\mu ; v), \quad \mu \in \mathscr{M}(X), z \in Z
$$

Moreover,

$$
\begin{equation*}
S_{\pi}(\mu ; \cdot)=\mathrm{e}-\lim _{N \rightarrow \infty} \gamma_{N}^{-1} S_{\pi}^{N}\left(\mu^{N} ; \cdot\right) \tag{2.55}
\end{equation*}
$$

for each $\mu \in \mathscr{M}(X)$ and each sequence of measures $\mu^{N} \in \mathscr{M}\left(X_{N}\right)$ tending to $\mu$.
Proof. a) Assertion a) is a Sanov type theorem. Its proof can be found in Dawson and Gärtner [4], Sect. 3.5.
b) That $\left\{\mathscr{P}_{\mu}^{M, N} ; \mu \in \mathscr{M}^{M, N}(X), M \in \mathbb{N}, N \in \mathbb{N}\right\}$ is a large deviation system is a restatement of Theorem 2.2. It only remains to prove (2.54). To this end, we fix $\mu \in \mathscr{M}(X)$ and a sequence of measures $\mu^{N} \in \mathscr{M}\left(X_{N}\right)$ with $\mu^{N} \rightarrow \mu$. Since $X$ is Polish, the subspaces $X_{N}$ are metrizable. We may therefore apply Proposition A. 1 to find for each $N \in \mathbb{N}$ measures $\mu^{M, N} \in \mathscr{M}^{M}\left(X_{N}\right), M \in \mathbb{N}$, such that

$$
\begin{equation*}
\mu^{M, N} \rightarrow \mu^{N} \quad \text { in } \mathscr{M}\left(X_{N}\right) \quad \text { as } M \rightarrow \infty \tag{2.56}
\end{equation*}
$$

Since $\mathscr{M}(X)$ is metrizable, we conclude from this that for each $N \in \mathbb{N}$ there exists $M_{0}(N) \in \mathbb{N}$ such that

$$
\begin{equation*}
\mu^{M, N} \rightarrow \mu \quad \text { in } \mathscr{M}(X) \text { as } M, N \rightarrow \infty \text { and } M \geqq M_{0}(N) . \tag{2.57}
\end{equation*}
$$

Given $v \in \mathscr{M}(Y)$, let $V$ be an arbitrary neighborhood of $v$. From assertion a) and (2.56) we conclude that

$$
\begin{equation*}
-\inf _{\tilde{v} \in V} S^{N}\left(\mu^{N} ; \tilde{v}\right) \leqq \liminf _{M \rightarrow \infty} M^{-1} \log \mathscr{P}_{\mu^{2, N}}^{M, N}(V) \tag{2.58}
\end{equation*}
$$

for each $N$. On the other hand, because of Theorem 2.2 and (2.57), we have

$$
\begin{equation*}
-\inf _{\tilde{v} \in \bar{V}} S(\mu ; \tilde{v}) \geqq \lim _{\substack{M, N \rightarrow \infty \\ M \geqq M_{0}(N)}} M^{-1} \gamma_{N}^{-1} \log \mathscr{P}_{\mu^{v, N}}^{M, N}(\bar{V}) \tag{2.59}
\end{equation*}
$$

Combining both estimates, we arrive at

$$
\inf _{\tilde{v} \in \bar{V}} S(\mu ; \tilde{v}) \leqq \liminf _{N \rightarrow \infty} \inf _{\tilde{v} \in V} \gamma_{N}^{-1} S^{N}\left(\mu^{N} ; \tilde{v}\right)
$$

Taking into account that $S(\mu ; \cdot)$ is lower semi-continuous and $\mathscr{M}(Y)$ is regular, we conclude from this that

$$
\begin{equation*}
S(\mu ; v) \leqq \sup _{V \in \mathscr{Y}(v)} \liminf _{N \rightarrow \infty} \inf _{\tilde{v} \in \mathscr{V}} \gamma_{N}^{-1} S^{N}\left(\mu^{N} ; \tilde{v}\right) \tag{2.60}
\end{equation*}
$$

Using the large deviation bounds

$$
-\inf _{\tilde{v} \in \bar{V}} S^{N}\left(\mu^{N} ; \tilde{v}\right) \geqq \limsup _{M \rightarrow \infty} M^{-1} \log \mathscr{P}_{\mu^{M, N}}^{M, N}(\bar{V})
$$

and

$$
-\inf S(\mu ; \tilde{v} \in \mathscr{v}) \leqq \liminf _{\substack{M, N \rightarrow \infty \\ M \geqq M_{0}(N)}} M^{-1} \gamma_{N}^{-1} \log \mathscr{P}_{\mu^{2, N}}^{M, N}(V)
$$

opposite to (2.58) and (2.59), respectively, we find in a similar manner that

$$
\begin{equation*}
S(\mu ; v) \geqq \sup _{V \in \mathscr{Y}(v)} \limsup _{N \rightarrow \infty} \inf _{\tilde{v} \in V} \gamma_{N}^{-1} S^{N}\left(\mu^{N} ; \tilde{v}\right) \tag{2.61}
\end{equation*}
$$

(2.60) and (2.61) together imply the e-convergence of $S^{N}\left(\mu^{N} ; \cdot\right)$ to $S(\mu ; \cdot)$.
c) The first half of assertion $c$ ) is a consequence of the contraction principle. The proof of the e-convergence (2.55) follows the proof of (2.54) with $\mathscr{P}_{\mu}^{M, N}, S^{N}$, and $S$ replaced by $\mathscr{2}_{\mu}^{M, N}, S_{\pi}^{N}$, and $S_{\pi}$, respectively.

## 3 Randomly perturbed dynamical systems

### 4.1 Notation and main result

In this section we deal with diffusion processes in $\mathbb{R}^{d}$ with generator

$$
\begin{equation*}
\mathscr{L}_{t}^{\varepsilon}:=\frac{\varepsilon^{2}}{2} \sum_{i, j=1}^{d} a^{i j}(\cdot, t) \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}+\sum_{i=1}^{d} b^{i}(\cdot, t) \frac{\partial}{\partial x^{i}} \tag{3.1}
\end{equation*}
$$

depending on a small parameter $\varepsilon>0$. More precisely, given $T>0$, we consider for each $\varepsilon>0$ the solution $\left\{P_{x, t}^{\varepsilon} ;(x, t) \in \mathbb{R}^{d} \times[0, T]\right\}$ to the martingale problem for $\left\{\mathscr{L}_{t}^{\varepsilon} ; t \in[0, T]\right\}$. Here $P_{x, t}^{\varepsilon}$ is the law on $C_{0, T}:=C\left([0, T] ; \mathbb{R}^{d}\right)$ of the diffusion process governed by $\left\{\mathscr{L}_{t}^{\varepsilon} ; t \in[0, T]\right\}$ which starts at time $t$ at point $x$ (i.e. $P_{x, t}^{\varepsilon}$ is concentrated on paths $\varphi \in C_{0, r}$ with $\varphi(s)=x$ for $s \in[0, t]$. For details see e.g. Stroock and Varadhan [15]. We will often write $P_{x}^{\varepsilon}$ instead of $P_{x, 0}^{\varepsilon}$.

We first want to formulate the Freidlin-Wentzell result on large deviations for the family of probability measures $\left\{P_{x}^{\varepsilon} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ in a form which is convenient for our purposes (Theorem 3.1 below). To this end we need some further notation.

Given $(x, t) \in \mathbb{R}^{d} \times[0, T]$, we denote by $|\cdot|_{x, t}$ and $\nabla_{x, t}$, respectively, the Riemannian norm and the Riemannian gradient in the tangent space at $x$ for the Riemannian structure on $\mathbb{R}^{d}$ associated with the diffusion matrix $a(\cdot, t)$. In particular,

$$
|z|_{x, t}^{2}=\sum_{i, j=1}^{d} a_{i j}(x, t) z^{i} z^{j}, \quad z=\left(z^{1}, \ldots, z^{d}\right) \in \mathbb{R}^{d}
$$

and

$$
\left|\nabla_{x, t} f\right|_{x, t}^{2}=\sum_{i, j=1}^{d} a^{i j}(x, t) \frac{\partial f(x)}{\partial x^{i}} \frac{\partial f(x)}{\partial x^{j}} .
$$

Here $\left\{a_{i j}(x, t)\right\}$ denotes the inverse of the matrix $\left\{a^{i j}(x, t)\right\}$. (Of course, if $a(\cdot, t)$ is not sufficiently smooth, then there is not really a Riemannian structure associated with $a(\cdot, t)$, but the above formulas still make sense provided that the diffusion matrix is non-degenerate.) Suppressing the dependence on $x$, we will often write $|\cdot|_{t}$ and $\nabla_{t}$ instead of $|\cdot|_{\cdot, t}$ and $\nabla_{\cdot, t}$, respectively.
We define a functional $I: C_{0, T} \rightarrow[0, \infty]$ by setting

$$
\begin{equation*}
I(\varphi):=\frac{1}{2} \int_{0}^{T}|\dot{\varphi}(t)-b(\varphi(t), t)|_{\varphi(t), t}^{2} d t \tag{3.2}
\end{equation*}
$$

if $\varphi \in C_{0, T}$ is absolutely continuous and $I(\varphi):=+\infty$ otherwise. Let

$$
\Phi(A ; \rho):=\left\{\varphi \in C_{0, T}: \varphi(0) \in A, I(\varphi) \leqq \rho\right\}, \quad A \subseteq \mathbb{R}^{d}, \rho \geqq 0
$$

denote the associated level sets.
$C_{0, T}, I$, and $\Phi(A ; \rho)$ are defined with respect to the time interval $[0, T]$. Given an arbitrary time interval $[s, t] \subseteq[0, T]$, the associated objects will be denoted by $C_{s, t}, I_{s, t}$, and $\Phi_{s, t}(A ; \rho)$, respectively.

We impose the following assumptions on the diffusion matrix $a(x, t)=$ $\left\{a^{i j}(x, t)\right\}$ and the drift vector $b(x, t)=\left\{b^{i}(x, t)\right\}$.

Assumption (D1). The diffusion matrix $a: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ and the drift vector $b$ : $\mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}$ are continuous. For each $(x, t) \in \mathbb{R}^{d} \times[0, T]$, the matrix $a(x, t)$ is symmetric and strictly positive definite.

Assumption (D2). The martingale problem for $\left\{\mathscr{L}_{i}^{\varepsilon} ; t \in[0, T]\right\}$ is well-posed for each $\varepsilon>0$.

Assumption (D3). (i) For each compact set $K \subset \mathbb{R}^{d}$ and each $\rho \geqq 0$, the set $\Phi(K ; \rho)$ is bounded in $C_{0, T}$.
(ii) For each $t \in[0, T)$ and each $x \in \mathbb{R}^{d}$, the equation

$$
\begin{equation*}
\dot{\varphi}(u)=b(\varphi(u), u), \quad u \in[t, T], \tag{3.3}
\end{equation*}
$$

has at least one solution $\varphi \in C_{t, T}$ with $\varphi(t)=x$.
Theorem 3.1 Let the Assumptions (D1)-(D3) be fulfilled. Then $\left\{P_{x}^{\varepsilon} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ is a special large deviation system (with respect to the map $\varphi(\cdot) \mapsto \varphi(0)$ ) with rate function I and scale $\varepsilon^{-2}$ as $\varepsilon \rightarrow 0$. Moreover, the level sets $\Phi(K ; \rho)$ are compact for all compact sets $K \subset \mathbb{R}^{d}$ and all $\rho \geqq 0$.
For bounded and uniformly continuous drift and diffusion coefficients with uniformly non-degenerate diffusion matrix the proof can be found in Freidlin and Wentzell [8], Chap. 5, Theorem 3.1, in the time homogeneous situation and in Wentzell [18], Theorem 4.3.3, for time inhomogeneous coefficients. Azencott [1], Chap. III, Theorem 2.13, allowed explosion and degeneracy of the diffusion matrix but assumed local Lipschitz continuity of the drift and diffusion coefficients.

In Appendix A. 2 it will be shown how Theorem 3.1 may be derived from the results in Wentzell [18] by use of localization techniques.

We are now going to study large deviations for empirical processes of $N$ independent copies of our diffusion processes in the limit as $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$.

Before formulating our result (Theorem 3.2 below), we introduce some further notation. By $\mathscr{M}:=\mathscr{M}\left(\mathbb{R}^{d}\right)$ we denote the space of probability measures on $\mathbb{R}^{d}$ endowed with Prokhorov's metric. Given $N \in \mathbb{N}$, let $\mathscr{M}^{N}$ be the subset of $\mathscr{M}$ consisting of $N$-point empirical measures, i.e. of measures $\mu$ of the form

$$
\begin{equation*}
\mu=N^{-1} \sum_{i=1}^{N} \delta_{x_{i}} \quad \text { with } x_{1}, \ldots, x_{N} \in \mathbb{R}^{d} \tag{3.4}
\end{equation*}
$$

Also let $\mathscr{C}_{0, T}:=C([0, T] ; \mathscr{M})$ be the space of continuous functions from $[0, T]$ into $\mathscr{M}$ furnished with the topology of uniform convergence. Both $\mathscr{M}$ and $\mathscr{C}_{0, T}$ are Polish spaces.

Given $N \in \mathbb{N}, \varepsilon>0$, and a measure $\mu \in \mathscr{M}^{N}$ of the form (3.4), we denote by $\mathscr{P}_{\mu}^{N, \varepsilon}$ the law on $\mathscr{C}_{0, T}$ of the empirical process associated with $N$ independent diffusions having laws $P_{x_{1}}^{\varepsilon}, \ldots, P_{x_{N},}^{\varepsilon}$, respectively. More precisely, $\mathscr{P}_{\mu}^{N, \varepsilon}$ is the image of the product measure $P_{x_{1}}^{\varepsilon} \otimes \cdots \otimes P_{x_{N}}^{\varepsilon}$ with respect to the continuous map

$$
\begin{equation*}
\left(C_{0, T}\right)^{N} \ni\left(y_{1}(\cdot), \ldots, y_{N}(\cdot)\right) \mapsto\left(t \mapsto N^{-1} \sum_{i=1}^{N} \delta_{y_{i}(t)}\right) \in \mathscr{C}_{0, T} \tag{3.5}
\end{equation*}
$$

We denote by $\mathscr{D}$ the Schwartz space of test functions $\mathbb{R}^{d} \rightarrow \mathbb{R}$ having compact support and possessing continuous derivatives of all orders. We endow $\mathscr{D}$ with the usual inductive topology. Let $\mathscr{D}^{\prime}$ be the corresponding space of real distributions. For each compact set $K \subset \mathbb{R}^{d}, \mathscr{D}_{K}$ will denote the subspace of $\mathscr{D}$ consisting of all test functions the support of which is contained in $K$. Given $\vartheta \in \mathscr{D}^{\prime}$ and $f \in \mathscr{D}$, let $\langle\vartheta, f\rangle$ denote the application of the test function $f$ to the distribution $\vartheta$.

A distribution-valued function $\vartheta(\cdot):[0, T] \rightarrow \mathscr{D}^{\prime}$ will be called absolutely continuous if for each compact set $K \subset \mathbb{R}^{d}$ there exist a neighborhood $U_{K}$ of 0 in
$\mathscr{D}_{\mathrm{K}}$ and an absolutely continuous function $H_{K}:[0, T] \rightarrow \mathbb{R}$ such that

$$
|\langle\vartheta(s), f\rangle-\langle\vartheta(t), f\rangle| \leqq\left|H_{K}(s)-H_{K}(t)\right|
$$

for all $s, t \in[0, T]$ and $f \in U_{K}$. If $\vartheta(\cdot)$ is absolutely continuous, then the derivative in the distribution sense $\mathscr{\vartheta}(t)$ exists for Lebesgue-almost all $t \in[0, T]$, see Dawson and Gärtner [4], Lemma 4.2.

Given $\mu \in \mathscr{M}$ and $t \in[0, T]$, we introduce a normed linear space $T_{\mu, t}:=\{\vartheta \in \mathscr{D}$ : $\left.\|\vartheta\|_{\mu, t}<\infty\right\}$ with norm $\|\cdot\|_{\mu, t}$ defined by

$$
\begin{equation*}
\|\vartheta\|_{\mu, t}^{2}:=\sup _{f \in \mathscr{O}_{\|, t}} \frac{|\langle\vartheta, f\rangle\rangle^{2}}{\left.\left.\langle\mu,| \nabla_{t} f\right|_{t} ^{2}\right\rangle}, \quad \vartheta \in \mathscr{D}^{\prime} . \tag{3.6}
\end{equation*}
$$

Here $\left.\mathscr{D}_{\mu, t}:=\left\{f \in \mathscr{D}:\left.\langle\mu,| \nabla_{t} f\right|_{t} ^{2}\right\rangle \neq 0\right\}$. Heuristically speaking this means that, for each $t \in[0, T]$, we consider $\mathscr{M}$ as an infinite dimensional 'Riemannian manifold' with 'tangent spaces' $T_{\mu, t}$ and 'Riemannian norm' $\|\cdot\|_{\mu, t}, \mu \in \mathscr{M}$.
We define a functional $S^{0}: \mathscr{C}_{0, T} \rightarrow[0, \infty]$ by setting

$$
\begin{equation*}
S^{0}(\mu(\cdot)):=\frac{1}{2} \int_{0}^{T}\left\|\dot{\mu}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu(t)\right\|_{\mu(t), t}^{2} t t \tag{3.7}
\end{equation*}
$$

if $\mu(\cdot)$ is absolutely continuous and $S^{0}(\mu(\cdot)):=+\infty$ otherwise. Here

$$
\mathscr{L}_{t}^{0}:=\sum_{i=1}^{d} b^{i}(\cdot, t) \frac{\partial}{\partial x^{i}}
$$

denotes the operator (3.1) for $\varepsilon=0$ corresponding to the unperturbed motion $\dot{x}=b(x, t)$, and $\left(\mathscr{L}_{t}^{0}\right)^{*}$ is the formal adjoint of $\mathscr{L}_{t}^{0}$ acting on $\mathscr{X}^{\prime}$. Let

$$
\Psi^{0}(\mathscr{A} ; \rho):=\left\{\mu(\cdot) \in \mathscr{C}_{0, \tau}: \mu(0) \in \mathscr{A}, S^{0}(\mu(\cdot)) \leqq \rho\right\}, \quad \mathscr{A} \subseteq \mathscr{M}, \rho \geqq 0,
$$

be the level sets associated with $S^{0}$.
Theorem 3.2 Let the Assumptions (D1)-(D3) be satisfied. Then $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}\right.$, $N \in \mathbb{N}, \varepsilon>0\}$ is a special large deviation system (with respect to the map $\mu(\cdot) \mapsto \mu(0)$ ) with rate function $S^{0}$ and scale $N \varepsilon^{-2}$ as $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$. The level sets $\Psi^{0}(\mathscr{K} ; \rho)$ are compact for all compact subsets $\mathscr{K}$ of $\mathscr{A l}$ and all $\rho \geqq 0$.

Before turning to the proof of Theorem 3.2, let us make several comments about the Assumptions (D1)-(D3).
Remark 3.3 a) Assumption (D1) guarantees uniqueness of the solution to our martingale problem for each $\varepsilon>0$ (Stroock and Varadhan [15], Theorem 7.2.1 and Corollary 10.1.2), but it does not exclude explosion. In Assumption (D2) we require that our processes do not explode. Non-explosion criteria can be found e.g. in Stroock and Varadhan [15], Chap. 10.
b) Let Assumption (D1) be satisfied. Then Assumption (D3) is equivalent to the condition that the sets $\Phi_{s, t}(K ; \rho)$ are bounded in $C_{s, t}$ and non-empty for $0 \leqq s<t \leqq T$, each compact set $K \subset \mathbb{R}^{d}$, and all $\rho \geqq 0$.

Indeed, part (ii) of Assumption (D3) is obviously equivalent to the condition that the sets $\Phi_{s, t}(K ; \rho)$ are non-empty. Now let (D1) and (D3) be satisfied. To check that $\Phi_{s, t}(K ; \rho)$ is bounded, we define a map $t: C_{s, t} \rightarrow C_{0, T}$ by setting $\imath(\varphi)(u):=\varphi(s)$ for $u \in[0, s], t(\varphi)(u):=\varphi(u)$ for $u \in[s, t]$, and by choosing $t(\varphi)(u), u \in[t, T]$, to be a path of the dynamical system (3.3) with $z(\varphi)(t)=\varphi(t)$ which exists according to part (ii) of Assumption (D3). It follows that $t\left(\Phi_{s, t}(K ; \rho)\right) \subseteq \Phi(K ; \hat{\rho})$ for some $\hat{\rho}>\rho$.

Since $\Phi(K ; \hat{\rho})$ is bounded by part (i) of Assumption (D3), this yields the boundedness of $\Phi_{s, t}(K ; \rho)$. The reverse part of our claim is immediate.
c) If the drift coefficient $b$ is time-independent, then Assumption (D1) and part (i) of Assumption (D3) together imply part (ii) of Assumption (D3). Otherwise one would find $t \in[0, T), x \in \mathbb{R}^{d}$, and an unbounded continuously differentiable function $\varphi:[t, T) \rightarrow \mathbb{R}^{d}$ satisfying $\varphi(t)=x$ and $\dot{\varphi}(u)=b(\varphi(u))$ for $u \in[t, T)$. Set $\varphi_{n}(u):=x$ for $u \in[0, t+1 / n]$ and $\varphi_{n}(u):=\varphi(u-1 / n)$ for $u \in[t+1 / n, T]$. Then $\left(\varphi_{n}\right)$ is an unbounded sequence in $C_{0, T}$ which belongs to $\Phi(x ; \rho)$ for some $\rho \geqq 0$. But this contradicts part (i) of Assumption (D3).
d) In general, the Assumptions (D1) and (D2) do not imply Assumption (D3). To see this, let $F$ be a bounded smooth real function with $F^{\prime}(x)>0$ for all $x$. Then the Assumptions (D1) and (D2) are satisfied for $d=1, a(x, t)=a(x)=\left(F^{\prime}(x)\right)^{-2}$ and $b(x, t) \equiv 0$. But each solution of the equation

$$
\dot{\varphi}(t)=\left(\frac{\rho}{T} a(\varphi(t))\right)^{1 / 2}, \quad t \geqq 0
$$

explodes before time $T$ for $\rho>(F(+\infty)-F(-\infty))^{2} / T$. Consequently, for each such $\rho$, the level sets $\Phi(K ; \rho)$ are not bounded in $C_{0, T}$.
e) Let Assumption (D1) be fulfilled. Suppose that there exist a continuously differentiable function $U: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} U(x)=+\infty \tag{3.8}
\end{equation*}
$$

and $\lambda \geqq 0$ such that

$$
\begin{equation*}
\mathscr{L}_{t}^{0} U+\frac{1}{2}\left|\nabla_{t} U\right|_{t}^{2} \leqq \lambda U \quad \text { for all } t \in[0, T] \tag{3.9}
\end{equation*}
$$

Then Assumption (D3) is satisfied. Before turning to the proof, let us remark that condition (3.9) is certainly fulfilled in the case when $b(\cdot, t)=-\nabla_{t} U, t \in[0, T]$. Using (3.9), we find that

$$
\begin{aligned}
\frac{d}{d t}\left(e^{-\lambda t} U(\varphi(t))\right) & =e^{-\lambda t}\left[\left(\dot{\varphi}(t), \nabla_{t} U(\varphi(t))\right)_{t}-\lambda U(\varphi(t))\right] \\
& \leqq e^{-\lambda t}\left[\left.\left(\dot{\varphi}(t)-b(\varphi(t), t), \nabla_{t} U(\varphi(t))\right)_{t}-\frac{1}{2} \right\rvert\, \nabla_{t} U\left(\left.\varphi(t)\right|_{t} ^{2}\right]\right. \\
& \leqq e^{-\lambda t} \frac{1}{2}|\dot{\varphi}(t)-b(\varphi(t), t)|_{t}^{2}
\end{aligned}
$$

for all absolutely continuous paths $\varphi \in C_{0, T}$ and Lebesgue-almost all $t \in[0, T]$. Here $(\cdot, \cdot)_{t}$ denotes the Riemannian inner product with respect to the diffusion matrix $a(\cdot, t)$. Thus, integration yields

$$
e^{-\lambda t} U(\varphi(t)) \leqq U(\varphi(0))+I(\varphi), \quad t \in[0, T]
$$

Together with (3.8), this implies the boundedness of the level sets, i.e. part (i) of Assumption (D3). Now let $\varphi$ be a path of the dynamical system (3.3) in a right-open time interval $\left[t, t^{\prime}\right) \subset[0, T]$. Then, analogous to the above, we obtain

$$
e^{-\lambda u} U(\varphi(u)) \leqq e^{-\lambda t} U(\varphi(t)) \quad \text { for } u \in\left[t, t^{\prime}\right)
$$

Hence, $\varphi$ is bounded on [t, $t^{\prime}$ ). In other words, the paths of our dynamical system do not explode. Together with Assumption (D1), this implies part (ii) of Assumption (D3).

The rest of Sect. 3 is devoted to the proof of Theorem 3.2. We will assume throughout that the Assumptions (D1)-(D3) are satisfied. We will close the present subsection by showing that $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon>0\right\}$ is a special large deviation system. The remaining two subsections are devoted to the identification of the rate function in the form (3.7).

Given $t \in[0, T]$, we will denote by $\pi_{t}$ the canonical projection $C_{0, T} \rightarrow \mathbb{R}^{d}$ defined by $\pi_{t}(\varphi):=\varphi(t), \varphi \in C_{0, T}$. Let $\hat{\pi}_{t}$ be the induced map $\mathscr{M}\left(C_{0, T}\right) \rightarrow \mathscr{M}\left(\mathbb{R}^{d}\right)$, i.e. $\hat{\pi}_{t}(Q):=Q \circ \pi_{t}^{-1}, Q \in \mathscr{M}\left(C_{0, T}\right)$. Since each measure $Q \in \mathscr{M}\left(C_{0, T}\right)$ may be regarded as the probability law of a stochastic process with continuous paths, the measures $\hat{\pi}_{t}(Q), t \in[0, T]$, may be interpreted as the one-dimensional distributions of this process. Recall that $I$ denotes the rate function for $\left\{P_{x}^{\epsilon} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ given by (3.2).

Lemma 3.4 The family $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon>0\right\}$ forms a special large deviation system (with respect to the map $\mu(\cdot) \mapsto \mu(0))$ having scale $N \varepsilon^{-2}$ and rate function

$$
\begin{equation*}
S(\mu(\cdot)):=\inf \left\{\langle Q, I\rangle: Q \in \mathscr{M}\left(C_{0, T}\right), \hat{\pi}_{t}(Q)=\mu(t) \text { for all } t \in[0, T]\right\} \tag{3.10}
\end{equation*}
$$

$\mu(\cdot) \in \mathscr{C}_{0, T}$. The associated level sets

$$
\Psi(\mathscr{K} ; \rho):=\left\{\mu(\cdot) \in \mathscr{C}_{0, T}: \mu(0) \in \mathscr{K}, S(\mu(\cdot)) \leqq \rho\right\}
$$

are compact for all compact sets $\mathscr{K} \subset \mathscr{M}$ and all $\rho \geqq 0$.
Proof. Given $N \in \mathbb{N}, \varepsilon>0$, and a measure $\mu \in \mathscr{M}^{N}$ of the form

$$
\mu=N^{-1} \sum_{i=1}^{N} \delta_{x_{i}}, \quad x_{1}, \ldots, x_{N} \in \mathbb{R}^{d}
$$

let $\hat{\mathscr{P}}_{\mu}^{N, \varepsilon}$ denote the image of the product measure $P_{x_{1}}^{\varepsilon} \otimes \cdots \otimes P_{x_{N}}^{\varepsilon}$ with respect to the map

$$
\left(C_{0, T}\right)^{N} \ni\left(y_{1}(\cdot), \ldots, y_{N}(\cdot)\right) \mapsto N^{-1} \sum_{i=1}^{N} \delta_{y_{i}(\cdot)} \in \mathscr{M}\left(C_{0, T}\right) .
$$

Since $\left\{P_{x}^{\varepsilon} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ is a special large deviation system (with respect to $\pi_{0}$ ) with scale $\varepsilon^{-2}$ and rate function $I$ and because of the compactness of the associated level sets (Theorem 3.1), we may apply Theorem 2.1 to see that the measures $\hat{\mathscr{P}}_{\mu}^{N, \varepsilon}$ form a special large deviation system (with respect to $\hat{\pi}^{0}$ ) having scale $N \varepsilon^{-2}$ and rate function

$$
\hat{S}(Q):=\int_{C_{0, T}} I(\varphi) Q(d \varphi), \quad Q \in \mathscr{M}\left(C_{0, T}\right)
$$

Moreover, according to Lemma 2.4 b), the level sets

$$
\hat{\Psi}(\mathscr{K} ; \rho):=\left\{Q \in \mathscr{M}\left(C_{0, T}\right): \hat{\pi}_{0}(Q) \in \mathscr{K}, \hat{S}(Q) \leqq \rho\right\}
$$

are compact for all compact sets $\mathscr{K} \subset \mathscr{M}$ and all $\rho \geqq 0$. But $\mathscr{P}_{\mu}^{N, \varepsilon}$ is the image of $\widehat{\mathscr{P}}_{\mu}^{N, \varepsilon}$ with respect to the continuous map

$$
\begin{equation*}
\mathscr{M}\left(C_{0, T}\right) \ni Q \mapsto\left(t \mapsto \hat{\pi}_{t}(Q)\right) \in \mathscr{C}_{0, T} \tag{3.11}
\end{equation*}
$$

(Concerning continuity, see the proof of Lemma 4.6 in Dawson and Gärtner [4].) Therefore the assertions of our lemma now follow by an application of the 'contraction principle'.

### 3.2 Identification of the rate function for bounded smooth coefficients

In the rest of Sect. 3 we show that the functionals $S^{0}$ and $S$ defined by (3.7) and (3.10), respectively, coincide. We will always impose the Assumptions (D1)-(D3) on the drift and diffusion coefficients.

In this subsection we will derive the inequality $S \geqq S^{0}$. After that the proof of the opposite inequality will be given under the following boundedness and smoothness conditions.

Assumption (BS). The diffusion and drift coefficients $(a, b)$ are bounded and uniformly continuous. The diffusion matrix $a$ is uniformly non-degenerate and possesses bounded continuous spatial derivatives of first order.

This means that the proof of Theorem 3.2 will then be complete under the additional Assumption (BS). In the next subsection it will be shown how to remove this boundedness and smoothness restriction to get the inequality $S \leqq S^{0}$ in full generality. This final step of our proof is rather technical. The reader who is interested in catching the main ideas of the proof only may skip Sect. 3.3.

To prove the inequality $S \geqq S^{0}$, we will apply a variational expression for $S^{0}$ taken from Dawson and Gärtner [4] with slight modification (Lemma 3.5). Then, applying the Laplace-Varadhan method to a certain family of exponential martingales, we will see that the terms in the variational expression do not exceed $S$ (Lemma 3.6).

According to Theorem 2.9, $S$ is the epigraph limit as $\varepsilon \rightarrow 0$ of the rate functions $S^{\varepsilon}$ associated with the special large deviation systems $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}\right\}$ for fixed $\varepsilon>0$ and $N \rightarrow \infty$. Because of this, we will see that the proof of the inequality $S \leqq S^{0}$ may be reduced to the verification of

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right) \leqq S^{0}(\mu(\cdot)) \tag{3.12}
\end{equation*}
$$

Here $\mu_{\delta}(t)$ denotes the convolution of $\mu(t)$ with a smooth $\delta$-like density such that $\mu_{\delta}(\cdot) \rightarrow \mu(\cdot)$ as $\delta \rightarrow 0$. We know from Dawson and Gärtner [4] that $S^{\varepsilon}$ admits the same integral representation (3.7) as $S^{0}$ but with $\mathscr{L}_{t}^{0}$ replaced by the diffusion operator $\mathscr{L}_{t}^{\varepsilon}$. Under Assumption (BS), in $S^{\varepsilon}$ we may get rid of the singularly perturbing second order term of $\mathscr{L}_{t}^{\varepsilon}$ as $\varepsilon \rightarrow 0$, if we replace $\mu(\cdot)$ by its 'smooth' approximations $\mu_{\delta}(\cdot)$. This fact will be proved in Lemma 3.7. Altogether the above arguments will then yield $S \leqq S^{0}$ under Assumption (BS) (Lemma 3.8).

Let us now turn to the details. Given a function $g: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}$ and $t \in[0, T]$, we will denote by $g(t)$ the function $g(t)(x):=g(x, t), x \in \mathbb{R}^{d}$. We will denote by $C_{k}^{2,1}=C_{k}^{2,1}\left(\mathbb{R}^{d} \times[0, T]\right)$ the set of continuous real-valued functions on $\mathbb{R}^{d} \times[0, T]$ having compact support and possessing continuous spatial derivatives of first and second order and a continuous time derivative of first order. We begin with the following lemma which was proved in Dawson and Gärtner [4], Lemma 4.8 , for $\mathscr{L}_{t}^{\varepsilon}, \varepsilon>0$, instead of $\mathscr{L}_{t}^{0}$. It is also valid for $\mathscr{L}_{t}^{0}$, since the presence of second order derivatives in $\mathscr{L}_{t}^{\varepsilon}$ played no role in the proof.

Lemma 3.5 For each $\mu(\cdot) \in \mathscr{C}_{0, T}$,

$$
\begin{equation*}
S^{0}(\mu(\cdot))=\sup _{g \in C_{k}^{2,1}} J(\mu(\cdot) ; g), \tag{3.13}
\end{equation*}
$$

where

$$
\begin{align*}
J(\mu(\cdot) ; g) & :=\langle\mu(T), g(T)\rangle-\langle\mu(0), g(0)\rangle \\
& \left.-\left.\int_{0}^{T}\left\langle\mu(t),\left(\frac{\partial}{\partial t}+\mathscr{L}_{t}^{0}\right) g(t)+\frac{1}{2}\right| \nabla_{t} g(t)\right|_{t} ^{2}\right\rangle d t . \tag{3.14}
\end{align*}
$$

Lemma 3.6 $S \geqq S^{0}$.
Proof. Given $g \in C_{k}^{2,1}$ and $\varepsilon \geqq 0$, we introduce the bounded continuous functional

$$
\begin{aligned}
F_{g}^{\varepsilon}(x(\cdot)):= & g(x(T), T)-g(x(0), 0) \\
& -\int_{0}^{T}\left[\left(\frac{\partial}{\partial t}+\mathscr{L}_{t}^{\varepsilon}\right) g(x(t), t)+\frac{1}{2}\left|\nabla_{t} g(x(t), t)\right|_{t}^{2}\right] d t,
\end{aligned}
$$

$x(\cdot) \in C_{0, T}$. For $\varepsilon>0$ this functional has the form

$$
\begin{equation*}
F_{g}^{\varepsilon}=M_{T}^{\varepsilon}-\frac{1}{2 \varepsilon^{2}}\left\langle M^{\varepsilon}\right\rangle_{T}, \tag{3.15}
\end{equation*}
$$

where

$$
M_{t}^{\varepsilon}(x(\cdot)):=g(x(t))-g(x(0))-\int_{0}^{t}\left(\frac{\partial}{\partial s}+\mathscr{L}_{s}^{\varepsilon}\right) g(x(s), s) d s
$$

$t \in[0, T]$, is a bounded continuous $P_{x}^{\varepsilon}$-martingale with quadratic characteristic

$$
\left.《 M^{\varepsilon}\right\rangle>t(x(\cdot)):=\varepsilon^{2} \int_{0}^{t}\left|\nabla_{s} g(x(s), s)\right|_{s}^{2} d s, \quad t \in[0, T]
$$

for each $x \in \mathbb{R}^{d}$. Therefore,

$$
\exp \left\{\frac{1}{\varepsilon^{2}} M_{t}^{\varepsilon}-\frac{1}{2 \varepsilon^{4}}\left\langle M^{\varepsilon}\right\rangle_{t}\right\}
$$

is an exponential $P_{x}^{\varepsilon}$-martingale. Because of (3.15), this implies that

$$
\begin{equation*}
\varepsilon^{2} \log E_{x}^{\varepsilon} \exp \left\{\varepsilon^{-2} F_{g}^{\varepsilon}\right\}=0 \tag{3.16}
\end{equation*}
$$

for all $g \in C_{k}^{2,1}, x \in \mathbb{R}^{d}$, and $\varepsilon>0$. Here $E_{x}^{\varepsilon}$ denotes expectation with respect to $P_{x}^{\varepsilon}$. Note that $F_{g}^{\varepsilon}$ converges to $F_{g}^{0}$ uniformly as $\varepsilon \rightarrow 0$. Applying the Laplace-Varadhan method (Varadhan [17], Theorem 2.2) for the large deviation system $\left\{P_{x}^{\varepsilon} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$, we may therefore pass on the left-hand side of (3.16) to the limit as $\varepsilon \rightarrow 0$ to obtain

$$
\sup _{\varphi(0)=x}\left[F_{g}^{0}(\varphi)-I(\varphi)\right]=0, \quad x \in \mathbb{R}^{d} .
$$

Hence, $I \geqq F_{g}^{0}$ and, in particular,

$$
\langle Q, I\rangle \geqq\left\langle Q, F_{g}^{0}\right\rangle
$$

for each measure $Q \in \mathscr{M}\left(C_{0, T}\right)$. But

$$
\left\langle Q, F_{g}^{0}\right\rangle=J(\hat{\pi} .(Q) ; g)
$$

where $J$ is defined by (3.14). Combining these facts with (3.10) and (3.13), we finally obtain for each $\mu(\cdot) \in \mathscr{C}_{0, r}$ :

$$
S(\mu(\cdot))=\inf _{\hat{\mathrm{r}} .(Q)=\mu(\cdot)}\langle Q, I\rangle \geqq \sup _{g \in C_{k}^{2} .1} J(\mu(\cdot) ; g)=S^{0}(\mu(\cdot))
$$

To prove the opposite inequality $S \leqq S^{0}$, we introduce functionals $S^{e}$ : $\mathscr{C}_{0, T} \rightarrow[0, \infty], \varepsilon \geqq 0$, by setting

$$
\begin{equation*}
S^{\varepsilon}(\mu(\cdot)):=\frac{1}{2} \int_{0}^{T}\left\|\dot{\mu}(u)-\left(\mathscr{L}_{u}^{\varepsilon}\right)^{*} \mu(u)\right\|_{\mu(u), u}^{2} d u \tag{3.17}
\end{equation*}
$$

if $\mu(\cdot)$ is absolutely continuous and $S^{\varepsilon}(\mu(\cdot)):=+\infty$ otherwise. Note that for $\varepsilon=0$ this coincides with our previous definition of $S^{0}$.

Let $k: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a symmetric $C^{\infty}$ function such that $k(x)>0$ for $|x|<1$, $k(x)=0$ for $|x| \geqq 1, \int k(x) d x=1$, and

$$
\begin{equation*}
\int_{|x|<1} \frac{|\nabla k(x)|^{2}}{k(x)} d x=: \kappa<\infty \tag{3.18}
\end{equation*}
$$

where $\nabla$ denotes the 'usual' gradient with respect to the Euclidean norm $|\cdot|$. We introduce the smoothing kernels

$$
k_{\delta}(x):=\delta^{-d} k\left(\delta^{-1} x\right), \quad x \in \mathbb{R}^{d}, \quad \delta>0
$$

Given a measure $\mu \in \mathscr{M}$ and a function $f \in C_{b}$, we will denote by $\mu_{\delta}$ and $f_{\delta}$ the convolution of $\mu$ and $f$ with the kernel $k_{\delta}$, respectively.

Lemma 3.7 Let Assumption (BS) be satisfied.Then

$$
\limsup _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right) \leqq S^{0}(\mu(\cdot))
$$

for each $\mu(\cdot) \in \mathscr{C}_{0, T}$.
Proof. We fix $\mu(\cdot) \in \mathscr{C}_{0, T}$ arbitrarily and assume without loss of generality that $\mu(\cdot)$ is absolutely continuous.
$1^{0}$ Because of our assumptions on the diffusion matrix $a$, we find constants $C_{a}^{\prime}$ and $0<\underline{\gamma}<\bar{\gamma}<\infty$ such that

$$
\begin{equation*}
\sum_{j=1}^{d}\left(\sum_{i=1}^{d} \frac{\partial}{\partial x^{i}} a^{i j}(x, t)\right)^{2} \leqq C_{a}^{\prime} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{\gamma} \sum_{i=1}^{d} \lambda_{i}^{2} \leqq \sum_{i, j=1}^{d} a^{i j}(x, t) \lambda_{i} \lambda_{j} \leqq \bar{\gamma} \sum_{i=1}^{d} \lambda_{i}^{2} \tag{3.20}
\end{equation*}
$$

for all $(x, t) \in \mathbb{R}^{d} \times[0, T]$ and $\lambda_{1}, \ldots, \lambda_{d} \in \mathbb{R}$. Note that the diffusion matrix $a$ may be written in the form $\sigma \sigma^{*}$, i.e.

$$
\begin{equation*}
a^{i j}(x, t)=\sum_{k=1}^{d} \sigma_{k}^{i}(x, t) \sigma_{k}^{j}(x, t) . \tag{3.21}
\end{equation*}
$$

Consider the operators

$$
\begin{equation*}
\mathscr{H}_{t}:=\sum_{i, j=1}^{d} a^{i j}(\cdot, t) \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}, \quad t \in[0, T] \tag{3.22}
\end{equation*}
$$

We first want to show that

$$
\begin{equation*}
\int_{0}^{T}\left\|\mathscr{H}_{t}^{*} \mu_{\delta}(t)\right\|_{\mu_{s}(t), t}^{2} d t<\infty \quad \text { for each } \delta>0 \tag{3.23}
\end{equation*}
$$

This is the kind of 'smoothness' of $\mu_{\delta}(\cdot)$ which is needed to get rid of the diffusion part of $\mathscr{L}_{t}^{\varepsilon}$ in the representation (3.17) of $S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right)$ asymptotically as $\varepsilon \rightarrow 0$. Note that, in general, (3.23) fails to be true for $\mu_{\delta}(\cdot)$ replaced by $\mu(\cdot)$. By definition (3.6), we have

$$
\begin{equation*}
\left\|\mathscr{H}_{t}^{*} \mu_{\delta}(t)\right\|_{\mu_{0}(t), t}^{2}=\sup _{f \in \mathscr{\mathscr { P }}_{\ell_{0}(t), t}} \frac{\left|\left\langle\mu(t), k_{\delta} * \mathscr{H}_{t} f\right\rangle\right|^{2}}{\left.\left.\left\langle\mu(t), k_{\delta} *\right| \nabla_{t} f\right|_{t} ^{2}\right\rangle} \tag{3.24}
\end{equation*}
$$

Writing the convolution $k_{\delta} \mathscr{H}_{t} f$ as an integral, integrating by parts, and using (3.21), we find that

$$
\begin{equation*}
k_{\delta} * \mathscr{H}_{t} f=I_{\delta}^{(1)}+I_{\delta}^{(2)}, \tag{3.25}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{\delta}^{(1)}(x, t):= & -\int_{|x-y|<\delta} d y \sum_{k=1}^{d}\left(\sum_{i=1}^{d} \sigma_{k}^{i}(y, t) \frac{\frac{\partial k_{\delta}(x-y)}{\partial y^{i}}}{\sqrt{k_{\delta}(x-y)}}\right) \\
& \times\left(\sum_{j=1}^{d} \sigma_{k}^{j}(y, t) \sqrt{k_{\delta}(x-y)} \frac{\partial f(y)}{\partial y^{j}}\right)
\end{aligned}
$$

and

$$
I_{\delta}^{(2)}(x, t):=-\int d y k_{\delta}(x-y) \sum_{j=1}^{d}\left(\sum_{i=1}^{d} \frac{\partial}{\partial y^{i}} a^{i j}(y, t)\right) \frac{\partial f(y)}{\partial y^{j}} .
$$

Applying the Cauchy-Schwarz inequality and again using (3.21), we obtain

$$
\begin{aligned}
\left|I_{\delta}^{(1)}(x, t)\right|^{2} \leqq & \int_{|x-y|<\delta} d y \sum_{k=1}^{d}\left(\sum_{i=1}^{d} \sigma_{k}^{i}(y, t) \frac{\frac{\partial k_{\delta}(x-y)}{\partial y^{i}}}{\sqrt{k_{\delta}(x-y)}}\right)^{2} \\
& \times \int d y \sum_{k=1}^{d}\left(\sum_{j=1}^{d} \sigma_{k}^{j}(y, t) \sqrt{k_{\delta}(x-y)} \frac{\partial f(y)}{\partial y^{j}}\right)^{2} \\
= & \int_{|x-y|<\delta} d y \sum_{i, j=1}^{d} a^{i j}(y, t) \frac{\frac{\partial k_{\delta}(x-y)}{\partial y^{i}}}{\sqrt{k_{\delta}(x-y)}} \frac{\frac{\partial k_{\delta}(x-y)}{\partial y^{j}}}{\sqrt{k_{\delta}(x-y)}} \\
& \times \int d y k_{\delta}(x-y) \sum_{i, j=1}^{d} a^{i j}(y, t) \frac{\partial f(y)}{\partial y^{i}} \frac{\partial f(y)}{\partial y^{j}} .
\end{aligned}
$$

Together with (3.20) and (3.18), this implies that

$$
\begin{equation*}
\left|I_{\delta}^{(1)}\right|^{2} \leqq \delta^{-2} \kappa \bar{\gamma} k_{\delta} *|\nabla f|^{2} \tag{3.26}
\end{equation*}
$$

Similarly, using (3.18)-(3.20), one gets

$$
\begin{equation*}
\left|I_{\delta}^{(2)}\right|^{2} \leqq C_{a}^{\prime} \underline{\gamma}^{-1} k_{\delta} *|\nabla f|^{2} \tag{3.27}
\end{equation*}
$$

Combining (3.25) with (3.26) and (3.27), we conclude that

$$
\begin{gathered}
\left.\left|\left\langle\mu(t), k_{\delta} * \mathscr{H}_{t} f\right\rangle\right|^{2} \leqq\left.\langle\mu(t),| k_{\delta} * \mathscr{H}_{t} f\right|^{2}\right\rangle \\
\left.\leqq\left. C_{\delta}\left\langle\mu(t), k_{\delta} *\right| \nabla_{t} f\right|_{t} ^{2}\right\rangle
\end{gathered}
$$

where the constant $C_{\delta}$ does not depend on $f$ or $t$. Hence, the supremum on the right of (3.24) does not exceed $C_{\delta}$ for all $t \in[0, T]$, and we arrive at (3.23).
$2^{0}$ Note that the absolute continuity of $\mu(\cdot)$ implies the absolute continuity of $\mu_{\delta}(\cdot)$ for each $\delta>0$. Since $(a+b)^{2} \leqq a^{2} / \theta+b^{2} /(1-\theta)$ for $0<\theta<1$ and

$$
\mathscr{L}_{t}^{\mathrm{c}}-\mathscr{L}_{t}^{0}=\frac{\varepsilon^{2}}{2} \mathscr{H}_{t}
$$

we get

$$
\begin{aligned}
& \left\|\dot{\mu}_{\delta}(t)-\left(\mathscr{L}_{t}^{\ell}\right)^{*} \mu_{\delta}(t)\right\|_{\mu_{\delta}(t), t}^{2} \\
& \quad \leqq \frac{1}{\theta}\left\|\dot{\mu}_{\delta}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu_{\delta}(t)\right\|_{\mu_{\delta}(t), t}^{2}+\frac{\varepsilon^{4}}{4(1-\theta)}\left\|\mathscr{H}_{t}^{*} \mu_{\delta}(t)\right\|_{\mu_{\delta}(t), t}^{2}
\end{aligned}
$$

for arbitrary $\theta \in(0,1)$ and all $t \in[0, T]$. Thus,

$$
S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right) \leqq \frac{1}{\theta} S^{0}\left(\mu_{\delta}(\cdot)\right)+\frac{\varepsilon^{4}}{8(1-\theta)} \int_{0}^{T}\left\|\mathscr{H}_{t}^{*} \mu_{\delta}(t)\right\|_{\mu_{\delta}(t), t}^{2} d t
$$

Together with (3.23), this implies that

$$
\limsup _{\varepsilon \rightarrow 0} S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right) \leqq S^{0}\left(\mu_{\delta}(\cdot)\right) \quad \text { for each } \delta>0
$$

This reduces the proof of our lemma to the verification of the inequality

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0} S^{0}\left(\mu_{\delta}(\cdot)\right) \leqq S^{0}(\mu(\cdot)) \tag{3.28}
\end{equation*}
$$

$3^{0}$ To prove (3.28), we fix $\theta \in(0,1)$ arbitrarily. We first show that

$$
\begin{equation*}
\left.\left.\left.\left\langle\mu_{\delta}(t),\right| \nabla_{t} f\right|_{t} ^{2}\right\rangle \geqq\left.\theta\langle\mu(t),| \nabla_{t}\left(k_{\delta} * f\right)\right|_{t} ^{2}\right\rangle \tag{3.29}
\end{equation*}
$$

for all $t \in[0, T]$ and $f \in \mathscr{D}$ provided that $\delta$ is sufficiently small. Because of (3.20) and the uniform continuity of the diffusion matrix,

$$
\sum_{i, j=1}^{d} a^{i j}(y, t) \lambda_{i} \lambda_{j} \geqq \theta \sum_{i, j=1}^{d} a^{i j}(x, t) \lambda_{i} \lambda_{j}
$$

for all $x, y \in \mathbb{R}^{d}$ with $|x-y|<\delta$ and all $\lambda_{1}, \ldots, \lambda_{d} \in \mathbb{R}$ provided that $\delta$ is
sufficiently small. Taking into account (3.21), we obtain for such $\delta$ :

$$
\begin{aligned}
& k_{\delta} *\left|\nabla_{t} f\right|_{t}^{2}(x)=\int d y k_{\delta}(x-y) \sum_{i, j=1}^{d} a^{i j}(y, t) \frac{\partial f(y)}{\partial y^{i}} \frac{\partial f(y)}{\partial y^{j}} \\
& \geqq \theta \int d y k_{\delta}(x-y) \sum_{i, j=1}^{d} a^{i j}(x, t) \frac{\partial f(y)}{\partial y^{i}} \frac{\partial f(y)}{\partial y^{j}} \\
&=\theta \sum_{k=1}^{d} \int d y k_{\delta}(x-y)\left(\sum_{i=1}^{d} \sigma_{k}^{i}(x, t) \frac{\partial f(y)}{\partial y^{i}}\right)^{2} \\
& \geqq \theta \sum_{k=1}^{d}\left(\sum_{i=1}^{d} \sigma_{k}^{i}(x, t) \int d y k_{\delta}(x-y) \frac{\partial f(y)}{\partial y^{i}}\right)^{2} \\
&=\theta \sum_{k=1}^{d}\left(\sum_{i=1}^{d} \sigma_{k}^{i}(x, t) \frac{\partial}{\partial x^{i}}\left(k_{\delta} * f\right)(x)\right)^{2} \\
&=\theta\left|\nabla_{t}\left(k_{\delta} * f\right)\right|_{t}^{2}(x) .
\end{aligned}
$$

This implies (3.29).
On the other hand, we have

$$
\begin{aligned}
& \left|\left\langle\dot{\mu}_{\delta}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu_{\delta}(t), f\right\rangle\right|^{2} \\
& \quad=\left|\left\langle\dot{\mu}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu(t), k_{\delta} * f\right\rangle+\left\langle\mu(t), \mathscr{L}_{t}^{0}\left(k_{\delta} * f\right)-k_{\delta} * \mathscr{L}_{t}^{0} f\right\rangle\right|^{2} \\
& \left.\quad \leqq \frac{1}{\theta}\left|\left\langle\dot{\mu}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu(t), k_{\delta} * f\right\rangle\right|^{2}+\frac{1}{1-\theta}\langle\mu(t),| \mathscr{L}_{i}^{0}\left(k_{\delta} * f\right)-\left.k_{\delta} * \mathscr{L}_{t}^{0} f\right|^{2}\right\rangle .
\end{aligned}
$$

Applying the Cauchy-Schwarz inequality and using (3.20), we see that

$$
\begin{aligned}
& \left|\mathscr{L}_{t}^{0}\left(k_{\delta} * f\right)-k_{\delta} * \mathscr{L}_{t}^{0} f\right|^{2}(x) \\
& =\left|\int d y k_{\delta}(x-y) \sum_{i=1}^{d}\left[b^{i}(x, t)-b^{i}(y, t)\right] \frac{\partial f(y)}{\partial y^{i}}\right|^{2} \\
& \leqq \int d y k_{\delta}(x-y) \sum_{i=1}^{d}\left|b^{i}(x, t)-b^{i}(y, t)\right|^{2} \int d y k_{\delta}(x-y) \sum_{i=1}^{d}\left(\frac{\partial f(y)}{\partial y^{i}}\right)^{2} \\
& \leqq B(\delta) \underline{\gamma}^{-1} k_{\delta} *\left|\nabla_{t} f\right|_{t}^{2}(x),
\end{aligned}
$$

where

$$
B(\delta):=\sup _{\substack{|x-y,|<\delta \\ t \in[0, T]}} \sum_{i=1}^{d}\left|b^{i}(x, t)-b^{i}(y, t)\right|^{2} .
$$

Therefore,

$$
\begin{align*}
\left|\left\langle\dot{\mu}_{\delta}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu_{\delta}(t), f\right\rangle\right|^{2} \leqq & \frac{1}{\theta}\left|\left\langle\dot{\mu}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu(t), k_{\delta} * f\right\rangle\right|^{2} \\
& \left.+\left.\frac{B(\delta)}{\underline{\gamma}(1-\theta)}\left\langle\mu_{\delta}(t),\right| \nabla_{t} f\right|_{t} ^{2}\right\rangle \tag{3.30}
\end{align*}
$$

Using the definition (3.6) of the norm $\|\cdot\|_{\mu, t}$, (3.30), and (3.29), we find that

$$
\left\|\dot{\mu}_{\delta}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu_{\delta}(t)\right\|_{\mu_{\delta}(t), t}^{2} \leqq \frac{1}{\theta^{2}}\left\|\dot{\mu}(t)-\left(\mathscr{L}_{t}^{0}\right)^{*} \mu(t)\right\|_{\mu(t), t}^{2}+\frac{B(\delta)}{\underline{\gamma}(1-\theta)}
$$

i.e.

$$
\begin{equation*}
S^{0}\left(\mu_{\delta}(\cdot)\right) \leqq \frac{1}{\theta^{2}} S^{0}(\mu(\cdot))+\frac{T}{2 \underline{\gamma}(1-\theta)} B(\delta) \tag{3.31}
\end{equation*}
$$

for all sufficiently small $\delta>0$. Since the drift vector $b$ is uniformly continuous, $B(\delta)$ tends to zero as $\delta \rightarrow 0$. Therefore, in (3.31) first letting $\delta \rightarrow 0$ and then $\theta \uparrow 1$, we finally arrive at assertion (3.28).

Lemma 3.8 Let Assumption (BS) be satisfied. Then $S \leqq S^{0}$.
Proof. According to Theorem 3.1, $\left\{P_{x}^{\varepsilon} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ is a special large deviation system with rate function $I$ and scale $\varepsilon^{-2}$. Moreover, the associated level sets $\Phi(K ; \rho)$ are compact. Note also that the map $x \mapsto P_{x}^{\varepsilon}$ from $\mathbb{R}^{d}$ into $\mathscr{M}\left(C_{0, T}\right)$ is continuous for each $\varepsilon>0$ (Stroock and Varadhan [15], Corollary 10.1.4). From Lemma 3.4 and its proof we know that $\mathscr{P}_{\mu}^{N, \varepsilon}$ is the image of the measure $\mathscr{\mathscr { P }}_{\mu}^{N, \varepsilon}$ with respect to the continuous map (3.11) and that $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon>0\right\}$ is a special large deviation system with rate function $S$ and scale $N \varepsilon^{-2}$. In Dawson and Gärtner [4], Theorem 4.5, it was shown that the family $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}\right\}$ forms a special large deviation system having rate function $\varepsilon^{-2} S^{\varepsilon}$ and scale $N$ for each $\varepsilon>0$, where $S^{\varepsilon}$ is given by (3.17). We may therefore apply assertion c) of Theorem 2.9 (with respect to the measures $P_{x}^{\varepsilon}$ and the map (3.11)) to obtain

$$
\begin{equation*}
S=\mathrm{e}-\lim _{\varepsilon \rightarrow 0} S^{\varepsilon} \tag{3.32}
\end{equation*}
$$

In particular, we have

$$
S\left(\mu_{\delta}(\cdot)\right) \leqq \liminf _{\varepsilon \rightarrow 0} S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right)
$$

for each $\mu(\cdot) \in \mathscr{C}_{0, T}$ and each $\delta>0$. Since the functional $S$ is lower semi-continuous and $\mu_{\delta}(\cdot) \rightarrow \mu(\cdot)$ in $\mathscr{C}_{0, T}$ as $\delta \rightarrow 0$, we conclude from this that

$$
S(\mu(\cdot)) \leqq \liminf _{\delta \rightarrow 0} \liminf _{\varepsilon \rightarrow 0} S^{\varepsilon}\left(\mu_{\delta}(\cdot)\right)
$$

Combining this with Lemma 3.7, we arrive at $S \leqq S^{0}$.
Remark 3.9 We have shown that, under Assumption (BS),

$$
S^{0}=S=\mathrm{e}-\lim _{\varepsilon \rightarrow 0} S^{\varepsilon}
$$

cf. (3.32). But $S^{0}$ is not the pointwise limit of $S^{\varepsilon}$ as $\varepsilon \rightarrow 0$. Namely, as a byproduct of the above proofs, one gets

$$
\lim _{\varepsilon \rightarrow 0} S^{\varepsilon}(\mu(\cdot))=S^{0}(\mu(\cdot))
$$

if $\mu(\cdot)$ is absolutely continuous and

$$
\int_{0}^{T}\left\|\mathscr{H}_{i}^{*} \mu(t)\right\|_{\mu(t), t}^{2} d t<\infty
$$

but

$$
S^{\varepsilon}(\mu(\cdot))=+\infty \quad \text { for all } \varepsilon>0
$$

otherwise. (The operators $\mathscr{H}_{t}$ are defined in (3.22).) In particular, if $\varphi \in C_{0, T}$ is such that the Freidlin-Wentzell rate function $I(\varphi)$ is finite, then

$$
S^{0}\left(\delta_{\varphi(\cdot)}\right)=S\left(\delta_{\varphi \cdot(\cdot)}\right)=I(\varphi)<\infty,
$$

but

$$
S^{\varepsilon}\left(\delta_{\varphi(\cdot)}\right)=\infty \quad \text { for all } \varepsilon>0 .
$$

At least partially, this explains why the identification of our rate function causes problems.

### 3.3 Extension to unbounded coefficients

So far, we have shown that the inequality $S \leqq S^{0}$ and therefore also the assertion of Theorem 3.2 are valid under the additional boundedness and smoothness restrictions of Assumption (BS). In the rest of this subsection we show how to prove the inequality $S \leqq S^{0}$ for merely continuous unbounded drift and diffusion coefficients. The crucial condition which we imposed on the coefficients to control their growth at infinity is the compactness of the level sets, cf. Assumption (D3). Our approach is to derive an appropriate inequality for bounded coefficients (see Lemma below) which implies $S \leqq S^{0}$ and to make explicit use of the compactness of the level sets to extend the mentioned inequality to the case of unbounded coefficients.

Note that the Assumptions (D1)-(D3) for the time interval [0, $T$ ] imply the analogous assumptions for each subinterval $[s, t] \subseteq[0, T]$. Given $0 \leqq s<t \leqq T$, we may therefore apply Theorem 3.1 to conclude that the family $\left\{P_{x, s}^{\varepsilon} ; x \in \mathbb{R}^{d}\right.$, $\varepsilon>0\}$ of probabilities on $C_{s, t}$ forms a special large deviation system with rate function $I_{s, t}$ and compact level sets $\Phi_{s, t}(K ; \rho)$. By the 'contraction principle', the family $\left\{P_{x, s}^{s} \circ \pi_{t}^{-1} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ of probability laws on $\mathbb{R}^{d}$ also forms a large deviation system having rate function

$$
\begin{equation*}
I^{s, t}(x ; y):=\inf \left\{I_{s, l}(\varphi): \varphi \in C_{s, t} \varphi(s)=x, \varphi(t)=y\right\}, \quad x, y \in \mathbb{R}^{d} . \tag{3.33}
\end{equation*}
$$

Moreover, the level sets

$$
\Phi^{s, t}(K ; \rho):=\left\{y \in \mathbb{R}^{d}: I^{s, t}(x ; y) \leqq \rho \text { for some } x \in K\right\}
$$

are compact for all compact sets $K \subset \mathbb{R}^{d}$ and all $\rho \geqq 0$. Given $v_{1}, \ldots, v_{r} \in \mathscr{M}=\mathscr{M}\left(\mathbb{R}^{d}\right)$, we will denote by $\mathscr{M}\left(v_{1}, \ldots, v_{r}\right)$ the set of probability laws on $\left(\mathbb{R}^{d}\right)^{r}$ with marginals $v_{1}, \ldots, v_{r}$.

Considering $\mathscr{P}_{\mu}^{N, \varepsilon}$ as the law of an $\mathscr{M}$-valued stochastic process, we now express the rate function $S$ in terms of rate functions associated with the corresponding finite dimensional distributions.

Lemma 3.10 The rate function $S$ of the special large deviation system $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon>0\right\}$ has the form

$$
S(\mu(\cdot))=\sup _{0=t_{0}<t_{1}<\cdots<t_{r} \leqq T} \sum_{k=1}^{r} S^{t_{k-1}, t_{k}}\left(\mu\left(t_{k-1}\right) ; \mu\left(t_{k}\right)\right), \quad \mu(\cdot) \in \mathscr{C}_{0, T}
$$

where

$$
S^{s, t}(\mu ; v):=\inf _{Q \in \mathscr{H}(\mu, v)} \int_{\left(\mathbb{R}^{a}\right)^{2}} I^{s, t}(x ; y) Q(d x, d y)
$$

for $0 \leqq s<t \leqq T$ and $\mu, v \in \mathscr{M}$.
Proof. As a first step we show that

$$
\begin{equation*}
S(\mu(\cdot))=\sup _{0<t_{1}<\cdots<t_{r} \leqq T} S^{t_{1}, \ldots, t_{r}}\left(\mu(0) ; \mu\left(t_{1}\right), \ldots, \mu\left(t_{r}\right)\right) \tag{3.34}
\end{equation*}
$$

where

$$
\begin{align*}
& S^{t_{1}, \ldots, t_{r}}\left(v_{0} ; v_{1}, \ldots, v_{r}\right) \\
& :=\inf _{\Omega \in \mathscr{M}\left(v_{0}, \ldots, v_{r}\right)} \int_{\left(\mathbb{R}^{d}\right)^{r}} \sum_{k=1}^{r} I^{t_{k-1}, t_{k}}\left(y_{k-1} ; y_{k}\right) Q\left(d y_{0}, \ldots, d y_{r}\right) \tag{3.35}
\end{align*}
$$

with the convention $t_{0}:=0$.
Let $\mathscr{M}^{[0, T]}$ be the space of functions $[0, T] \rightarrow \mathscr{M}$ equipped with the product topology. Given $N \in \mathbb{N}, \varepsilon>0$, and $\mu \in \mathscr{M}^{N}$, we denote by $\widetilde{P}_{\mu}^{N, \varepsilon}$ the image of the measure $\mathscr{P}_{\mu}^{N, \varepsilon}$ with respect to the continuous imbedding $\mathscr{C}_{0, T} \rightarrow \mathscr{M}^{[0, T]}$. Let $\mathscr{P}_{\mu}^{N, \varepsilon, t_{1}, \ldots, t_{r},} 0<t_{1}<\cdots<t_{r} \leqq T$, denote the finite dimensional distributions of $\mathscr{P}_{\mu}^{\mu, \varepsilon}$. In other words, $\mathscr{P}_{\mu}^{N, \varepsilon ; t_{1}, \ldots, t_{r}}$, is the image of $\mathscr{P}_{\mu}^{N, \varepsilon}$ with respect to the map

$$
\mathscr{C}_{0, T} \ni \mu(\cdot) \mapsto\left(\mu\left(t_{1}\right), \ldots, \mu\left(t_{r}\right)\right) \in \mathscr{M}^{r}
$$

$\left\{\tilde{\mathscr{P}}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon>0\right\}$ is a special large deviation system with rate function $\tilde{S}$ equal to $S$ on $\mathscr{C}_{0, T}$ and equal to $+\infty$ on $\mathscr{M}^{[0, T]} \backslash \mathscr{C}_{0, T}$. By the contraction principle', for each partition $0<t_{1}<\cdots<t_{r} \leqq T$ of [0,T], the measures $\mathscr{P}_{\mu}^{N, \varepsilon ; t_{1}, \ldots, t_{r}}$ also form a large deviation system as $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$. Let us denote the associated rate function by $S^{t_{1}, \ldots, t_{r}}$. Note that $\tilde{\mathscr{P}}_{\mu}^{N, \varepsilon}$ is the projective limit of the measures $\mathscr{P}_{\mu}^{N, \varepsilon ; t_{1}, \ldots, t_{r}}, 0 \leqq t_{1}<\cdots<t_{r} \leqq T$. Projective limits of large deviation systems have been considered in Dawson and Gärtner [4], Theorem 3.3. That result yields the formula (3.34).

We next verify (3.35). To this end, let $\hat{P}_{\mu}^{N, \varepsilon, t_{1}, \ldots, t_{r}}$ denote the law of the empirical measure associated with $N$ 'independent copies' of the measures $P_{x}^{e, t_{1}, \ldots, t_{r}}, x \in \mathbb{R}^{d}$, where $P_{x}^{\varepsilon, t_{1}, \ldots, t_{r}}, 0<t_{1}<\cdots<t_{r} \leqq T$, are the finite dimensional distributions of the diffusion $P_{x}^{\varepsilon}$. The measure $P_{\mu}^{N, \varepsilon, t_{1}, \ldots, t_{r}}$ is the image of $\hat{P}_{\mu}^{N, \varepsilon ; t_{1}, \ldots, t_{r}}$ with respect to the continuous map $\mathscr{M}\left(\left(\mathbb{R}^{d}\right)^{r}\right) \rightarrow\left(\mathscr{M}\left(\mathbb{R}^{d}\right)\right)^{r}$ which transforms each probability measure on $\left(\mathbb{R}^{d}\right)^{r}$ into its $r$ marginals on $\mathbb{R}^{d}$. Applying Theorem 3.1 and the 'contraction principle', we find that the family $\left\{P_{x}^{\varepsilon_{i}, t_{1}, \ldots, t_{r}} ; x \in \mathbb{R}^{d}, \varepsilon>0\right\}$ forms a large deviation system with scale $\varepsilon^{-2}$ and rate function

$$
\begin{aligned}
I^{t_{1}, \ldots, t_{r}}\left(y_{0} ; y_{1}, \ldots, y_{r}\right) & :=\inf \left\{I(\varphi): \varphi \in C_{0, T}, \varphi\left(t_{0}\right)=y_{0}, \ldots, \varphi\left(t_{r}\right)=y_{r}\right\} \\
& =\sum_{k=1}^{r} I^{t_{k-1}, t_{k}}\left(y_{k-1} ; y_{k}\right), \quad y_{0}, \ldots, y_{r} \in \mathbb{R}^{d} .
\end{aligned}
$$

Now, in order to identify the rate function $S^{t_{1}, \ldots, t_{r}}$ of $\left\{P_{\mu}^{N, \varepsilon, t_{1}, \ldots, t_{r}} ; \mu \in \mathscr{M}^{N}\right.$, $N \in \mathbb{N}, \varepsilon>0\}$, we may apply Theorem 2.2 to compute the rate function of $\left\{\hat{P}_{\mu}^{N, \varepsilon, t_{1}, \ldots, t_{r}} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon>0\right\}$ and then apply the 'contraction principle'. In this way we arrive at (3.35).
To complete the proof, it remains to check that

$$
\begin{aligned}
& \inf _{Q \in \mathscr{M}\left(v_{0}, \ldots, v_{r}\right)} \int_{\left(\mathbb{R}^{a}\right)^{r}} \sum_{k=1}^{r} I^{t_{k-1}, t_{k}}\left(y_{k-1} ; y_{k}\right) Q\left(d y_{0}, \ldots, d y_{r}\right) \\
& =\sum_{k=1}^{r} \inf _{Q \in \mathbb{M}\left(v_{k-1}, v_{k}\right)} \int_{\left(\mathbb{R}^{d}\right)^{2}} I^{t_{k-1}, t_{k}}\left(y_{k-1} ; y_{k}\right) Q\left(d y_{k-1} ; d y_{k}\right)
\end{aligned}
$$

for $0=t_{0}<t_{1}<\cdots<t_{r} \leqq T$ and $v_{0}, \ldots, v_{r} \in \mathscr{M}$.
Given $Q \in \mathscr{M}\left(v_{0}, \ldots, v_{r}\right)$, let $Q_{1}, \ldots, Q_{r}$ denote the 'two-point' marginals of $Q$ corresponding to the variables $\left(y_{0}, y_{1}\right), \ldots,\left(y_{r-1}, y_{r}\right)$, respectively. Then

$$
\begin{align*}
& \int_{\left(\mathbb{R}^{d}\right)^{r}} \sum_{k=1}^{r} I^{t_{k-1}, t_{k}}\left(y_{k-1} ; y_{k}\right) Q\left(d y_{0}, \ldots, d y_{r}\right) \\
= & \sum_{k=1}^{r} \int_{\left.(\mathbb{R})^{2}\right)^{2}} I^{t_{k-1}, t_{k}}\left(y_{k-1} ; y_{k}\right) Q_{k}\left(d y_{k-1} ; d y_{k}\right) \tag{3.36}
\end{align*}
$$

which yields the inequality ' $\geqq$ '. To prove the opposite inequality, fix $Q_{k} \in \mathscr{M}\left(v_{k-1}, v_{k}\right), k=1, \ldots, r$, arbitrarily. Each of these measures $Q_{k}$ may be written in the form

$$
Q_{k}\left(d y_{k-1}, d y_{k}\right)=q_{k}\left(y_{k-1}, d y_{k}\right) v_{k-1}\left(d y_{k-1}\right),
$$

where $q_{k}\left(y_{k-1}, \cdot\right)$ is the regular conditional probability distribution of $Q_{k}\left(d y_{k-1}, d y_{k}\right)$ given $y_{k-1}$. Let $Q$ denote the law of the (time inhomogeneous) Markov chain on $\mathbb{R}^{d}$ with initial distribution $v_{0}$ and transition kernels $q_{k}$ :

$$
Q\left(d y_{0}, \ldots, d y_{r}\right):=v_{0}\left(d y_{0}\right) q_{1}\left(y_{0}, d y_{1}\right) \cdots q_{r}\left(y_{r-1}, d y_{r}\right) .
$$

One easily checks that the 'two-point' marginals of $Q$ coincide with $Q_{1}, \ldots, Q_{r}$ and, in particular, $Q$ belongs to $\mathscr{M}\left(v_{0}, \ldots, v_{r}\right)$. Thus, equation (3.36) is also valid in this case, and we obtain the inequality ' $\leqq$ '.

For the remainder of this subsection, we fix $s, t$ with $0 \leqq s<t \leqq T$ arbitrarily. Lemma 3.10 tells us that, in order to prove the inequality $S \leqq S^{0}$, it will be sufficient to show that

$$
\begin{equation*}
\inf _{Q \in \mathcal{H}(\mu(s), \mu(t))} \int_{\left(\mathbb{R}^{d}\right)^{2}} I^{s, t}(x ; y) Q(d x, d y) \leqq S_{s, t}^{0}(\mu(\cdot)) \tag{3.37}
\end{equation*}
$$

for all paths $\mu(\cdot) \in \mathscr{C}_{s, t}$, where $S_{s, t}^{0}$ is defined by (3.7) except that the time interval $[0, T]$ is replaced by $[s, t]$.
We now switch to 'time-reversed' objects. More precisely, we set

$$
\begin{equation*}
\bar{I}^{u, v}(x ; y):=I^{s+t-v, s+t-u}(y ; x), \quad s \leqq u<v \leqq t, \quad x, y \in \mathbb{R}^{d}, \tag{3.38}
\end{equation*}
$$

and

$$
\overline{\mathscr{L}}_{u}^{0}:=-\mathscr{L}_{s+t-u}^{0}, \quad u \in[s, t] .
$$

Moreover, we define a functional $\bar{S}_{s, t}^{0}: \mathscr{C}_{s, t} \rightarrow[0, \infty]$ by setting

$$
\bar{S}_{s, t}^{0}(\mu(\cdot)):=\frac{1}{2} \int_{s}^{t}\left\|\dot{\mu}(u)-\left(\overline{\mathscr{L}}_{u}^{0}\right)^{*} \mu(u)\right\|_{\mu(u), s+t-u}^{2} d u
$$

if $\mu(\cdot) \in \mathscr{C}_{s, t}$ is absolutely continuous and $\bar{S}_{s, t}^{0}(\mu(\cdot)):=+\infty$ otherwise. Note that $\bar{I}^{s, t}(x ; y)=I^{s, t}(y ; x)$ and that the diffusion operators $\overline{\mathscr{L}}_{u}^{0}$ correspond to the timereversed dynamics $\dot{\varphi}(u)=-b(\varphi(u), s+t-u)$. Replacing $\mu(\cdot)$ by the timereversed path $\bar{\mu}(u):=\mu(s+t-u), u \in[s, t]$, we see that (3.37) is equivalent to

$$
\begin{equation*}
\inf _{\Omega \in \mathscr{M}(\mu(s), \mu(t))} \int_{\left(\mathbb{R}^{d}\right)^{2}} \bar{I}^{s, t}(x ; y) Q(d x, d y) \leqq \bar{S}_{s, t}^{0}(\mu(\cdot)) \tag{3.39}
\end{equation*}
$$

for all $\mu(\cdot) \in \mathscr{C}_{s, t}$. Our motivation for switching to 'time-reversed' objects will become clear after Lemma 3.11.

Let $\left(\chi_{m}\right)$ be a sequence of continuous functions on $\mathbb{R}^{d}$ with compact support such that $0 \leqq \chi_{m} \uparrow 1$ pointwise. Sometimes we will consider $\chi_{m}$ as function on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ by setting $\chi_{m}(x, y):=\chi_{m}(y)$. We claim that

$$
\begin{equation*}
\inf _{Q \in, \mu(\mu, v)}\left\langle Q, \chi_{m} \bar{I}^{s, t}\right\rangle \rightarrow \inf _{Q \in \mathscr{M}(\mu, v)}\left\langle Q, \bar{I}^{s, t}\right\rangle \quad \text { as } m \rightarrow \infty \tag{3.40}
\end{equation*}
$$

for arbitrary $\mu, v \in \mathscr{M}$. Since $\mathscr{M}(\mu, v)$ is compact in $\mathscr{M}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and the functions $\chi_{m} \bar{I}^{s, t}$ are nonnegative and continuous, the infimum on the left of (3.40) is attained for some $Q_{m} \in \mathscr{M}(\mu, v)$. We may assume without loss of generality that $\left(Q_{m}\right)$ converges to a measure $Q \in \mathscr{M}(\mu, v)$ weakly as $m \rightarrow \infty$. But then

$$
\liminf _{m \rightarrow \infty}\left\langle Q_{m}, \chi_{m} \bar{I},^{s,}\right\rangle \geqq \liminf _{m \rightarrow \infty}\left\langle Q_{m}, \chi_{n} \bar{I}^{s, t}\right\rangle \geqq\left\langle Q, \chi_{n} \bar{I}^{s, t}\right\rangle
$$

for each $n$. Hence, letting $n \rightarrow \infty$, we obtain

$$
\liminf _{m \rightarrow \infty}\left\langle Q_{m}, \chi_{m} \bar{I}^{s, t}\right\rangle \geqq\left\langle Q, \bar{I}^{s, t}\right\rangle,
$$

and this proves (3.40).
According to a duality theorem for marginal problems,

$$
\inf _{Q \in \cdot A(\mu, v)}\left\langle Q, \chi_{m} \bar{I}^{s, t}\right\rangle=\sup _{\substack{f \oplus g \leq \chi_{m} \bar{s}^{, t} \\ f, g \in C_{b}}}[\langle\mu, f\rangle+\langle v, g\rangle]
$$

(Kellerer [10], Theorem 2.6 and Proposition 1.33; cf. also Theorem 2.7 and Remark 2.8 above). The expression on the right does not exceed

$$
\sup _{g \in C_{b}}\left[\langle\nu, g\rangle-\left\langle\mu, \sup _{y}\left[g(y)-\chi_{m}(y) \bar{I}^{s, t}(\cdot ; y)\right]\right\rangle\right]
$$

We next show that this supremum may be restricted to nonnegative functions $g \in \mathscr{D}, g \not \equiv 0$. Denote the expression under the supremum by $H(g)$. Since $H(g) \neq H(g+$ const $)$, it suffices to take the supremum over strictly positive $g \in C_{b}$. Now fix $g \in C_{b}$ with $g \geqq$ const $>0$ arbitrarily and choose a sequence $\left(g_{n}\right)$ of nonnegative continuous functions with compact support so that $g_{n} \uparrow g$ pointwise. Then

$$
H(g) \leqq \liminf _{n \rightarrow \infty} H\left(g_{n}\right)
$$

This shows that we may restrict ourselves to nonnegative functions $g \in C_{b}, g \not \equiv 0$, with compact support. But each such function can be approached uniformly by
nonnegative functions from $\mathscr{D}$, and we arrive at the desired result. Hence, we have shown that

$$
\inf _{\varrho \in \mathcal{M}(\mu, v)}\left\langle Q, \chi_{m} \bar{m}^{\bar{s}, t}\right\rangle \leqq \sup _{\substack{g \geqq 0, g \neq 0 \\ g \in D}}\left[\langle\nu, g\rangle-\left\langle\mu, \sup _{y}\left[g(y)-\chi_{m}(y) \bar{I}^{\bar{s}, t}(\cdot ; y)\right]\right\rangle\right]
$$

for each $m \in \mathbb{N}$ and all $\mu, v \in \mathscr{M}$.
Putting all things together, we see that the proof of inequality (3.39) may be reduced to the verification of

$$
\begin{equation*}
\langle\mu(t), f\rangle-\left\langle\mu(s), \sup _{y}\left[f(y)-\chi_{m}(y) \bar{I}^{s, t}(\cdot ; y)\right]\right\rangle \leqq \bar{S}_{s, t}^{0}(\mu(\cdot)) \tag{3.41}
\end{equation*}
$$

for $\mu(\cdot) \in \mathscr{C}_{s, t}, m \in \mathbb{N}$, and all nonnegative $f \in \mathscr{T}, f \not \equiv 0$. Given a non-empty open set $G \subseteq \mathbb{R}^{d}$, we introduce semi-norms $\|\cdot \cdot\|_{\mu, u}^{G}(\mu, u) \in \mathscr{M} \times[s, t]$, by setting

$$
\left(\|\left.\vartheta \vartheta\right|_{\mu, u} ^{G}\right)^{2}:=\sup _{\substack{f \in \mathscr{G}_{, u, i} \\ \text { supp } f \in G}} \frac{\left.\mid\left.\langle\vartheta,| \nabla_{u} f\right|_{u} ^{2}\right\rangle}{\langle\mu,} \quad \vartheta \in \mathscr{O}^{\prime},
$$

and define a functional $\bar{S}_{s, t}^{0, G}: \mathscr{C}_{s, t} \rightarrow[0, \infty]$ by

$$
\begin{equation*}
\bar{S}_{s, t}^{0, G}(\mu(\cdot)):=\frac{1}{2} \int_{s}^{t}\left(\left\|\dot{\mu}(u)-\left(\overline{\mathscr{L}}_{u}^{0}\right)^{*} \mu(u)\right\|_{\mu(u), s+t-u}^{G}\right)^{2} d u \tag{3.42}
\end{equation*}
$$

if $\mu(\cdot)$ is absolutely continuous and $\bar{S}_{s, t}^{0, G}(\mu(\cdot)):= \pm \infty$ otherwise. Note that, for $G=\mathbb{R}^{d},\|\cdot\|_{\mu, u}^{G}$ and $\bar{S}_{s, t}^{0, G}$ coincide with $\|\cdot\|_{\mu, u}$ and $\bar{S}_{s, t}^{0}$, respectively.

It will turn out later that inequality (3.41) is satisfied even if the functional $\bar{S}_{s . t}^{0}$ is replaced by the smaller functional $\bar{S}_{s, 2}^{0, U(K)}$, where $U(K)$ denotes an arbitrarily small open neighborhood of the set $K:=K_{\mathrm{s}, \mathrm{t}}(f)$ which is defined as follows:

$$
\begin{equation*}
K_{s, t}(f):=\left\{x \in \mathbb{R}_{\substack{d}}^{\substack{\begin{subarray}{c}{y \in(s, t] \\
y \in \operatorname{sep} p} }}\end{subarray}} \bar{I}^{u}, t(x ; y) \leqq\|f\|\right\} . \tag{3.43}
\end{equation*}
$$

Here supp $f$ and $\|f\|$ denote the support and the sup-norm of $f$, respectively. By convention, $\bar{I}^{, t}(x ; y):=0$ for $x=y$ and $\bar{I}^{, t}(x ; y):=\infty$ otherwise.
Let us introduce the functions

$$
\begin{equation*}
h(x, u):=\sup _{y}\left[f(y)-\bar{I}^{u}, t(x ; y)\right] \tag{3.44}
\end{equation*}
$$

and

$$
\begin{equation*}
h^{(m)}(x, u):=\sup _{y}\left[f(y)-\chi_{m}(y) I^{u, t}(x ; y)\right], \tag{3.45}
\end{equation*}
$$

$(x, u) \in \mathbb{R}^{d} \times[s, t]$. By convention, $0 \cdot \infty=0$ on the right of (3.45). Note that $h(t)=h^{(m)}(t)=f$ for large $m$. Thus, for such $m$, the expression on the left of (3.41) may be written in the form $\left\langle\mu(t), h^{(m)}(t)\right\rangle-\left\langle\mu(s), h^{(m)}(s)\right\rangle$.

Summarizing the above considerations, we have found that the proof of the inequality $S \leqq S^{0}$ may be reduced to the following lemma.

Lemma 3.11 For $\mu(\cdot) \in \mathscr{C}_{s, t}$, all nonvanishing nonnegative functions $f \in \mathscr{D}$, and all sufficiently large $m$, we have

$$
\begin{equation*}
\left\langle\mu(t), h^{(m)}(t)\right\rangle-\left\langle\mu(s), h^{(m)}(s)\right\rangle \leqq \bar{S}_{s, t}^{0, U(K)}(\mu(\cdot)), \tag{3.46}
\end{equation*}
$$

where $U(K)$ denotes an arbitrary open neighborhood of the set $K=K_{s, t}(f)$ given by (3.43) and $h^{(m)}$ is defined by (3.45).

To derive the key inequality (3.46), we will proceed as follows. In the next lemma we will prove that the set $K$ is compact and does not change if we modify the coefficients $(a, b)$ outside of a large ball. Moreover, the support of the function $h$ is contained in $K \times[s, t]$, and $h$ 'behaves well' under the mentioned modification of $(a, b)$. After that we will show for bounded coefficients that the function $h$ is a viscosity solution of a Hamilton-Jacobi equation. Together with supp $h \subseteq K \times[s, t]$, this observation then yields inequality (3.46) for bounded smooth coefficients (Lemma 3.13). Note that this is yet another way to prove Theorem 3.2 under Assumption (BS). Now the very rough idea is that the expressions in (3.46) do not change 'for the worse' if we modify the coefficients $(a, b)$ outside of the above mentioned large ball. Note that the functional on the right will not change at all. This observation allows in (3.46) to pass from bounded to unbounded coefficients.

Let us mention that the compactness of $K$ is crucial for the sketched approach. This is the reason why we have had to switch to 'time-reversed' objects. Otherwise we would have to consider the set (3.43) with $\bar{I}$ replaced by $I$ which, in general, is not bounded. For the last claim the reader is referred to the corresponding note in the proof of part a) of the next lemma.

The proof of Lemma 3.11 will be broken down into several steps. To begin with, let us introduce the following boundedness and uniform continuity condition.
Assumption ( $B U$ ). The diffusion and drift coefficients ( $a, b$ ) are bounded and uniformly continuous and the diffusion matrix $a$ is uniformly non-degenerate.

Note that this assumption differs from Assumption (BS) in Sect. 3.2 by dropping the requirement that the diffusion coefficients possess bounded continuous spatial derivatives of first order.

Now fix $\mu(\cdot) \in \mathscr{C}_{s, t}, m \in \mathbb{N}$, and a nonvanishing nonnegative function $f \in \mathscr{D}$ arbitrarily. We will assume without loss of generality that $\chi_{m}=1$ on $\operatorname{supp} f$ and, in particular, $h^{(m)}(t)=1$. We first collect some properties of the set $K$ and the functions $h$ and $h^{(m)}$ defined by (3.43), (3.44), and (3.45), respectively. Let $B_{\mathrm{R}}$ denote the open ball in $\mathbb{R}^{d}$ with center 0 and radius $R$.

Lemma 3.12 a) The set $K$ is compact.
b) Suppose that the coefficients ( $\mathrm{a}, \mathrm{b}$ ) satisfy Assumption $(B U)$. Then the function $h$ is nonnegative and continuous, and

$$
\operatorname{supp} h \subseteq K \times[s, t]
$$

c) Suppose that the coefficients ( $a, b$ ) satisfy Assumption ( $B U$ ). Let $\left\{\left(a_{n}, b_{n}\right)\right\}$ be a sequence of diffusion and drift coefficients having the same properties. Label each object associated with $\left(a_{n}, b_{n}\right)$ with the subscript $n$. Suppose that $a_{n} \rightarrow a$ and $b_{n} \rightarrow b$ uniformly on $\mathbb{R}^{d} \times[s, t]$. Then

$$
h_{n} \rightarrow h \text { uniformly on } \mathbb{R}^{d} \times[s, t]
$$

and

$$
K_{n} \subset U(K)
$$

for each neighborhood $U(K)$ of $K$ and all sufficiently large $n$.
d) Let $(\mathrm{a}, \mathrm{b})$ denote arbitrary diffusion and drift coefficients satisfying the Assumptions
(D1)-(D3). Then there exists $R>0$ such that the following holds true. If $(\tilde{a}, \tilde{b})$ is a pair of diffusion and drift coefficients which satisfy Assumption (BU) such that ( $\tilde{a}, \tilde{b}$ ) coincides with $(\mathrm{a}, \mathrm{b})$ on $B_{R} \times[\mathrm{s}, \mathrm{t}]$, then

$$
K=\tilde{K} \quad \text { and } \quad h^{(m)} \geqq \tilde{h}
$$

Here $\tilde{K}$ and $\tilde{h}$ are defined in the same way as $K$ and $h$, respectively, but with respect to the coefficients $(\tilde{a}, \tilde{b})$ instead of $(a, b)$.
Proof. a) Under the Assumptions (D1) and (D3), the function $\overline{I^{u}, t}(x ; y)$ is continuous in the variables $(u, x, y) \in[s, t) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$. Moreover, if $u_{n} \uparrow t, x_{n} \rightarrow x, y_{n} \rightarrow y$, and $x \neq y$, then $\bar{I}^{u_{n}, t}\left(x_{n} ; y_{n}\right) \rightarrow \infty$. Recall that $\bar{I}^{t, t}(x ; y)=0$ for $x=y$ and $\bar{I}^{t, t}(x ; y)=\infty$ otherwise. From these properties and the compactness of supp $f$ one easily concludes that the minimum in (3.43) is attained and the set $K$ is closed. Suppose that $K$ is not compact. Then we find points $x_{n}$ with $\left|x_{n}\right| \rightarrow \infty, y_{n} \in \operatorname{supp} f$, and $u_{n} \in[s, t)$ such that

$$
I^{s, s+t-u_{n}}\left(y_{n} ; x_{n}\right)=\bar{I}^{u_{n}, t}\left(x_{n} ; y_{n}\right) \leqq\|f\|
$$

Remembering the definition (3.33) of $I^{s, s+t-u_{n}}\left(y_{n} ; x_{n}\right)$, we find functions $\varphi_{n} \in C_{s, s+t-u_{n}}$ with $\varphi_{n}(s)=y_{n}, \varphi_{n}\left(s+t-u_{n}\right)=x_{n}$, and

$$
I_{s, s+t-u_{n}}\left(\varphi_{n}\right)=I^{s, s+t-u_{n}}\left(y_{n} ; x_{n}\right) .
$$

Because of Assumption (D3), (ii), we may continue $\varphi_{n}$ to a function $\varphi_{n} \in C_{s, t}$ so that $\dot{\varphi}_{n}(u)=b\left(\varphi_{n}(u), u\right)$ for $u \in\left[s+t-u_{n}, t\right]$. Then also

$$
I_{s, t}\left(\varphi_{n}\right)=I^{s, s+t-u_{n}}\left(y_{n} ; x_{n}\right)
$$

Hence, $I_{\mathrm{s}, t}\left(\varphi_{n}\right)$ remains bounded as $n \rightarrow \infty$. Thus, since the level sets corresponding to the rate function $I_{s, t}$ are compact (cf. Remark 3.3 b )), the sequence ( $\varphi_{n}$ ) is bounded in $C_{s, t}$. But this contradicts our assumption that $\left|x_{n}\right| \rightarrow \infty$.

If we had not switched to 'time-reversed' objects, then we would have had to use the compactness of the level sets of $\bar{I}_{s, t}$ instead of $I_{s, t}$. But in a time-homogeneous situation, $\bar{I}_{s, t}$ corresponds to a diffusion with diffusion matrix $a$ and drift vector - $b$ which, under our general assumptions, may explode. Moreover, the associated level sets might be unbounded in which case our proofs would break down.
b) Since the drift coefficient $b$ is bounded and continuous, there exists a solution of $\dot{\varphi}(v)=b(\varphi(v), v), v \in[s, s+t-u]$, with $\varphi(s+t-u)=x$ for each $(x, u)$ $\in \mathbb{R}^{d} \times[s, t]$. Hence, for each $(x, u) \in \mathbb{R}^{d} \times[s, t]$, we find some $y$ with $\bar{I}^{u, t}(x ; y)=I^{s, s+t-u}(y ; x)=0$. This implies the nonnegativity of $h$. If $h(x, u)>0$, then there exists $y \in \operatorname{supp} f$ such that

$$
f(y)-\bar{I}^{u}, t(x ; y)>0,
$$

i.e. $x$ belongs to $K$. This shows that the support of $h$ is contained in $K \times[s, t]$. Taking into account the above mentioned properties of $\overline{I^{u}, t}(x ; y)$, one also easily checks that $h$ is continuous.
c) We first remark that, under our assumptions on $\left(a_{n}, b_{n}\right)$ and $(a, b)$,

$$
\begin{equation*}
\bar{I}_{n}^{u_{n}, t}\left(x_{n} ; y_{n}\right) \rightarrow \bar{I}^{u, t}(x ; y) \tag{3.47}
\end{equation*}
$$

for $u_{n} \rightarrow u, x_{n} \rightarrow x$, and $y_{n} \rightarrow y$ except in the case when $u=t$ and $x=y$. Set

$$
M_{n}(x):=\min _{\substack{u \in[s, t] \\ y \in \operatorname{supp} f}} \overline{I_{n}^{u, t}}(x ; y), \quad x \in \mathbb{R}^{d}
$$

Using the definition of $\overline{I_{n}^{u, t}}(x ; y)=I_{n}^{s, s+t-u}(y ; x)$ as a minimum over path integrals and taking into account the assumptions on $\left(a_{n}, b_{n}\right)$ and $(a, b)$, one easily checks that $M_{n}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$ uniformly in $n$. This means that the sets $K_{n}=\left\{x \in \mathbb{R}^{d}\right.$ : $\left.M_{n}(x) \leqq\|f\|\right\}$ are bounded uniformly in $n$. Therefore, in order to show that $K_{n} \subset U(K)$ for each neighborhood $U(K)$ of $K$ and all sufficiently large $n$, it will be enough to check that $x_{n} \in K_{n}$ and $x_{n} \rightarrow x$ together imply $x \in K$. For each $n$, we find $u_{n} \in[s, t]$ and $y_{n} \in \operatorname{supp} f$ such that

$$
\bar{I}_{n}^{u_{n}}, t\left(x_{n} ; y_{n}\right) \leqq\|f\|
$$

We assume without loss of generality that $u_{n} \rightarrow u$ and $y_{n} \rightarrow y$. Because of (3.47), this yields

$$
\bar{I}^{u}, t(x ; y) \leqq\|f\| .
$$

Thus, since $u \in[s, t]$ and $y \in \operatorname{supp} f$, the point $x$ indeed belongs to $K$.
We next prove that $h_{n}$ converges to $h$ uniformly. By the assertions a) and b), $h$ is continuous, supp $\mathrm{h} \subseteq K \times[s, t]$, and $\operatorname{supp} \mathrm{h}_{n} \subseteq K_{n} \times[s, t]$. Recall that the sets $K_{n}$ are bounded uniformly in $n$. Hence, it will be enough to check that

$$
h_{n}\left(x_{n}, u_{n}\right) \rightarrow h(x, u)
$$

for $x_{n} \rightarrow x$ and $u_{n} \rightarrow u$. If $u \neq t$, then we may use (3.47) to obtain

$$
h_{n}\left(x_{n}, u_{n}\right) \geqq f(y)-\bar{I}_{n}^{u_{n}, t}\left(x_{n} ; y\right) \rightarrow f(y)-\bar{I}^{u, t}(x ; y)
$$

for each $y \in \mathbb{R}^{d}$, i.e.

$$
\liminf _{n \rightarrow \infty} h_{n}\left(x_{n}, u_{n}\right) \geqq h(x, u) .
$$

This inequality is also true for $u=t$. Indeed, in this case $\bar{I}_{n}^{u_{n}}, t\left(x_{n} ; x_{n}\right) \rightarrow 0$, and therefore

$$
h_{n}\left(x_{n}, u_{n}\right) \geqq f\left(x_{n}\right)-\bar{I}_{n}^{u_{n}, t}\left(x_{n} ; x_{n}\right) \rightarrow f(x)=h(x, t) .
$$

Let us now prove the opposite inequality

$$
\limsup _{n \rightarrow \infty} h_{n}\left(x_{n}, u_{n}\right) \leqq h(x, u) .
$$

Since $h$ is nonnegative, we assume without loss of generality that $h_{n}\left(x_{n}, u_{n}\right)>0$ for all $n$. Then we find $y_{n} \in \operatorname{supp} f$ such that

$$
h_{n}\left(x_{n}, u_{n}\right)=f\left(y_{n}\right)-\bar{I}_{n}^{u_{n}, t}\left(x_{n} ; y_{n}\right) .
$$

Since $f$ has compact support, we may also assume that $y_{n} \rightarrow y$ for some $y \in \operatorname{supp} f$. Then, using (3.47) once more, we obtain

$$
\limsup _{n \rightarrow \infty} h_{n}\left(x_{n}, u_{n}\right) \leqq f(y)-\bar{I}^{u, t}(x ; y) \leqq h(x, u)
$$

d) According to Lemma A.3, we may choose $R$ so large that for any pair ( $\tilde{a}, \tilde{b}$ ) of diffusion and drift coefficients with the mentioned properties

$$
\begin{equation*}
\Phi_{s, s+t-u}(\operatorname{supp} f,\|f\|)=\tilde{\Phi}_{s, s+t-u}(\operatorname{supp} f ;\|f\|) \subseteq B_{R}^{[s, s+t-u]} \tag{3.48}
\end{equation*}
$$

$s \leqq u<t$. Using the representations of $I^{s, s+t-u}(y ; x)$ and $\tilde{I}^{s, s+t-u}(y ; x)$ as minima over path integrals, we conclude from (3.48) that $K=\widetilde{K}$.

Let us now show that $h^{(m)} \geqq \tilde{h}$. Since $\chi_{m}$ has compact support, the function $h^{(m)}$ is nonnegative. Because of this and

$$
h^{(m)}(x, t) \geqq f(x)=\tilde{h}(x, t), \quad x \in \mathbb{R}^{d},
$$

it suffices to check that

$$
h^{(m)}(x, u) \geqq \tilde{h}(x, u)
$$

for all $(x, u) \in \mathbb{R}^{d} \times[s, t)$ with $\tilde{h}(x, u)>0$. For such $(x, u)$, we find $y \in \operatorname{supp} f$ with

$$
\begin{equation*}
\tilde{h}(x, u)=f(y)-\tilde{I}^{s, s+t-u}(y ; x)>0, \tag{3.49}
\end{equation*}
$$

and there is a path $\varphi \in C_{s, s+t-u}$ with $\varphi(s)=y, \varphi(s+t-u)=x$, and

$$
\tilde{I}^{s, s+t-u}(y ; x)=\tilde{I}_{s, s+t-u}(\varphi)<\|f\| .
$$

Hence, $\varphi$ belongs to $\tilde{\Phi}_{s, s+t-u}(\operatorname{supp} f ;\|f\|)$. By (3.48), this implies that the path $\varphi$ is entirely contained in the ball $B_{R}$. Therefore, since $(\tilde{a}, \tilde{b})=(a, b)$ on $B_{R} \times[s, s+t-u], \tilde{I}_{s, s+t-u}(\varphi)$ coincides with $I_{s, s+t-u}(\varphi)$, and we arrive at

$$
\tilde{I}^{, s+t-u}(y ; x) \geqq I^{s, s+t-u}(y ; x) .
$$

Substituting this in (3.49), we finally obtain

$$
\tilde{h}(x, u) \leqq f(y)-\chi_{m}(y) I^{s, s+t-u}(y ; x) \leqq h^{(m)}(x, u) .
$$

Next we show that the assertion of Lemma 3.11 is valid for bounded smooth drift and ediffusion coefficients. More precisely, we have the following lemma.

Lemma 3.13 Let Assumption (BS) be satisfied. Then

$$
\begin{equation*}
\langle\mu(t), h(t)\rangle-\langle\mu(s), h(s)\rangle \leqq \bar{S}_{\mathrm{s}, t}^{0, U(K)}(\mu(\cdot)) \tag{3.50}
\end{equation*}
$$

for each open neighborhood $U(K)$ of the set $K$.
Before proving this lemma, let us remark that the function $h$ defined by the variational expression (3.44) turns out to be a viscosity solution of the HamiltonJacobi equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{0}\right) h(u)+\frac{1}{2}\left|\nabla_{s+t-u} h(u)\right|_{s+t-u}^{2}=0, \quad u \in[s, t], \tag{3.51}
\end{equation*}
$$

with 'initial datum' $h(t)=f$, cf. Crandall and Lions [3] and Lions [11]. Thus, if $h$ were smooth, then we would obtain

$$
\begin{aligned}
\langle\mu(t), & h(t)\rangle-\langle\mu(s), h(s)\rangle \\
= & \langle\mu(t), h(t)\rangle-\langle\mu(s), h(s)\rangle \\
& \left.-\left.\int_{s}^{t} d u\left\langle\mu(u),\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{0}\right) h(u)+\frac{1}{2}\right| \nabla_{s+t-u} h(u)\right|_{s+t-u} ^{2}\right\rangle \\
= & \left.\int_{s}^{t} d u\left[\left\langle\dot{\mu}(u)-\left(\overline{\mathscr{L}}_{u}^{0}\right)^{*} \mu(u), h(u)\right\rangle-\left.\frac{1}{2}\langle\mu(u),| \nabla_{s+t-u} h(u)\right|_{s+t-u} ^{2}\right\rangle\right] \\
\leqq & \frac{1}{2} \int_{s}^{t} d u \frac{\left|\left\langle\dot{\mu}(u)-\left(\overline{\mathscr{L}}_{u}^{0}\right)^{*} \mu(u), h(u)\right\rangle\right|^{2}}{\left.\left.\langle\mu(u),| \nabla_{s+t-u} h(u)\right|_{s+t-u} ^{2}\right\rangle} .
\end{aligned}
$$

Since supp $h \subseteq K \times[s, t]$ (Lemma 3.12 b )), the last expression would then not exceed $\bar{S}_{s, t}^{0, U(K)}(\mu(\cdot))$, and this would imply (3.50). Unfortunately, these arguments fail to be rigorous because of the non-differentiability of $h$. Note also that the uniqueness conditions of Crandall and Lions [3] are not fulfilled for (3.51). In the following steps the above approach will be made precise by adapting the 'vanishing viscosity method' to our situation, cf. e.g. Lions [11].
Given $u \in[s, t]$ and $\varepsilon \geqq 0$, we define the operators

$$
\overline{\mathscr{L}}_{u}^{\varepsilon}:=\frac{\varepsilon^{2}}{2} \sum_{i, j=1}^{d} \bar{a}^{i j}(\cdot, u) \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}-\sum_{i=1}^{d} \bar{b}^{i}(\cdot, u) \frac{\partial}{\partial x^{i}}, \quad u \in[s, t],
$$

where $\bar{a}^{i j}(\cdot, u):=a^{i j}(\cdot, s+t-u)$ and $\bar{b}^{i}(\cdot, u):=b^{i}(\cdot, s+t-u)$. Note that for $\varepsilon=0$ this coincides with our previous definition of $\overline{\mathscr{L}}_{u}^{0}$. We further consider functionals $\bar{S}_{s, t}^{\varepsilon, G}: \mathscr{C}_{s, t} \rightarrow[0, \infty], \varepsilon \geqq 0$, which are defined in the same way as $\bar{S}_{s, t}^{0, G}$ but with $\overline{\mathscr{L}}_{u}^{0}$ replaced by $\overline{\mathscr{L}}_{u}^{\varepsilon}$, see (3.42). To prove Lemma 3.13, we need the following statement which is a slight modification of Lemma 3.7.

Lemma 3.14 Let Assumption (BS) be satisfied. Let $G$ and $H$ be nonempty open subsets of $\mathbb{R}^{d}$ such that $\bar{G}$ is compact and $\bar{G} \subset H$. Then

$$
\limsup _{\delta \rightarrow 0} \limsup _{\delta \rightarrow 0} \bar{S}_{s, t}^{\varepsilon, G}\left(\mu_{\delta}(\cdot)\right) \leqq \bar{S}_{s, t}^{0, H}(\mu(\cdot)) .
$$

Proof of Lemma $3.131^{0}$ Let $U(K)$ and $V(K)$ denote open neighborhoods of $K$ such that $\overline{V(K)}$ is compact and $\overline{V(K)} \subset U(K)$. Let $g: \mathbb{R}^{d} \times[s, t] \rightarrow \mathbb{R}$ be a $C^{\infty}$ function with supp $g \subset V(K) \times[s, t]$. Then, similar to the computations immediately after the statement of Lemma 3.13, we find that

$$
\begin{aligned}
&\left\langle\mu_{\delta}(t), g(t)\right\rangle-\left\langle\mu_{\delta}(s), g(s)\right. \\
&\left.-\left.\frac{1}{2} \int_{s}^{t} d u\left\langle\mu_{\delta}(u),\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{\varepsilon}\right) g(u)+\frac{1}{2}\right| \nabla_{s+t-u} g(u)\right|_{s+t-u} ^{2}\right\rangle \\
& \leqq \frac{1}{2} \int_{s}^{t} d u \frac{\left|\left\langle\dot{\mu}_{\delta}(u)-\left(\overline{\mathscr{L}}_{u}^{\varepsilon}\right)^{*} \mu_{\delta}(u), g(u)\right\rangle\right|^{2}}{\left.\left.\left\langle\mu_{\delta}(u),\right| \nabla_{s+t-u} g(u)\right|_{s+t-u} ^{2}\right\rangle}
\end{aligned}
$$

for all $\delta>0$ and $\varepsilon>0$, where as before $\mu_{\delta}(u)=k_{\delta} * \mu(u)$. Hence, remembering the definition of $\bar{S}_{s, t}^{\varepsilon, V(K)}$, we obtain

$$
\begin{align*}
& \left\langle\mu_{\delta}(t), g(t)\right\rangle-\left\langle\mu_{\delta}(s), g(s)\right\rangle \leqq \bar{S}_{s, t}^{\varepsilon, V(K)}\left(\mu_{\delta}(\cdot)\right) \\
& \left.\quad+\left.\frac{1}{2} \int_{s}^{t} d u\left\langle\mu_{\delta}(u),\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{\varepsilon}\right) g(u)+\frac{1}{2}\right| \nabla_{s+t-u} g(u)\right|_{s+t-u} ^{2}\right\rangle . \tag{3.52}
\end{align*}
$$

In fact, this inequality is valid for all $g \in C_{k}^{2,1}\left(\mathbb{R}^{d} \times[s, t]\right)$ with supp $g \subset V(K) \times[s, t]$.
$2^{0}$ Because of our assumptions on $(a, b)$, the martingale problem for $\left\{\overline{\mathscr{L}}_{u}^{\varepsilon} ; u \in[s, t]\right\}$ admits a unique solution $\left\{\bar{P}_{x, u}^{\varepsilon} ;(x, u) \in \mathbb{R}^{d} \times[s, t]\right\}$ on $C_{s, t}$ for each $\varepsilon>0$. Let $\bar{E}_{x, u}^{\varepsilon}$ denote expectation with respect to $\bar{P}_{x, u}^{\varepsilon}$. For each $\varepsilon>0$, the function

$$
\begin{equation*}
h^{\varepsilon}(x, u):=\varepsilon^{2} \log \bar{E}_{x, u}^{\varepsilon} \exp \left\{\varepsilon^{-2} f(x(t))\right\}, \quad(x, u) \in \mathbb{R}^{d} \times[s, t], \tag{3.53}
\end{equation*}
$$

is the unique bounded solution of the Cauchy problem

$$
\begin{equation*}
\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{\varepsilon}\right) h^{\varepsilon}(u)+\frac{1}{2}\left|\nabla_{s+t-u} h^{\varepsilon}(u)\right|_{s+t-u}^{2}=0, \quad u \in[s, t], \quad h^{\varepsilon}(t)=f \tag{3.54}
\end{equation*}
$$

Recall that the initial datum is the non-vanishing nonnegative function $f \in \mathscr{D}$ which was fixed after Lemma 3.11. Let $\pi_{t}: C_{s, t} \rightarrow \mathbb{R}^{d}$ denote the projection defined by $\pi_{t}(\varphi):=\varphi(t), \varphi \in C_{s, t}$. The measures $\bar{P}_{x, u}^{\varepsilon}$ satisfy the Freidlin-Wentzell large deviation principle (Theorem 3.1). Hence, by the 'contraction principle', for each $u \in[s, t)$ the family $\left\{\bar{P}_{x, u}^{\varepsilon}{ }^{\circ} \pi_{t}^{-1} ; x \in \mathbb{R}^{d}, \underline{\varepsilon}>0\right\}$ of probabilities on $\mathbb{R}^{d}$ forms a large deviation system with rate function $\bar{I}^{u, t}$ and scale $\varepsilon^{-2}$. Therefore, applying the Laplace- Varadhan method and remembering the definition (3.44) of the function $h$, we derive from (3.53) that

$$
\begin{equation*}
h^{\varepsilon} \rightarrow h \quad \text { boundedly and pointwise on } \mathbb{R}^{d} \times[s, t] \tag{3.55}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.
$3^{\circ}$ We now apply inequality (3.52) for

$$
g(x, t)=\theta \zeta(x) h^{\varepsilon}(x, t),
$$

where $0<\theta<1$ and $\zeta$ is a $C^{\infty}$ function such that $0 \leqq \zeta \leqq 1, \zeta=1$ in a neighborhood of $K$, and supp $\zeta \subset V(K)$. As a result, we obtain

$$
\begin{gathered}
\left\langle\mu_{\delta}(t), \zeta h^{\varepsilon}(t)\right\rangle-\left\langle\mu_{\delta}(s), \zeta h^{\varepsilon}(s)\right\rangle \leqq \theta^{-1} \overline{S_{s, t}^{\varepsilon, V(K)}}\left(\mu_{\delta}(\cdot)\right) \\
\left.+\left.\frac{1}{2} \int_{s}^{t} d u\left\langle\mu_{\delta}(u),\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{\varepsilon}\right)\left(\zeta h^{\varepsilon}(u)\right)+\frac{\theta}{2}\right| \nabla_{s+t-u}\left(\zeta h^{\varepsilon}(u)\right)\right|_{s+t-u} ^{2}\right\rangle .
\end{gathered}
$$

For each $u \in[s, t], h^{\varepsilon}(u) \rightarrow h(u)$ boundedly and pointwise as $\varepsilon \rightarrow 0$ by (3.55), and $h(u)$ is continuous and supp $h(u) \subseteq K$ by Lemma 3.12 b). Since $\zeta=1$ on $K$, this implies that $\zeta h^{\varepsilon}(u) \rightarrow h(u)$ boundedly and pointwise as $\varepsilon \rightarrow 0$. Moreover, $\mu_{\delta}(u) \rightarrow \mu(u)$ weakly as $\delta \rightarrow 0$. Therefore

$$
\lim _{\delta \rightarrow 0} \lim _{\varepsilon \rightarrow 0}\left[\left\langle\mu_{\delta}(t), \zeta h^{\varepsilon}(t)\right\rangle-\left\langle\mu_{\delta}(s), \zeta h^{\varepsilon}(s)\right\rangle\right]=\langle\mu(t), h(t)\rangle-\langle\mu(s), h(s)\rangle,
$$

and this limit coincides with the expression on the left of (3.50). On the other hand, according to Lemma 3.14,

$$
\limsup _{\delta \rightarrow 0} \limsup _{\varepsilon \rightarrow 0} \bar{S}_{s, t}^{\varepsilon, V(K)}\left(\mu_{\delta}(\cdot)\right) \leqq \bar{S}_{s, t}^{0, U(K)}(\mu(\cdot)) .
$$

Thus, in order to finish the proof of Lemma 3.13, it only remains to check that
$\left.\left.\limsup _{\varepsilon \rightarrow 0} \int_{s}^{t} d u\left\langle\mu_{\delta}(u),\left(\frac{\partial}{\partial u}+\overline{\mathscr{L}}_{u}^{\delta}\right)\left(\zeta h^{\varepsilon}(u)\right)+\frac{\theta}{2}\right| \mathbf{V}_{s+t-u}\left(\zeta h^{\varepsilon}(u)\right)\right|_{s+t-u} ^{2}\right\rangle \leqq 0$
for all $\theta \in(0,1)$ and $\delta>0$. We therefore fix $\theta \in(0,1)$ and $\delta>0$ arbitrarily. We have

$$
\begin{aligned}
& \left|\nabla_{s+t-u}\left(\zeta h^{\varepsilon}(u)\right)\right|_{s+t-u}^{2} \\
& \quad \leqq \frac{1}{\theta} \zeta\left|\nabla_{s+t-u} h(u)\right|_{s+t-u}^{2}+\frac{1}{1-\theta}\left|\nabla_{s+t-u} \zeta\right|_{s+t-u}^{2}(h(u))^{2} .
\end{aligned}
$$

Taking also into account that $h^{\varepsilon}$ satisfies equation (3.54), we see that the verification of (3.56) reduces to the proof of

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{s}^{t} d u\left\langle\mu_{\delta}(u), \overline{\mathscr{L}}_{u}^{\varepsilon}\left(\zeta h^{\varepsilon}(u)\right)-\zeta \overline{\mathscr{L}}_{u}^{\varepsilon} h^{\varepsilon}(u)\right\rangle=0 \tag{3.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left.\lim _{\varepsilon \rightarrow 0} \int_{s}^{t} d u\left\langle\mu_{\delta}(u),\right| \nabla_{s+t-u} \zeta\right|_{s+t-u} ^{2}\left(h^{\varepsilon}(u)\right)^{2}\right\rangle=0 \tag{3.58}
\end{equation*}
$$

To prove (3.57), we remark that

$$
\left\langle\mu_{\delta}(u), \overline{\mathscr{L}}_{u}^{\varepsilon}\left(\zeta h^{\varepsilon}(u)\right)-\zeta \overline{\mathscr{L}}_{u}^{\varepsilon} h^{\varepsilon}(u)\right\rangle=\left\langle\mu(u), R_{\delta}^{\varepsilon}(u)\right\rangle
$$

where

$$
\begin{aligned}
R_{\delta}^{\varepsilon}(x, u):= & \int d y k_{\delta}(x-y)\left(\overline{\mathscr{L}}_{u}^{\varepsilon} \zeta\right)(y) h^{\varepsilon}(y, u) \\
& -\varepsilon^{2} \int d y \sum_{i, j=1}^{d} \frac{\partial}{\partial y^{i}}\left[k_{\delta}(x-y) \bar{a}^{i j}(y, u) \frac{\partial \zeta(y)}{\partial y^{j}}\right] h^{\delta}(y, u) .
\end{aligned}
$$

This is a result of integration by parts under the assumption that the diffusion matrix $a$ is continuously differentiable with respect to all spatial variables. Because of this, (3.57) now turns out to be straightforward from the fact that $h^{\varepsilon} \rightarrow h$ boundedly and pointwise as $\varepsilon \rightarrow 0$ and the observation that the supports of $h(u)$ and the derivatives of $\zeta$ are disjoint. The same argument yields (3.58).
We now want to remove the differentiability assumption imposed on the diffusion coefficients by means of approximation.

Lemma 3.15 Let $(a, b)$ be a pair of diffusion and drift coefficients satisfying Assumption (BU). Denote by $\left\{\left(a_{n}, b_{n}\right)\right\}$ a sequence of diffusion and drift coefficients with the same properties. For each $n$, let the functional $\bar{S}_{n}^{0, G}$ be defined in the same way as $\bar{S}^{0, G}:=\bar{S}_{s, t}^{0, G}$ but with respect to $\left(a_{n}, b_{n}\right)$ instead of $(a, b)$. Assume that $a_{n} \rightarrow a$ and $b_{n} \rightarrow b$ uniformly. Then

$$
\limsup _{n \rightarrow \infty} \bar{S}_{n}^{0, G}(\mu(\cdot)) \leqq \bar{S}^{0, G}(\mu(\cdot))
$$

for each non-empty open set $G \subseteq \mathbb{R}^{d}$.
Proof. This is a modification of step $3^{0}$ in the proof of Lemma 3.7. Roughly speaking, instead of comparing $k_{\delta} \mathscr{L}_{\mathscr{L}_{t}^{0}} f$ with $\mathscr{L}_{t}^{0}\left(k_{\delta} * f\right)$ and $k_{\delta} *\left|\nabla_{t} f\right|_{t}^{2}$ with $\left|\nabla_{t}\left(k_{\delta} * f\right)\right|_{t}^{2}$, one has to compare $\overline{\mathscr{L}}_{u}^{0, n} f$ with $\overline{\mathscr{L}}_{u}^{0} f$ and $\left(\left|\nabla_{s+t-u}^{(n)}\right|_{s+t-u}^{(n)}\right)^{2}$ with $\left|\nabla_{s+t-u} f\right|_{s+t-u}^{2}$, respectively. Here $\nabla^{(n)},|\cdot|^{(n)}$, and $\overline{\mathscr{L}}^{0, n}$ are defined in the same way as $\nabla,|\cdot|$, and $\mathscr{L}^{0}$, respectively, but with $(a, b)$ replaced by $\left(a_{n}, b_{n}\right)$. Moreover, one only considers functions $f \in \mathscr{D}$ with the additional property that $\operatorname{supp} f \subset G$. The details are left to the reader.

Lemma 3.16 The assertion of Lemma 3.13 is valid without the differentiability assumption on the diffusion matrix a, i.e. with Assumption (BS) replaced by Assumption ( $B U$ ).

Proof. Consider a sequence $\left\{\left(a_{n}, b_{n}\right)\right\}$ and a pair $(a, b)$ of diffusion and drift coefficients satisfying Assumption (BS) and (BU), respectively. Suppose that $a_{n} \rightarrow a$ and $b_{n} \rightarrow b$ uniformly. Label each object associated with ( $a_{n}, b_{n}$ ) with the subscript $n$.

Let $U(K)$ denote an arbitrary open neighborhood of $K$. We may apply Lemma 3.13 for $\left(a_{n}, b_{n}\right)$ instead of $(a, b)$ to obtain

$$
\left\langle\mu(t), h_{n}(t)\right\rangle-\left\langle\mu(s), h_{n}(s)\right\rangle \leqq \bar{S}_{n}^{0, U(K)}(\mu(\cdot))
$$

for large $n$. Here we have also used that, as a consequence of Lemma 3.12 c$), U(K)$ is a neighborhood of $K_{n}$ for large $n$. Letting $n \rightarrow \infty$ and applying Lemma 3.12 c) and Lemma 3.15, we arrive at

$$
\langle\mu(t), h(t)\rangle-\langle\mu(s), h(s)\rangle \leqq \bar{S}^{0, U(K)}(\mu(\cdot)),
$$

and we are done.
We are now in a position to switch from bounded to unbounded coefficients and therefore to finish the proof of Lemma 3.11.

Proof of Lemma 3.11 Let $(a, b)$ be arbitrary diffusion and drift coeficients satisfying the Assumptions (D1)-(D3). Let $U(K)$ be a bounded open neighborhood of $K$. We choose $R$ and bounded coefficients ( $\tilde{a}, \tilde{b}$ ) as in assertion d) of Lemma 3.12. We thereby assume without loss of generality that $U(K)$ is contained in the ball $B_{R}$. Let $\widetilde{h}$ and $\widetilde{K}$ be also as in Lemma 3.12 d ). Since $(a, b)=(\tilde{a}, \widetilde{b})$ on $U(K) \times[s, t]$ and $K \equiv \tilde{K}$, the functional $\bar{S}_{s, t}^{0, U(K)}$ will not change if we replace the coefficients $(a, b)$ by $(\tilde{a}, \tilde{b})$ (and $K$ by $\tilde{K}$ ). Hence, we may apply Lemma 3.16 with respect to the coefficients $(\tilde{a}, \tilde{b})$ to obtain

$$
\begin{equation*}
\langle\mu(t), \tilde{h}(t)\rangle-\langle\mu(s), \tilde{h}(s)\rangle \leqq \bar{S}^{0, U(K)}(\mu(\cdot)) . \tag{3.59}
\end{equation*}
$$

Recall that $\tilde{h}(t)=h^{(m)}(t)=f$ and that $\tilde{h}(s) \leqq h^{(m)}(s)$ by Lemma 3.12 d$)$. Substituting this in (3.59), we arrive at the assertion of Lemma 3.11.

The proof of Theorem is now complete.

## 4 McKean-Vlasov interaction

In this subsection it will be shown that our large deviation result for empirical processes of independent diffusions (Theorem 3.2) carries over to diffusions with mean field interaction. We will deal with large systems of coupled diffusions which interact via the empirical measure continuously entering the drift vector.

Let $U: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a nonnegative twice continuously differentiable function such that $U(x) \rightarrow \infty$ as $|x| \rightarrow \infty$. Given $R>0$, let $\mathscr{A}_{R}$ denote the subspace of $\mathscr{M}$ consisting of all $\mu$ for which $\langle\mu, U\rangle \leqq R$, and let $\mathscr{C}_{R}$ denote the space $C\left([0, T] ; \mathscr{M}_{R}\right)$ furnished with the uniform topology. We introduce a space $\mathscr{M}_{\infty}$ of admissible probability measures and a corresponding space $\mathscr{C}_{\infty}$ of measure-valued paths by setting

$$
\mathscr{M}_{\infty}:=\bigcup_{R>0} \mathscr{M}_{R} \quad \text { and } \quad \mathscr{C}_{\infty}:=\bigcup_{R>0} \mathscr{C}_{R}
$$

We equip both spaces with the strongest topology which induces on $\mathscr{M}_{R}$ and $\mathscr{C}_{R}$, respectively, the given topology for each $R>0$. Concerning the topological properties of these non-metrizable spaces, the reader is referred to Appendix B in Gärtner [9].

We consider diffusion operators

$$
\mathscr{L}^{\varepsilon}(\mu):=\frac{\varepsilon^{2}}{2} \sum_{i, j=1}^{d} a^{i j}(\cdot) \frac{\partial^{2}}{\partial x^{i} \partial x^{j}}+\sum_{i=1}^{d} b^{i}(\cdot ; \mu) \frac{\partial}{\partial x^{i}},
$$

$\mu \in \mathscr{M}_{\infty}, \varepsilon \geqq 0$. By $|\cdot|_{x}$ and $\nabla_{x}$ we will denote the Riemannian norm and the Riemannian gradient in the tangent space at $x \in \mathbb{R}^{d}$ associated with the diffusion matrix $\left\{a^{i j}(x)\right\}$. We impose the following conditions on the diffusion matrix $a(x)=\left\{a^{i j}(x)\right\}$ and the drift vector $b(x ; \mu)=\left\{b^{i}(x ; \mu)\right\}$.
Assumption (M1). The maps $a: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ and $b: \mathbb{R}^{d} \times \mathscr{M}_{\infty} \rightarrow \mathbb{R}^{d}$ are continuous. For each $x \in \mathbb{R}^{d}$, the matrix $a(x)$ is symmetric and strictly positive definite.
Assumption (M2). There exists a constant $\lambda \geqq 0$ such that

$$
\left.\left.\left\langle\mu, \mathscr{L}^{\varepsilon}(\mu) U+\frac{1}{2}\right| \nabla U\right|^{2}\right\rangle \leqq \lambda\langle\mu, U\rangle
$$

for all probability measures $\mu$ on $\mathbb{R}^{d}$ with compact topological support and all $\varepsilon \in(0,1)$.
Assumption (M3). For each $\bar{\mu}(\cdot) \in \mathscr{C}_{\infty}$, there exists a constant $\bar{\lambda} \geqq 0$ such that

$$
\mathscr{L}^{\varepsilon}(\bar{\mu}(t)) U+\frac{1}{2}|\nabla U|^{2} \leqq \bar{\lambda} U
$$

for all $t \in[0, T]$ and all $\varepsilon \in(0,1)$.
Assumption (M4). For each $\bar{\mu}(\cdot) \in \mathscr{C}_{\infty}$, the function

$$
\left.\mathscr{C}_{\infty} \ni \mu(\cdot) \mapsto \int_{0}^{T}\langle\mu(t),| b(\cdot ; \mu(t))-\left.b(\cdot ; \bar{\mu}(t))\right|^{2}\right\rangle d t \in[0, \infty]
$$

is sequentially continuous at point $\mu(\cdot)=\bar{\mu}(\cdot)$.
For each $N \in \mathbb{N}$ and each $\varepsilon \in(0,1)$, we consider an $N$-particle system of interacting diffusions which is given by the solution $\left\{P_{\mathrm{x}}^{N, \varepsilon} ; \mathbf{x} \in\left(\mathbb{R}^{d}\right)^{N}\right\}$ of the martingale problem for the diffusion operator $\mathscr{L}^{N, \varepsilon}$ acting on functions $f$ on $\left(\mathbb{R}^{d}\right)^{N}$ according to

$$
\mathscr{L}^{N, \varepsilon} f(\mathbf{x}):=\sum_{k=1}^{N} \mathscr{L}_{k}^{e}\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}\right) f(\mathbf{x}), \quad \mathbf{x}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}
$$

Here $P_{\mathbf{x}}^{N, \varepsilon}, \mathbf{x} \in\left(\mathbb{R}^{d}\right)^{N}$, are probability laws on $C\left([0, T] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ and $\mathscr{L}_{k}^{\mathrm{e}}(\mu)$ is the operator $\mathscr{L}^{E}(\mu)$ acting on the variable $x_{k}$. It was pointed out in Dawson and Gärtner [4], Sect. 5.1, that, as a consequence of the Assumptions (M1) and (M2), the martingale problem for $\mathscr{L}^{N, \delta}$ is well-posed for each $N \in \mathbb{N}$ and each $\varepsilon \in(0,1)$. Given $N \in \mathbb{N}, \varepsilon \in(0,1)$, and an $N$-particle empirical measure

$$
\begin{equation*}
\mu=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}}, \quad x_{1}, \ldots, x_{N} \in \mathbb{R}^{d} \tag{4.1}
\end{equation*}
$$

we denote by $\mathscr{P}_{\mu}^{N, e}$ the law of the empirical process associated with our $N$-particle system starting at $\mu$. It is defined as the image of the measure $P_{\left(x_{1}, \ldots, x_{y}\right)}^{N, \varepsilon}$ with respect to the continuous map

$$
C\left([0, T] ;\left(\mathbb{R}^{d}\right)^{N}\right) \ni\left(x_{1}(\cdot), \ldots, x_{N}(\cdot)\right) \mapsto\left(t \mapsto \frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}(t)}\right) \in \mathscr{C}_{\infty}
$$

Let further $\mathscr{M}^{N}$ stand for the subset of $\mathscr{M}_{\infty}$ consisting of measures of the form (4.1).
To formulate our large deviation result, we introduce functionals $S^{\varepsilon}$ : $\mathscr{C}_{\infty} \rightarrow[0, \infty], 0 \leqq \varepsilon<1$, by setting

$$
\begin{equation*}
S^{\varepsilon}(\mu(\cdot)):=\frac{1}{2} \int_{0}^{T}\left\|\dot{\mu}(t)-\mathscr{L}^{\varepsilon}(\mu(t))^{*} \mu(t)\right\|_{\mu(t)}^{2} d t \tag{4.2}
\end{equation*}
$$

if $\mu(\cdot) \in \mathscr{C}_{\infty}$ is absolutely continuous and $S^{\varepsilon}(\mu(\cdot)):=+\infty$ otherwise. Here the norms $\|\cdot\|_{\mu}$ are defined as in (3.6) but now with respect to our time-homogeneous diffusion matrix $a$. We also define the level sets

$$
\Psi^{\mathscr{\varepsilon}}(\mathscr{A} ; \rho):=\left\{\mu(\cdot) \in \mathscr{C}_{\infty}: \mu(0) \in \mathscr{A}, S^{\varepsilon}(\mu(\cdot)) \leqq \rho\right\}, \quad \mathscr{A} \subseteq \mathscr{A}_{\infty}, \rho \geqq 0
$$

We are now ready to state our result.
Theorem 4.1 Let the Assumptions (M1)-(M4) be satisfied. Then $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}\right.$, $N \in \mathbb{N}, \varepsilon \in(0,1)\}$ is a special large deviation system (with respect to the map $\mu(\cdot) \mapsto \mu(0))$ with rate function $S^{0}$ and scale $N \varepsilon^{-2}$ as $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$. The level sets $\Psi^{0}(\mathscr{K} ; \rho)$ are compact in $\mathscr{C}_{\infty}$ for all compact subsets $\mathscr{K}$ of $\mathscr{M}_{\infty}$ and all $\rho \geqq 0$.

In Dawson and Gärtner [4], Sect. 5, it was shown that, for fixed $\varepsilon \in(0,1)$, the family $\left\{\mathscr{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}\right\}$ forms a special large deviation system with rate function $\varepsilon^{-2} S^{\varepsilon}$ and scale $N$. This assertion was proved by 'freezing' the interaction $\bar{\mu}(\cdot)$ in the drift vector which made it possible to reduce the 'local' large deviation bounds to that for non-interacting diffusions governed by the 'frozen' operators

$$
\begin{equation*}
\overline{\mathscr{L}}_{t}^{\varepsilon}:=\mathscr{L}^{\varepsilon}(\bar{\mu}(t)), \quad t \in[0, T] \tag{4.3}
\end{equation*}
$$

This idea also works well in studying large deviations for $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$ simultaneously. Since the changes consist in obvious modifications only, we will not present the details here. Instead, for the orientation of the reader, we will state the corresponding lemmas without proof.

The first step consists in proving the following lemma.
Lemma 4.2 For all positive numbers $r$ and $\rho$ there exists a compact set $\mathscr{K}$ in $\mathscr{C}_{\infty}$ such that

$$
\limsup _{\substack{N \rightarrow \infty \\ \varepsilon \rightarrow 0}} N^{-1} \varepsilon^{2} \log \sup _{\mu \in \mu_{r} \cap \mathcal{M}^{N}} \mathscr{P}_{\mu}^{N, \varepsilon}\left(\mathscr{C}_{\infty} \backslash \mathscr{K}\right) \leqq-\rho .
$$

The proof of this lemma relies on the fact that sets of the form

$$
\mathscr{K}=\mathscr{C}_{R} \cap \bigcap_{n} \mathscr{K}_{n}
$$

are compact in $\mathscr{C}_{\infty}$ for any $R>0$ and all sets $\mathscr{K}_{n}$ of the form

$$
\mathscr{K}_{n}=\left\{\mu(\cdot) \in \mathscr{C}_{\infty}:\left\langle\mu(\cdot), f_{n}\right\rangle \in K_{n}\right\},
$$

where $\left\{f_{n} ; n \in \mathbb{N}\right\}$ is a countable dense subset of $\mathscr{D}$ in the sup-norm and $K_{n}, n \in \mathbb{N}$, denote compact subsets of $C([0, T] ; \mathbb{R})$. Lemma 4.2 can therefore be derived from the next two lemmas which make essential use of Assumption (M2).

Lemma 4.3 Given positive numbers $r$ and $R$, we have

$$
\sup _{\mu \in \mathscr{H}_{r} \cap \mathscr{M}^{N}} \mathscr{P}_{\mu}^{N, \varepsilon}\left(\mathscr{C}_{\infty} \backslash \mathscr{C}_{R}\right) \leqq \exp \left\{-N \varepsilon^{-2} R_{T}\right\}
$$

for all $N \in \mathbb{N}$ and $\varepsilon \in(0,1)$, where $R_{T}:=R \exp \{-\lambda T\}-r$ and $\lambda$ is taken from Assumption (M2).

Lemma 4.4 Given $R>0, \rho>0$, and a function $f \in \mathscr{D}$, we find a compact subset $K$ of $C([0, T] ; \mathbb{R})$ such that

$$
\mathscr{P}_{\mu}^{N, \delta}\left(\mathscr{C}_{R} \backslash \mathscr{K}_{f}\right) \leqq \exp \left\{-N \varepsilon^{-2} \rho\right\}
$$

for all $N \in \mathbb{N}, \varepsilon \in(0,1)$, and $\mu \in \mathscr{M}^{N}$, where

$$
\mathscr{K}_{f}:=\left\{\mu(\cdot) \in \mathscr{C}_{\infty}:\langle\mu(\cdot), f\rangle \in K\right\} .
$$

Lemma 4.2 allows us to reduce the proof of Theorem 4.1 to the consideration of 'local' large deviation bounds. To obtain these bounds we fix $\bar{\mu}(\cdot) \in \mathscr{C}_{\infty}$ arbitrarily and consider the operators $\overline{\mathscr{L}}_{i}^{z}$ defined by (4.3). The Assumptions (M1) and (M3) guarantee that the martingale problem for $\left\{\mathscr{L}_{t}^{\ell} ; t \in[0, T]\right\}$ admits a unique solution $\left\{\bar{P}_{x, t}^{\varepsilon} ;(x, t) \in \mathbb{R}^{d} \times[0, T]\right\}$ on $\bar{C}_{0, T}=C\left([0, T] ; \mathbb{R}^{d}\right)$ for each $\varepsilon \in(0,1) . \bar{P}_{x, t}^{\varepsilon}$ is a probability on $C_{0, T}$ concentrated on paths $\varphi \in C_{0, T}$ with $\varphi(s)=x$ for $s \in[0, t]$. Given $N \in \mathbb{N}$ and $\varepsilon \in(0,1)$, let $\overline{\mathscr{T}}_{\mu}^{N, \varepsilon}, \mu \in \mathscr{M}^{N}$, denote the laws on $C([0, T] ; \mathscr{M})$ of the empirical processes of $N$ independent diffusions governed by the operators $\overline{\mathscr{L}}_{t}^{z}$. As a consequence of Assumption (M3), condition (3.9) in Remark 3.3 e) is fulfilled in the situation considered here. Hence, we may apply Theorem 3.2 to conclude that $\left\{\bar{P}_{\mu}^{N, \varepsilon} ; \mu \in \mathscr{M}^{N}, N \in \mathbb{N}, \varepsilon \in(0,1)\right\}$ is a special large deviation system as $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$ with scale $N \varepsilon^{-2}$ and rate function $\bar{S}^{0}$ given by (4.2) for $\varepsilon=0$ except that $\mathscr{L}_{t}^{0}$ is replaced by $\overline{\mathscr{L}}_{t}^{0}$. Note that $S^{0}(\bar{\mu}(\cdot))=\bar{S}^{0}(\bar{\mu}(\cdot))$. Fix $N \in \mathbb{N}, \varepsilon \in(0,1)$, and $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$ arbitrarily. Then, by the Cameron-Martin-Girsanov Theorem, the measure $P_{\mathbf{x}}^{N, \varepsilon}$ is absolutely continuous with respect to $\bar{P}_{\mathbf{x}}^{N, \varepsilon}:=\bar{P}_{x_{1}, 0}^{\varepsilon} \otimes \cdots \otimes \bar{P}_{x, 0}^{\varepsilon}$, and

$$
\frac{d P_{\mathrm{x}}^{N, \varepsilon}}{d \bar{P}_{\mathrm{x}}^{N, \varepsilon}}=\exp \left\{M_{T}^{N, \varepsilon}-\frac{1}{2}\left\langle\left\langle M^{N, \varepsilon}\right\rangle\right\rangle_{T}\right\},
$$

where $M^{N, \varepsilon}$ is a continuous local $\bar{P}_{\mathbf{x}}^{N, \varepsilon}$-martingale with quadratic characteristic

$$
\left.\left.《 M^{N, \varepsilon}\right\rangle_{t}(\mathbf{x}(\cdot))=N \varepsilon^{-2} \int_{0}^{t}\left\langle v_{\mathbf{x}(u)},\right| b\left(\cdot ; v_{\mathbf{x}(u)}\right)-\left.b(\cdot ; \bar{\mu}(u))\right|^{2}\right\rangle d u .
$$

Here $y_{\mathbf{x}}:=N^{-1} \sum_{i=1}^{N} \delta_{x_{i}}$ denotes the empirical measure of the configuration $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}$. Because of Assumption (M4), this allows to obtain the following 'local' large deviation bounds from the corresponding bounds for the 'frozen' probabilities $\overline{\mathscr{P}}_{\mu}^{N, \varepsilon}$.

Lemma 4.5 Given $\mu_{N} \in \mathscr{A}^{N}$ and $\mu \in \mathscr{M}_{\infty}$, suppose that $\mu_{N} \rightarrow \mu$ in $\mathscr{M}_{\infty}$. Then the following assertions are valid for each $\bar{\mu}(\cdot) \in \mathscr{C}_{\infty}$ with $\bar{\mu}(0)=\mu$.
a) For each open neighborhood $\mathscr{F}$ of $\bar{\mu}(\cdot)$ in $\mathscr{C}_{\infty}$,

$$
\limsup _{\substack{N \rightarrow \infty \\ \varepsilon \rightarrow 0}} N^{-1} \varepsilon^{2} \log \mathscr{P}_{\mu_{N}}^{N, \varepsilon}(\mathscr{V}) \geqq-S^{0}(\bar{\mu}(\cdot))
$$

b) For each $\gamma>0$ there exists an open neighborhood $\mathscr{V}$ of $\bar{\mu}(\cdot)$ in $\mathscr{C}_{\infty}$ such that

$$
\begin{equation*}
\limsup _{\substack{N \rightarrow \infty \\ \varepsilon \rightarrow 0}} N^{-1} \varepsilon^{2} \log \mathscr{P}_{\mu_{N}}^{N, \varepsilon}(\mathscr{V}) \leqq-S^{0}(\bar{\mu}(\cdot))+\gamma \tag{4.4}
\end{equation*}
$$

provided that $S^{0}(\bar{\mu}(\cdot))<\infty$. If $S^{0}(\bar{\mu}(\cdot))=\infty$, then this assertion holds with the expression on the right of (4.4) replaced by $-\gamma$.

We remark that in the proof of assertion a), in order to switch from the topology on $C([0, T] ; \mathscr{M})$ to the topology on $\mathscr{C}_{\infty}=C\left([0, T] ; \mathscr{M}_{\infty}\right)$, we have also applied Lemma 4.3 with $\mathscr{P}_{\mu}^{N, \varepsilon}$ replaced by $\overline{\mathscr{P}}_{\mu}^{N, \varepsilon}$ and Assumption (M2) replaced by Assumption (M3).

Finally, the relative compactness of the level sets $\Psi^{0}(\mathscr{K} ; \rho)$ follows by a combination of Lemma 4.2 and Lemma 4.5 a). That these sets are closed can be deduced from the representation of $S^{0}(\mu(\cdot))$ in the form (3.13)-(3.14) with $\mathscr{L}_{t}^{0}$ replaced by $\mathscr{L}^{0}(\mu(t))$.

We close this section with a few remarks on the McKean-Vlasov equations related to our empirical processes. For each $\varepsilon, 0 \leqq \varepsilon<1$, the weak solutions $\mu(\cdot)$ $\in \mathscr{C}_{\infty}$ of the McKean-Vlasov equation

$$
\dot{\mu}(t)=\mathscr{L}^{\varepsilon}(\mu(t))^{*} \mu(t), \quad t \in[0, T]
$$

coincide with the zeros of the corresponding rate function $S^{c}$. The Assumptions (M1) and (M2) imply that there is at least one solution for each initial datum $\mu(0)$ $\in \mathscr{M}_{\infty}$ and each $\varepsilon \in[0,1)$, see Gärtner [9]. But our assumptions do not ensure uniqueness. We refer to Scheutzow [13] for a discussion of uniqueness and non-uniqueness in the degenerate case $\varepsilon=0$. Adequate uniqueness conditions for $\varepsilon \neq 0$ can be found e.g. in [9], Sect. 2.3. These conditions also ensure uniqueness for $\varepsilon=0$ under the additional assumption that the degenerate Fokker-Planck equation

$$
\dot{\mu}(t)=\mathscr{L}^{0}(\bar{\mu}(t))^{*} \mu(t), \quad t \in[0, T],
$$

admits a unique weak solution $\mu(\cdot) \in C([0, T] ; \mathscr{M})$ for each initial datum $\mu(0) \in \mathscr{M}$ and each $\bar{\mu}(\cdot) \in \mathscr{C}_{\infty}$. This is certainly true if the vector field $b(x ; \mu)$ is continuously differentiable in $x$.

Let $\mu^{\varepsilon}(\cdot)$ and $\mu^{0}(\cdot)$ denote weak solutions of the McKean-Vlasov equation for the operators $\mathscr{L}^{5}(\cdot)$ and $\mathscr{L}^{0}(\cdot)$, respectively. Assuming uniqueness for $0 \leqq \varepsilon<1$ and using results from [9], one also readily checks that $\mu^{\varepsilon}(\cdot) \rightarrow \mu^{0}(\cdot)$ in $\mathscr{C}_{\infty}$ as $\varepsilon \rightarrow 0$ provided that $\mu^{\varepsilon}(0) \rightarrow \mu^{0}(0)$ in $\mathscr{M}_{\infty}$.

## A. Appendix

A. $1 \mathscr{M}^{M, N}(X)$-sequences

Let $X$ be a completely regular Hausdorff space, and let ( $X_{N}$ ) be a sequence of subsets of $X$ such that each point in $X$ is the limit of an $X_{N}$-sequence. Denote by $\mathscr{M}(X)$ the space of Radon probability measures on $X$ equipped with the topology of weak convergence. Given $M, N \in \mathbb{N}$, denote by $\mathscr{M}^{M, N}(X)$ the subset of $M$-point empirical measures on $X_{N}$. In the following we assume that $X$ and ( $X_{N}$ ) satisfy the Metrizability Hypothesis of Sect. 2.

Proposition A. 1 Each measure in $\mathscr{A}(X)$ is the weak limit of an $\mathscr{A}^{M, N}(X)$-sequence as $M, N \rightarrow \infty$.

Proof. Fix $\mu \in \mathscr{M}(X)$ arbitrarily. We must find measures $\mu^{M, N} \in \mathscr{M}^{M, N}(X)$ with $\mu^{M, N} \rightarrow \mu$ in $\mathscr{M}(X)$. Since $\mu$ is a Radon measure, there exists a sequence of compact subsets $K_{1} \subseteq K_{2} \subseteq \ldots$ of $X$ such that $\mu$ is concentrated on $\bigcup_{r} K_{r}$. We can therefore write $\mu$ in the form

$$
\begin{equation*}
\mu=\sum_{r=1}^{\infty} \mu_{r} \tag{A.1}
\end{equation*}
$$

where, for each $r, \mu_{r}$ is a measure which is concentrated on $K_{r}$.
Now fix $r \in \mathbb{N}$ arbitrarily. Let $\left(\xi_{m}\right)$ be a sequence of independent $K_{r}$-valued random variables with joint law $\mu_{r}(\cdot) / \mu_{r}(X)$. According to the strong law of large numbers,

$$
\begin{equation*}
\frac{1}{M} \sum_{m=1}^{\left[M u_{r}(X)\right]} f\left(\xi_{m}\right) \rightarrow \int_{K_{r}} f d \mu_{r} \quad \text { a.s. } \tag{A.2}
\end{equation*}
$$

as $M \rightarrow \infty$ for each $f \in C\left(K_{r}\right)$, where $[x]$ denotes the integer part of $x \in \mathbb{R}$ and $C\left(K_{r}\right)$ is the space of continuous functions on $K_{r}$. Since $K_{r}$ is metrizable (by the Metrizability Hypothesis), the space $C\left(K_{r}\right)$ is separable. Because of this, (A.2) implies the weak convergence

$$
\frac{1}{M} \sum_{m=1}^{\left[M \mu_{r}(X)\right]} \delta_{\xi_{m}} \rightarrow \mu_{r} \quad \text { a.s. }
$$

In particular, there exists a sequence $\left(x_{r m}\right)$ in $K_{r}$ with

$$
\begin{equation*}
\frac{1}{M} \sum_{m=1}^{\left[M \mu_{r}(X)\right]} \delta_{x_{r m}} \rightarrow \mu_{r} \tag{A.3}
\end{equation*}
$$

weakly as $M \rightarrow \infty$.
Let $X\left(K_{r}\right)$ be the metrizable set introduced in the Metrizability Hypothesis, and let $\rho_{r}$ be a metric on $X\left(K_{r}\right)$ which generates the subspace topology of $X$. Using the Metrizability Hypothesis and the compactness of $K_{r}$, we see that $X_{N} \cap X\left(K_{r}\right)$ is non-empty for all sufficiently large $N$ and $\rho_{r}\left(x, X_{N} \cap X\left(K_{r}\right)\right) \rightarrow 0$ as $N \rightarrow \infty$ uniformly in $x \in K_{r}$. For each $m$ and each $N$, we can therefore select a point $x_{r m}^{N} \in X_{N}$ such that $x_{r m}^{N} \in X\left(K_{r}\right)$ for all sufficiently large $N$ and all $m$ and

$$
\rho_{r}\left(x_{r m}^{N}, x_{r m}\right) \rightarrow 0 \quad \text { uniformly in } m
$$

as $N \rightarrow \infty$. Together with (A.3) this implies that

$$
\begin{equation*}
\mu_{r}^{M, N}:=\frac{1}{M} \sum_{m=1}^{\left[M \mu_{r}(X)\right]} \delta_{x_{r m}^{N}} \rightarrow \mu_{r} \tag{A.4}
\end{equation*}
$$

weakly as $M, N \rightarrow \infty$. Note that $\mu_{r}^{M, N}(X) \leqq \mu_{r}(X)$ and $\mu_{r}^{M, N}(X) \rightarrow \mu_{r}(X)$ as $M, N \rightarrow \infty$ for each $r$. Therefore $\sum_{r} \mu_{r}^{M, N}(X) \leqq 1$ and $\sum_{r} \mu_{r}^{M, N}(X) \rightarrow 1$ as $M, N \rightarrow \infty$. Now we define

$$
\begin{equation*}
\mu^{M, N}:=\sum_{r=1}^{\infty} \mu_{r}^{M, N}+\frac{k_{M, N}}{M} \delta_{x_{0}^{x}}, \tag{A.5}
\end{equation*}
$$

where $x_{0}^{N}$ is an arbitrary point in $X_{N}$ and $k_{M, N}$ is a nonnegative integer making $\mu^{M, N}$ into a probability measure. By construction, $\mu^{M, N} \in \mathscr{M}^{M, N}(X)$ for all $M, N \in \mathbb{N}$ and $k_{M, N} / M \rightarrow 0$ as $M, N \rightarrow \infty$. Passing in (A.5) to the limit as $M, N \rightarrow \infty$ and using thereby (A.4) and (A.1), we find that

$$
\mu^{M, N} \rightarrow \mu \quad \text { in } \mathscr{M}(X) \text { as } M, N \rightarrow \infty
$$

and we are done.

## A. 2 Freidlin-Wentzell estimates

The objective of this appendix is to prove Theorem 3.1. From Wentzell [18], Theorem 4.3.3, we know that the assertion of Theorem 3.1 is valid under the following hypothesis.

Assumption ( $W$ ). The diffusion matrix $a: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ and the drift vector $b: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}$ are bounded and uniformly continuous. The matrix $a$ is symmetric, positive definite, and uniformly non-degenerate.
Our idea consists in reducing the general case (Assumptions (D1)-(D3) of Sect. 3.1) to that of Wentzell by changing the drift and diffusion coefficients outside of a ball with center 0 in such a way that the new coefficients satisfy Assumption (W). If the ball is sufficiently large, then this change will not influence the considered large deviation quantities.

In the sequel, $B_{R}$ will denote the open ball in $\mathbb{R}^{d}$ with center 0 and radius $R$, and $B_{R}^{[u, v]}$ will stand for the set of functions on the interval $[u, v]$ with values in $B_{R}$. We first prove the compactness of the level sets.

Lemma A. 2 Let the Assumptions (DI) and (D3) be satisfied. Then the sets $\Phi_{s, t}(K ; \rho)$ are compact for $0 \leqq s<t \leqq T$, all compact sets $K \subset \mathbb{R}^{d}$, and all $\rho \geqq 0$.

Proof. $1^{0}$ The Assumptions (D1) and (D3) imply the corresponding assumptions for the time interval $[\mathrm{s}, t]$ instead of $[0, T]$, cf. Remark 3.3 b ). Therefore it will be sufficient to consider $s=0$ and $t=T$ only.
$2^{0}$ We show that the function $I: C_{0, T} \rightarrow[0, \infty]$ is lower semi-continuous. Suppose that $\varphi_{n} \rightarrow \varphi$ in $C_{0, T}$. We choose $R$ so large that the paths $\varphi_{n}, n \in \mathbb{N}$, and $\varphi$ belong to the ball $B_{R}$. We replace the coefficients $a$ and $b$ by new coefficients $\tilde{a}$ and $\tilde{b}$, respectively, so that $a=\tilde{a}$ and $b=\tilde{b}$ on $\overline{B_{R}} \times[0, T]$ and $\tilde{a}$ and $\tilde{b}$ satisfy Assumption (W). Then the associated rate function $\tilde{I}$ is lower semi-continuous. But $\tilde{I}\left(\varphi_{n}\right)=$ $I\left(\varphi_{n}\right), n \in \mathbb{N}$, and $\widetilde{I}(\varphi)=I(\varphi)$. Hence $I(\varphi) \leqq \lim \inf I\left(\varphi_{n}\right)$.
$3^{0}$ Now fix a compact set $K \subset \mathbb{R}^{d}$ and $\rho \geqq 0$ arbitrarily. By Assumption (D3), the set $\Phi(K ; \rho)$ is bounded and non-empty. Thus, $\Phi(K ; \rho) \subseteq B_{R}^{[0, T]}$ for some $R>0$. Replacing $a$ and $b$ by $\tilde{a}$ and $\widetilde{b}$, respectively, as in step $2^{\circ}$ and denoting the associated level set by $\widetilde{\Phi}(K ; \rho)$, we find that $\Phi(K ; \rho) \subseteq \widetilde{\Phi}(K ; \rho)$. Since $\widetilde{\Phi}(K ; \rho)$ is compact, $\Phi(K ; \rho)$ is relatively compact. From step $2^{0}$ we know that $\Phi(K ; \rho)$ is closed. Hence $\Phi(K ; \rho)$ is compact.

We next show that $\Phi_{s, t}(K ; \rho)$ coincides with $\tilde{\Phi}_{s, t}(K ; \rho)$ for sufficiently large $R$.
Lemma A. 3 Let the Assumptions (D1) and (D3) be satisfied. Let a compact subset $K$ of $\mathbb{R}^{d}$ and $\rho \geqq 0$ be given. Then there exists $R>0$ such that the following holds true. For any diffusion and drift coefficients $(\tilde{a}, \widetilde{b})$ satisfying Assumption $(W)$ and
coinciding with $(a, b)$ on $B_{R} \times[0, T]$, we have

$$
\tilde{\Phi}_{s, t}(K ; \rho)=\Phi_{s, t}(K ; \rho) \subseteq B_{R}^{[s, t]}, \quad 0 \leqq s<t \leqq T
$$

where $\Phi_{s, t}(K ; \rho)$ and $\tilde{\Phi}_{s, t}(K ; \rho)$ denote the level sets associated with $(a, b)$ and $(\tilde{a}, \tilde{b})$, respectively.

Proof. We fix a compact set $K \subset \mathbb{R}^{d}$ and $\rho \geqq 0$ arbitrarily. $1^{0}$ We show that

$$
\begin{equation*}
\Phi_{s, t}(K ; \rho) \subseteq B_{R}^{[s, t]} \quad \text { for } 0 \leqq s<t \leqq T \tag{A.6}
\end{equation*}
$$

provided that $R$ is sufficiently large. Suppose the contrary. Then we find a sequence of functions $\varphi_{n}:\left[s_{n}, t_{n}\right] \rightarrow \mathbb{R}^{d}$ with $0 \leqq s_{n}<t_{n} \leqq T, \varphi_{n}\left(s_{n}\right) \in K, I_{s_{n}, t_{n}}\left(\varphi_{n}\right) \leqq \rho$ and $\left|\varphi_{n}\left(t_{n}\right)\right| \rightarrow \infty$. In accordance with part (ii) of Assumption (D3), we may continue $\varphi_{n}$ to a function $\psi_{n} \in C_{0, T}$ by setting $\psi_{n}(u)=\varphi_{n}\left(s_{n}\right)$ for $u \in\left[0, s_{n}\right], \psi_{n}=\varphi_{n}$ on [ $\left.s_{n}, t_{n}\right]$, and choosing $\psi_{n}$ on $\left[t_{n}, T\right]$ as a solution of $\dot{\psi}_{n}(u)=b\left(\psi_{n}(u), u\right), u \in\left[t_{n}, T\right]$. Then, on the one hand, $I\left(\psi_{n}\right)$ remains bounded for $n \rightarrow \infty$, i.e. the sequence $\left(\psi_{n}\right)$ belongs to $\Phi(K ; \tilde{\rho})$ for some $\tilde{\rho}>\rho$. But, on the other hand, the sequence $\left(\psi_{n}\right)$ is unbounded in $C_{0, T}$, and this contradicts part (i) of Assumption (D3).
$2^{0}$ We choose $R$ so large that (A.6) is fulfilled. Let ( $\tilde{a}, \tilde{b}$ ) be diffusion and drift coefficients which satisfy Assumption (W) and coincide with $(a, b)$ on $B_{R} \times[0, T]$. Fix $0 \leqq s<t \leqq T$ arbitrarily. Recall that $I_{s, t}$ and $\tilde{I}_{s, t}$ denote the rate functions associated with $(a, b)$ and $(\tilde{a}, \tilde{b})$, respectively. It remains to check that $\widetilde{\Phi}_{s, t}(K ; \rho)$ coincides with $\Phi_{s, t}(K ; \rho)$. Since $I_{s, t}$ and $\tilde{I}_{s, t}$ coincide on $B_{R}^{[s, t]}$, it will be sufficient to verify that not only $\Phi_{s, t}(K ; \rho)$ but also $\widetilde{\Phi}_{s, t}(K ; \rho)$ is contained in $B_{R}^{[s, t]}$. Suppose that $\tilde{\Phi}_{s, t}(K ; \rho) \nsubseteq B_{R}^{[s, t]}$. Then we find a function $\varphi \in \widetilde{\Phi}_{s, t}(K ; \rho)$ and $u \in(s, t]$ such that $|\varphi(v)|$ $<R$ for $v \in[s, u)$ and $|\varphi(u)|=R$, i.e. $I_{s, u}(\varphi)=\tilde{I}_{s, u}(\varphi) \leqq \rho$ and $\varphi \notin B_{R}^{[s, t]}$. Therefore $\varphi \in \Phi_{s, u}(K ; \rho) \backslash B_{R}^{[s, u]}$ which contradicts (A.6).

Proof of Theorem 3.1 The compactness of the level sets was shown in Lemma A.2. Fix $x \in \mathbb{R}^{d}, \rho \geqq 0$, and $\varphi \in C_{0, T}$ with $\varphi(0)=x$ arbitrarily. Let $x^{\varepsilon} \in \mathbb{R}^{d}$ be such that $x^{\varepsilon} \rightarrow x$ as $\varepsilon \rightarrow 0$. Denote by $U(\varphi)$ and $U(\Phi(x ; \rho))$ bounded open neighborhoods of $\varphi$ and $\Phi(x ; \rho)$, respectively (cf. Assumption (D3)). It suffices to check that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \varepsilon^{2} \log P_{x^{x}}^{\varepsilon}(U(\varphi)) \geqq-I(\varphi) \tag{A.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \varepsilon^{2} \log P_{x^{c}}^{\varepsilon}\left(C_{0, T} \backslash U(\Phi(x ; \rho))\right) \leqq \rho \tag{A.8}
\end{equation*}
$$

(cf. Freidlin and Wentzell [8], Chap. 3, Theorem 3.3).
We choose $R>0$ so that $U(\varphi)$ and $U(\Phi(x ; \rho))$ are contained in $B_{R}^{[0, \tau]}$ and the assertions of Lemma A. 3 are valid for $K=\{x\}$ and certain coefficients $\tilde{a}$ and $\tilde{b}$. This means that $I(\varphi), \Phi(x ; \rho)$, and the probabilities on the left of (A.7) and (A.8) will not change if we replace $a$ and $b$ by $\tilde{a}$ and $\tilde{b}$, respectively. But, according to Wentzell [18], Theorem 4.3.3, the bounds (A.7) and (A.8) hold for the diffusion processes with diffusion matrix $\tilde{a}$ and drift vector $\tilde{b}$ instead of $a$ and $b$, respectively. This proves (A.7) and (A.8), and we are done.
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