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Summary. Let (X,) be i.i.d, r a n d o m  variables belonging to the domain  of  
no rma l  a t t rac t ion of  a symmetr ic  stable law with parameter  0 < p < 2 .  We 
s tudy the a.s. and  weak approx ima t ion  of  the partial  sum process S(t) 
= ~ X , ( t > O )  by a symmetr ic  stable process @(t).  Stout  proved an upper  

n<_t 

b o u n d  for the opt imal  remainder  term in this approx imat ion ;  we prove 
here a lower bound,  leaving only a small gap between the upper  and  lower 
estimates. We also give a new me thod  to obta in  upper  bounds.  Finally, 
we prove analogues  of  these results in the case when a.s. approx ima t ion  
is replaced by approx ima t ion  in probabil i ty.  

w 1. Introduction 

Let X1, X2 . . . .  be independent  r.v.'s with c o m m o n  symmetr ic  distr ibution func- 
t ion F(x)  satisfying 

1 - - F ( x ) ~ c x  -~ as x ~ + Go 1 (1.1) 

where c > 0, 0 < e < 2. By a well k n o w n  theorem, 

n-1/o~(Xl + ... _l_Xn) 1) >G~, c (1.2) 

where G~,c is the symmetr ic  stable dis tr ibut ion with characterist ic funct ion 

exp( -p [ t ]~) ,  p = 2 c  ; s iny/y~dy.  Conversely,  for i.i.d.r.v.'s X1,  X2, ... with sym- 
0 
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metric distribution function F(x), (1.1) is necessary for (1.2). Let Y1, Y2 . . . .  be 
independent r.v.'s with common distribution function G~,c. The purpose of the 

present paper is to study the strong approximation of ~ X i by ~ Y~. More 
i=1  i = i  

precisely, we shall investigate to which functions ~0 (n) holds 

~ X  i- ~ Y/ = O (q) (n)) a.s. as  n ~ o o  (1.3) 
i=1  i=1  

in the sense that the i.i.d, sequences {X~}, {Y~} can be defined on a common 
probability space such that (1.3) is valid. We shall also investigate the analogous 
question when "a.s." in (1.3) is replaced by "in probability". 

Write (1.1) in the form 

1 - F ( x ) = c x - ~ + f l ( x ) x  -~ x > 0  (1.4) 

where fi(x) --* 0 as x -~ + oo. Stout proved in [-13], under certain regularity condi- 
tions on fl(x), that if a, is a positive numerical sequence satisfying 

then the approximation 

• a2" < +co (1.5) 
n = l  

~. X i -  ~ Yi=O(a.lfl(a.)l) a.s. (1.6) 
i = l  i=1  

holds. In [-2] this result was improved to 

Xi- ~ Yi=O(a.lfl(a.)] ~/~) a.s. (1.7) 
i=1  i=1  

for e < 1. Theorem 1 of the present paper shows that if {c,} is a positive numerical 
sequence satisfying 

fl2(cN) ~ cs +oo as N ~ o o  (1.8) 
k-<N 

then almost surely 

~=lXi-- >Kc,]fl(c,)] 
i i=1  

infinitely often (1.9) 

for any versions of {Xi} and {Yi} defined on a common probability space; 
K is a positive constant depending on e and c. It is easy to see (cf. the Remark 
after the proof of Theorem 1) that there exist sequences {a,}, {c,} satisfying 
(1.5) and (1.8), respectively, such that a , ] c ~  [fl(n)[ -3/~. Hence, the gap between 
the upper estimates a.lfi(a.)[, a.lfi(a.)] 1/~ and the lower estimate c.lfl(c.)l is a 
power of ]fl(n)] and thus all three estimates are fairly precise if fl(x) tends to 
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zero very slowly. Unfortunately, we were not able to determine the optimal 
remainder term ~0(n) in (1.3). 

For/?(x) tending to zero sufficiently rapidly, (1.6) and (1.7) are useful invar- 
iance principles for limit theorems for i.i.d.r.v.'s in the domain of attraction 
of a stable law. For example, if I/~(x)l <(log x) -~ for 7 > 1/e then choosing a, 
=(n log' +~ n) ~/~ with a small enough 5>0, the right side (1.6) becomes 
O(nl/'(log n) -~) with 2 > 0. This remainder term is strong enough to carry over 
most known limit theorems from { Y,} to {X,}. On the other hand, Theorem 1 
of the present paper shows that given any positive numerical sequence {b,} 
with ~b,-~ = + co, the approximation 

X i -  ~ Y~=O(b,) a.s. (1.10) 
i = l  i = 1  

cannot hold if fi(x) tends to zero sufficiently slowly. For example, if fl(x) 
> (log x) -~ for 7 < 1/(e + 2) then (1.10) cannot hold with b, = n 1/~. Hence for such 
fi(x) even the weak limit theorem (1.2) cannot be obtained via an a.s. invariance 
principle of the type (1.3). This difficulty can be overcome by adapting an 

idea of Major [-9] and approximating ~ X i not by ~ Yi but by ~ (~ + ri) 
i = 1  i = 1  i = 1  

where ~i are small "correcting" r.v.'s. A natural choice is zi=5i Y~ for some 
numerical sequence 5i--+ 0 and Mijnheer showed ([-10], Examples 3 and 4) that 
for some classes of F, this choice leads to an improvement of Stout's remainder 
term in (1.6). A still better remainder term can be obtained by choosing the 
z, independent of the sequence { ]1,}. In fact, as is shown in [2], this choice 
leads to a remainder term O(n~/'-~), 2 > 0  for all positive /?'s such that 
fl(x) x-~.LO. Thus we get an a.s. invariance principle applicable for arbitrarily 
slowly decreasing/?(x)'s. In Sect. 2 we give a new, simplified proof of the just 
mentioned "perturbed" a.s. invariance principle of [-2] and extend it to the 
case when /~(x) can take both positive and negative values. (For additional 
information on the remainder term in the case ~, = 5, IT,, 5, numerical, see the 
remark at the end of Sect. 2.) In Sect. 3 we investigate the "in probability" 
analogue of (1.3). Simons and Stout showed in [12] that for any/~(x) ~ 0  the 
approximation 

Xi-- ~ Yi=o(n 1/~) in probability (1.11) 
i = 1  i = 1  

holds. In other words, there is a joint construction of {Xl} and {Y~} and a 
numerical sequence e, -* 0 such that 

i = l  

In Sect. 3 we give upper and lower estimates for the (optimal) e, in (1.12). As 
in the a.s. case, these estimates will be quite precise for slowly decreasing/~(x), 
the gap between the upper and lower estimates being again a power of ]fl(n)l. 
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The technical conditions made on/if(x) in our theorems could be weakened 
but we preferred to give conditions making the formulations and proofs of 
our theorems simple. (Note that most known results in the field, e.g. those 
in [5], [-10], [13], are rather complicated.) For example, in each of Theorems 
2, 3 and 4 we assume that ]~(x) is positive for x>xo. This assumption makes 
the arguments particularly simple but it can be easily removed, as it is shown 
in the remark following the formulation of Theorem 2. 

It is worth noting that all known a.s. invariance principles for r.v.'s in the 
domain of attraction of a stable law G~, 0 < c~ < 2 use constructions with indepen- 
dent X,- I1 , .  (The argument in [2] is an exception but the result of [2] is 
reproved in this paper with i.i.d. X, - I1 , ,  cf. the proof of Theorem 2.) That 
constructions of this simple type can give rather good estimates is in sharp 
contrast with the case of finite variances (Brownian approximation) where no 
nontrivial bound can be given using independent X , -  Y~. The small gap between 
the upper bonds (1.6), (1.7) given by independent X, -Yn and the lower bound 
(1.9) valid for all constructions shows that no essential improvement of the 
remainder term can be obtained by constructions using dependent X , - Y , .  
Whether independent X , - I1 ,  give actually the best remainder term remains 
open. 

We finally note that Fisher [5] and Mijnheer [10] proved a.s. invariance 
principles for i.i.d, sequences {X~} in the general (non-normal) domain of attrac- 
tion of a stable law G~. Specifically, they showed that in this case the partial 

sums ~ Xi can be approximated by weighted sums ~ 2 i Y~ of i.i.d.r.v.'s Yi 
i = 1  i = 1  

having distribution G~. (Clearly if X, are outside of the domain of normal 

attraction of G~ then the upper classes belonging to ~ Xi and ~ Y~ are different 
i = 1  i = I  

and thus no nontrivial approximation of ~ Xi by unweighted sums ~ Yi is 
i = 1  i = 1  

possible.) Specialized to the case of the domain of normal attraction, Fisher's 
result reduces to Stout's theorem. Mijnheer's result, on the other hand, gives 
weighted approximation also in the domain of normal attraction; a comparison 
of this result with our theorems will be given in Sect. 2. No lower estimates 
are proved either in [5] or [10]. 

w 2. A.s. Invariance Principles - Upper and Lower Bounds 

Before we formulate our theorems, we note that the distribution function G = G~,c 
of the stable limit distribution in (1.2) satisfies 

1--G(x)=cx-~+O(x -2~) as x--, +oe (2.1) 

(see e.g. [4] p. 549, Lemma 1.) As a matter of fact, all what we shall use about 
the i.i.d, sequences {Xn} and {I1,} in our study of the approximation (1.3) is 
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that their distribution functions F and G satisfy (1.1) and (2.1), respectively. 
Hence our results will cover more than just the case of exactly stable Y's. 

Theorem 1. Let F and G be symmetric distribution functions satisfying (1.4) and 
(2.1), respectively. Let {c,} be a positive numerical sequence such that ]fl(c,)l is 
non-increasing, c, I/~(c.)l is nondecreasing, c~ [fl(c,)l ~ + oo and 

f12 (cN) ~ Ck ~ ~ + a3 as N ~ ~ .  (2.2) 
k<=N 

Then for any i.i.d, sequences {X.} and {Y.} defined on a common probability 
space with respective distribution functions F and G we have 

P X i -  Yi > e, Ifl(c,)] infinitely often = 1. (2.3) 
i i = 1  

The technical assumptions made on fi and c, in Theorem 1 could be weak- 
ened or dropped at the cost of changing (2.2) and (2.3) slightly. For example, 
the monotonicity of ]fi(c,)l can be dropped if in (2.2) we replace fi2(CN) by 
min fl2(Ck). Similarly, the assumption that c, rfi(e,)[ is nondecreasing can be 

l <_k<_N 

weakened to lim inf I C.+lfl(c.+ i)/c. fl(c.)J > 0  provided we replace the constant 

(4ac) -1 in (2.3) by another constant. Actually, the monotonicity of c.lfi(c.)J 
can be dropped completely if we replace the lower bound (4~c)-lc.]fi(c.)l in 
(2.3) by 

(4~c) -1 min(c, lfl(c,)l, c,+1 Ifl(c,+ 1)1). 

Finally, c~lfi(c,)l ~ + ~ can be replaced by the c o n d i t i o n  2Cn-2~'(-~- CO, not 
containing ft. 

Proof of Theorem 1. Assume first fi(x)> 0 (x > 0). Then fi(c,) is decreasing i.e. 

and thus (2.2) implies 

k < N  Ck k<=N Ck 

/~(ck) 1 1/2 
_ - -  ~ Z ~ - ~  - * + c t 3 .  

Let {X,} and { Y,} be i.i.d, sequences defined on a common probability space 
with distribution functions F and G, respectively. Let 

1 
dk = ~ ck ~(ck) 

~k=I(Xk>Ck), qk=I(Yk>ck--dk) 
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where I( . )  denotes the indicator function of the set in brackets. Using (1.4), 
(2.1), fl(Ck)$O and C~,fl(Ck)~ oe we get 

E ~ = P (xk > c~) = (c +/~ (ck)) c;  ~ 

E t l k =  P ( rk  > Ck - -  dk) = C (C k - -  dk) - a -t- 0 ((C k - -  dk) - 2 or) 

=cc[~(1--dk--] -~-t- Ck / O ( C k  2e) 

-t- c~ Ck 0 dk 2 

=cc[~ + �89 B(c~) c ~  + O(c[ ~ t~(c~)) + O(c[ 2~) 

= c c[  ~ + �89 c;~ + o(fl(c~) c;  ~). 
Thus 

E~k 1 -~ k ~  (2.5) - -Er lk~ck  fl(Ck) as oo. 

For the variances we find 

Var(~k) < P(Xk > Ck) ~ C[ ~ 

Var (Ok) _--< P(Yk > Ck-- dk) ~ C[ ~ 

and thus by the Chebisev inequality 

P{] ~ (~i--E~i)[~bl/2( Z C[-e)t/2}~bN 1 (2.6) 
i<=N i<_N 

Let {Nk} be a sequence of integers tending of infinity so rapidly that bNk>=k2. 
Then (2.6) and the Borel-Cantelli lemma imply 

Z ~ i =  Z Er ~ c~-~) 1/2) a.s. (2.7) 
i~Nk i<--Nk i<=Nk 

and similarly 
~, qi= ~ Eqi i/2 (2.8) +O(bNk ( Z C/'-~) 1/2) a.s. 

i<=Nk i<--Nk i<=Nk 

By (2.4) and (2.5) we have 

Z (E~-E~,)/( Z 
i<=Nk i<=Nk 

C-- ~'~ 1/2 h 1/2 
i ) ~'Nk ~ "]- O0 

and thus by (2.7) and (2.8) we find 

Y (~ , -~ , )~  Z (E~,-E~,)--- ,+oo 
i<=Nk i<=Nk 

a.s. (2.9) 

where the validity of the second relation follows from (2.4) and (2.5). Since 
~i and qi are indicator variables, (2.9) implies P(Ak i.o.)= 1 where 

Ak = {~k = 1 and qk = 0} = {Xk > Ck and Yk =< Ck-- dk} 
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and thus 

P {Xk- -  Yk > dk infinitely often} = 1. (2.10) 

But X k - Yk > dk implies at least one of the inequalities 

k - 1  

i~=t (Xi-- Yi) 2>�89 i~=l (Xi-- Yi) >�89 

and since d k > d k_ 1 for k >  ko by our assumptions, (2.10) yields 

P{I ~, x,- ~; Y~[ ~ kd. infinitely often} = 1 
i=l i=1 

proving Theorem 1 in the case f l (x)> O. 
Let us drop now the assumption fl(x) > 0 and let H1 = {n: fl(c,) > 0}, HE = {n: 

fl(c,)<0}. Clearly (2.4) remains valid with fi(ck) replaced by [fl(ck)l and thus 
at least one of the sequences 

and 

\k<=N Ck ]/\k<N C~] 
keH1 k~H1 

_ /--\k~N co. 
keN2 keH2 

N = l ,  2 . . . .  

N = 1 , 2 ,  ... 

is unbounded. If b ~  ~ is unbounded then the proof  given in the case f l (x)>0 
remains valid provided we define dk, ~k, tlk only for k~H1 and replace all sums 
• ,  Z in the proof by ~ , Z , respectively. A similar argument  

k<N i<=Nk k<=N,k~H1 i<=Nk, i~Itl 
holds if b ~  2) is unbounded. This completes the proof of Theorem 1 in the general 
c a s e .  

Remark. Since the lower estimate (2.3) is given only indirectly in terms of fl(x) 
(via the sequence {c,} depending on fl(x)), it is not clear how large the gap 
is between (2.3) and the upper estimates (1.6), (1.7). To see this, we prove the 
following proposition where, for the sake of simplicity, we assume f l (x)> 0. 

Proposition. Assume that fl (x) ~ 0 and 

f l(xl /~)~fl(x)  as x -~  +oo (2.11) 

1/fl(x)2 + 6 is concave in x for  small enough ~ > 0. (2.12) 

Then for  every e > 0  there exist positive sequences a,'Foo, c,T oo such that (1.5) 
and (2.2) hold and 

a. fl(a.) (fl~)(2/~) +~ c. Nc.) ~ 
(2.13) 
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Remark. Conditions (2.11) (2.12) could be weakened but they cover typical cases 
like fl(x)=(log x) -z,  f l ( x ) = ( l o g l o g x )  -~, etc. The proposition shows that by 
choosing properly the sequence {c,} in Theorem 1 and {a,} in the upper estimate 
(1.6), the gap between the upper and lower estimates is at most a power of 
fl(n). A similar comparison holds between (1.9) and the upper estimate (1.7). 

Proof  o f  the Proposition. Let 60 be a small positive number to be chosen later 
and set 7(x)=fi(x) -(2+~~ By fi(x)$O and (2.12), 7(x) is concave for large x 
if 6o is small enough and 7 (x)T oe as x T oe. By concavity, 7 (x + 1 ) - 7  (x) is decreas- 
ing and thus the nonnegative finite limit l=  lim (~(x+ 1)-7(x))  exists, l > 0  is 

x --+ oo 

impossible since then 7(x)~ l x and f i ( x )~  (Ix)-~/~2 +ao) would follow, contradict- 
ing to (2.11). Thus 

7 ( x + l ) - 7 ( x ) ~ 0  as x ~  +Go. (2.14) 

Set 

sk=min{i:y( i )>=k},  p ( k ) = S k - - S k -  1 , I k = [ S k - l , S k - - 1 ]  

(2.14) and the concavity of 7(x) imply that p(k)T oe and thus ! k is not empty 
for k>=ko. Define two sequences {a.} and {c.} by 

ai =~p(k)l /~(k log 2 k) 1/~ for ifflk, k >  k o 

(20 otherwise 

( p ( k )  1/~ for ie lk ,  k >=ko 
ci = ~2 o otherwise 

where 20 is chosen so small that 2o<(ko log 2 ko) 1/~. By p(k)'[ 0% a, and c, tend 
monotonically to oe. Obviously 

a/-" = (k log  2 k ) -  1 k _> ko 

and thus (1.5) is true. To prove (2.2) assume N e l k  (i.e. Sk- 1 --< N < sk-- 1), then 

2 c,-->__ Z 2 
i~N i<=sk-l-1 ko<=j<=k-1 ie l j  

= ~ l = k - k o > 7 ( S k - 1 ) - k o > ~ ( N ) - k o  
ko <=j<=k--1 

>�89 (2.15) 

for N > N o .  On the other hand, for N ~ I k ,  N > N  o we get, using (2.11) 

y (cN) = y (p (k) 1/~) ~ 7 (P (k)) = ~ (Sk -- Sk - 1) 

< 7 (Sk) <_ y (Sk- 1) + 2 <= 7 (N) + 2 < 27 (N) 

and thus (2.15) implies 

ci-~>=�88 
iNN 
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whence we get 

~ (cN) Y c? ~ > 1 ~  (cN) - ~o __, + 
i<-N 

establishing (2.2). Finally, notice that for N ~ Ik, k > k o we have 

aN/cN=(k log 2 k) ~/~, k -  1 < 7 ( N ) < k  

and thus 

aN/CN~(7(N) log z 7(N)) 1/~ as N ~  ~ .  

Using the definition of 7(x) and choosing 6o small enough, the last relation 
yields 

a N [ 1 \(2/~)+~ 

whence (2.13) follows since aN > CN and thus/~ (aN) </~ (cN) for N > No. 

It is worth writing out the upper and lower estimates given by (1.6), (1.7) 
and (1.9) in the special case /~(x)=(log x) -~, ? >0.  Choosing a, =(n log 1 +~ n) l#' 
with e>0,  (1.5) holds and thus (1.6), (1.7) give for any e > 0  

• Xi -  ~ Yi =O(nl/~(logn) 1/~-~+~) a.s. 
i = 1  i = 1  

gi-- ~ Yii =O(Hl/Ct(logn) 1/~-7/~+~) a . s .  

i = 1  i = 1  

(2.16a) 

(2.16b) 

for suitable versions of {X/}, {Y~}. On the other hand, c,=(n log~ n) 1/~ satisfies 
(1.8) if p < 1 -  2 7 and thus Theorem 1 shows that with probability one 

" ~y~__> ~= X/ -  Knl/~(log n) 1/~-2~/~-~-~ infinitely often (2.16c) 
i i = 1  

for any e > 0 and any versions of {Xi}, { Y~} defined on the same probability 
space. Note that the gap between the upper estimates (2.16a), (2.16b) and the 
lower estimate (2.16c) is a power of/~(n) and the gap is decreasing as 7 ~ 0 .  
In [-10] Mijnheer showed that the remainder term in Stout's approximation 

can be improved in certain cases if we approximate ~ Xi not by ~ Y/ but 
i = 1  i = l  

by 2~ Y~ where 2, ~ 1 is a suitable numerical sequence. His result in the 
i = 1  

case fl(x) = (log x)- ~ is 

n " Yi 
i~=1 Xi--i~=l 2i =O(nl/~ a.s. (2.17a) 
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for suitable versions of {X~}, { Y~} provided ~ > 1, e(y + 1)> 1. On the other hand, 
the remark at the end of this section shows that for any joint construction 
of {X~}, {Y~} and any numerical sequence 2, ~ 1 we have with probability one 

• Xi- ~ 2i Yi >=Knl/~(logn) -1/~176 
i = 1  i = 1  

i.o. (2.17b) 

The gap between the upper estimate (2.17a) and the lower estimate (2.17b) 
is again a power of log n. When both apply, (2.17a) gives a better remainder 
term than Stout's (2.16a) and for e(7+1)>7 (2.17a) improves (2.16b) as well. 
However, for 1 <e (7+  1)<7 the remainder term of (2.17a) is worse than that 
of the unweighted approximation (2.16b). 

If 7>1/o~ then for sufficiently small e>0  the right side of (2.16a) is 
O(n~/~(logn) -~) where 2>0. This remainder term is strong enough to carry 
over most known limit theorems from {Y~} to {X~}. On the other hand, if 7 
< 1/(e + 2) then choosing e > 0 small enough, 

~=IX~- ~=~ Y~ > Knl/~(logn)~" infinitelyoften 

where 2>0. (In fact 2 ~  1/e if 7~0.)  Hence for such fl(x) even the weak limit 
theorem (1.2) cannot be obtained via an a.s. invariance principle of the type 
(1.3). This difficulty can be overcome, as it was shown in [2], by adapting 

an idea of Major [9] and approximating ~, Xi not by ~ Y/but by ~ (Y/+ Zi) 
i = 1  i = l  i = 1  

where Z~ are small "correcting" r.v.'s, independent of each other and of the 
Y/s. In what follows, we give a new, simpler proof of the just mentioned "per- 
turbed" a.s. invariance principle of [2]. We shall namely prove the following 

Theorem 2. Let fl (x) -~ 0 satisfy 

fl(x) x -~ decreases for x > Xo (2.18) 

]fl(x+h)-fl(x)[<=gx -~ for X~Xo, lh[~l  (2.19) 

Let F, G and H be symmetric distribution functions satisfying (1.4), (2.1) and 

1 -H(x )= f l ( x ) x  -~ X>Xo (2.20) 

respectively. Assume also that G is continuous. Then there exist i.i.d, sequences 
{Xn}, { Yn}, {Z,} defined on a suitable probability space with distribution functions 
F, G and H, respectively, such that the sequences { Yn} and {Zn} are independent 
of each other and 

(X~- Y~-- Zi) = O(n 1/~-~) a.s. (2.21) 

for every 0 < 2 < 1/(~ + 8). 
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In [2] this theorem is proved for G = G=,c but without the assumption (2.19). 
(2.19) is satisfied e.g. if 18(x) and 18(x)-18(x+l) are decreasing; in particular 
if 18(x) is decreasing and convex. We note that the proof of Theorem 2 will 
yield r.v.'s X, ,  Y,, Z ,  such that the vectors (X,, Y,, Z,) are independent. The 
assumption that 18(x)x -~ is decreasing (and consequently 18(x)>0) is clearly 
necessary in Theorem 2 since otherwise there is no distribution function H sat- 
isfying (2.20). However, Theorem 2 can be easily modified to cover 18's which 
take both positive and negative values. Let e.g. 18*(x)=sup118(t)J, t81(x)=18(x) 

t>X 

+sup118(t)J (x>0);  clearly 181(x)>0 and fll(x)--+O as x-+ +oo. Assume that 
t~X 

181(x)x -~ is decreasing and 18(x), 18;(x) satisfy (2.19). Let {X,}, {T,} be i.i.d. 
sequences, independent of each other, defined on a suitable probability space 
such that X,  has distribution F and T, is symmetric with P ( T , > x ) =  18"(x)x -~ 
x > Xo. (Note that 18" (x) is decreasing.) The proof of Lemma (2.1) shows that 

P(X.+ T.>x)=(c+Nx)+fl*(x))x- '+O(x-=-~9 x-~ +oo 

for some 2>0 .  Thus Theorem 2 applies for the sequence X , +  T, with fi(x) re- 
placed by ill(X) (the extra term O(x-~-;9 in the last formula does not cause 
any difficulty) and we get that on a suitable probability space there exist 
sequences {X,}, {Y,}, {Z,} satisfying (2.21) such that {X,} is i.i.d, with distribu- 
tion function F, { Y,} is i.i.d, with distribution function G and Z ,  are independent 
with P([Z,J>x)<24(sup Ifl(t)r)x -~, x > x  o. Specifically, Z , = 7  (1)a- : z ( 2 ) _ .  _ _ ,  where 

t>=x/2 

Z(, ~) are i.i.d, symmetric with P(Z(,1)>x)=fll(x)x -~, Z(, 2) are i.i.d, symmetric 
with P(Z~,Z)> x)=fl*(x)x -~. Since the main use of Theorem 2 is to get informa- 

tion on ~ (Xi-Y~), the more complicated form of Z ,  in the present situation 
i = l  

does not cause any difficulty in applications. 
For  the proof of Theorem 2 we need two lemmas. 

Lemma 2.1. Let X, Y and Z be random variables with symmetric distribution 
functions F, G and H satisfying (1.4), (2.1) and (2.20), respectively. Assume also 
that Y and Z are independent. Then we have 

[P(X>t)- -P(Y+Z>t)I4~t  -s~/4 as t ~ .  (2.22) 

Proof We use the inequalities 

and 

P{Y+Z>t}>=P{Y>t(1  +e)} P{ l l l< t e }  

+ P { Z > t ( 1  +e)} P{[YI<ts}  

P { Y + Z > t }  <=P{Y>t(1-e )}+P{Z>t(1-r  

+P{Y>te}  P{Z>te}  

(2.23) 

(2.24) 
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va l id  for  t >  1, e > 0 .  (See [4] ,  p. 271.) N o w  let  et=t -~/4, t hen  

(t(l•  as  t ~ o o  

By r e p e a t e d  a p p l i c a t i o n  of  (2.19) we  get  

fi (t _ t ~t) - fi (t) = 0 ( t -  1. t st) = 0 ( t -  ~/4). 

H e n c e  us ing  (2.1), (2.20), (2.23) a n d  ta, = t i - ~ / 4 >  tl/2 we  o b t a i n  

2fl( te,)~ 
P{Y+Z>t}~(c(t( l+~t))-~-O((t( l+et))-2~))  1 (tet)~ ] 

[~(t(1 + st)) 
+ (1 --  0 ((t ~t)- ~)) (t(1 + ~,))~ 

-->_ (c t - ~ --  0 ( t -  5 ~/4))(1 _ 0 (t - ~/2)) 

+ (fl (t) --  0 ( t -  ~/4))(t- ~ --  0 ( t -  5 ~/4)) (1 - -  0 ( t -  ~/2)) 

=ct-~ + fl(t) t -~--O(t-  5a/4). 

A s imi la r  c a l c u l a t i o n  yields,  u s ing  (2.24), 

P { Y+ Z > t} < ct-~ + fl(t) t-~ + O(t - s~/4) 

a n d  L e m m a  2.1 fo l lows  s ince 

P {X > t} =ct-~ + fl(t) t -L 

L e m m a  2.2. Let X, Y and Z be random variables with symmetric distribution 
functions F, G and H satisfying (1.4), (2.1) and (2.20), respectively. Assume also 
that Y and Z are independent and denote by L the distribution function of Y+ Z. 
Then we have 

[u--F-l(L(u))l~u 1-~f4 for U>Uo (2.25) 

where F -  1 (x) = i n f { t :  F(t) >= x}. 

Proof. By L e m m a  2.1 a n d  (1.4) we  h a v e  

1--L(x)=cx-~+f l (x )x-~+O(x  -~-7) x > O  (2.26) 

w h e r e  7 = e /4  > 0. W e  nex t  p r o v e  t h a t  the re  exis ts  a c o n s t a n t  K = K(cq c) such  
t h a t  

F(u)--F(u--Kul-7)>K1 u -~-~ for  u>=uo (2.27) 
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where K ,  is the constant implied by 0 in (2.26). Indeed, note that for 1/2 < x < 3/2 
we have x ~ - 1 > K~(x - 1) and thus, using (1.4) and the monotonici ty of fl(x) x - %  

F ( u ) -  F ( u -  K u a - 0 - ( 1  - F ( u -  K u'  -0)- - (1  -- F (u)) 

c c (1 _ / ~ u _ , )  = 1 
> ( u _ K u  1-7)r u ~ 

K u _  7 c 1 l\=CK~,] _-:g 
> ~ K ~  - 1 - - K u  -~ / u 1 - - K u  - ~ -  

>_cKK, u - ~ - h  

for u > Uo. Hence any K > K ~ / c K ,  satisfies (2.27). 
Now we can easily prove (2.25). Assume F(u)>L(u) ;  the other case goes 

similarly. (1.4) and (2.26) imply ] F ( u ) - L ( u ) I < K 1  u -~-~ and thus by (2.27) we 
get F ( u -  K u  1 - ~) < L(u). By the definition of F -  1 this means 

F -  ~ (L(u)) >= u - K u ~ - < (2.28) 

By F ( u ) >  L(u) we have F -  1 (L(u))<= u which, together with (2.28), implies 

O < = u _ F - I ( L ( u ) ) < = K u l - ,  

and Lemma (2.2) is proved. 
We can now easily complete the proof  of Theorem 2. Let (fL ~ ,  P) be 

a probability space large enough to carry two i.i.d, sequences {I",} and {Z,} 
with distribution functions G and H, respectively, such that { I',} and {Z,} are 
also independent of each other. Let L(x)  be the distribution function of YA +Z1 
and put 

X , = F - ~ ( L ( Y , + Z , ) )  n = l ,  2, ... 

Since G is continuous, so is L and thus {X,} is an i.i.d, sequence with distribution 
function F. We show that (2.21) holds. Set 

~.=x.-(<+z.)  
then 

t I ,=U (Y, + Z , )  

where 

f (u) = F -  1 (L(u)) - u. 

Since F and L are symmetric, f ( u )  is an odd function and thus q, has a symmetric 
distribution. By Lemma 2.2 we have 

[q,] ~ l y ,  + Z,  r l -,/4 (2.29) 

for Y, + Z,  > Uo and, for reasons of symmetry, for Y, + Z ,  < - Uo. Since 0 
< L ( u ) <  1 for all u (see (2.26)), f ( u )  is bounded in [ - u  o, Uo] and thus (2.29) 
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holds also for IY,+Z,l<Uo, provided we add 1 to the right side. Hence we 
get for t > to 

P {l~/.I >__t} <P{I Y~ + z,,I ~__e I t 1/{1-~i4)} 

=2(1- -L(c l  tlltl-~14)))=O(t-~ltl-~14))=O(t-~-~) (2.30) 

where 6 = ~z/(4-  a) > ~2/4. Now {q.} is an i.i.d, symmetric sequence and by (2.30) 
we have EIrlnl~+o/2< +ctD. Thus by Marczinkiewicz's strong law (see e.g. [8] 
p. 243) 

r / t+  ... +qn=O(nl/t~+~/z))=O(nl/~-z) a.s. (2.31) 

for any 0 < 2 < 1/(e + 8); hence (2.21) is proved. 

Remark. Under the conditions of Theorem 2 one can also show that for some 
p>c~ 

( X , -  ~ -  Z,) 
i = i  

sup. n a~7~3-)~ Illlp < + c~. (2.32) 

This follows immediately from (2.31) and the following result which is implicit 
in [1] (see the proof of Theorem (6.1) on p. 226 with an = n~): 

Lemma 2.3. Let 41, 42, ... be i.i.d, symmetric r.v.'s, S,= ~ ~i and assume that 
i<n 

SJn ~ is stochastically bounded for some y>0 .  Then sup llS,/n~l[ 1/~-~< + oo for 
every e > O. 

Simple applications of Theorem 2 are given in Sect. 4 of [2]. In particular, 
Lemma (4.1) of [2] shows that (1.5) implies 

Z i ~ a ,  fl(a,) 1/~ a.s. 
i<n 

and thus Theorem 2 implies (1.7). Further applications of the theorem (for exam- 
ple for Chung's law of the iterated logarithm) will be given elsewhere. 

Remark. Mijnheer showed (see [10], Examples 3 and 4) that in certain cases 

the remainder term in (1.6) can be improved if we replace s Y/ by s )Li Y/ 
i = 1  i = 1  

where Zi is a suitable numerical sequence tending to 1. E.g. for fl(x)=(log x)-L 
> 0 he obtained for any e > 0 

X i -  ~ Z~ Y~ =O(n~/~(logn) u~-'-~+~) a.s. 
i =  i = l  

provided ? > 1, ~(V + 1)> 1. We show now that an easy modification of the proof 
n n Yi 

of Theorem 1 yields lower estimates for i=~ Xi-i~1 2i for any joint construc- 
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t ion of {X,}, { I1,} and  any  numer ica l  sequence 2, ~ 1. F o r  the sake of  simplicity, 
let us consider  the case f l ( x )=( logx )  -~ 7 > 0 .  Let  F and  G be dis t r ibut ion func- 
t ions satisfying (1.4) and  (2.1), respectively, where  f l ( x )=( logx )  -~, 7 > 0 .  Let  c, 

+ Go and 2, ~ 1 be numer ica l  sequences and  put,  for  t > 0, 

Ok(t) = '  P(Xk  > t ) -  P(2k Yk > t) 

= ( c ( 1  - ,~;) + ~(t)) t -~ + o ( t -  ~). 

Since 1fl(2Ck)-- fi(Ck) I > const .  (log Ck)- ~- 1 by the m e a n  value theorem,  the in- 
equal i ty  I c (1 - 2~) + fi(t)l => cons t - ( log  Ck)- ~- 1 holds at  least for one of  the values 
t=Ck and t=2Ck which implies tha t  one of  IOk(Ck)l and I~bk(2Ck)l exceeds 
cons t . ( log  c,) -~ -  ~ c[  ~. In  o ther  words,  there is a sequence c* such tha t  c* =Ck 
or c~' = 2 c k for each k > 1 and  

I P(Xk > c * ) -  P (2k Yk > C*)I > const  �9 (log ~*~- ~- 1 

Set d ~ = p c * ( l o g c ~ )  - r -a ,  then using (2.1), 2 , ~  1 and  the m e a n  value t heo rem 
we get 

IP(2k Yk > c*) -- P()ok Yk > c* +__ d~)l 

=< const .  (log c * ) - ~ -  1 (c*) - ~ + 0 ((c~')- 2~) 

where the cons tan t  can be m a d e  as small  a desired by choos ing  p small. Thus  
for p small  enough  we get 

* * ( c * ) -  ]P (Xk > Ck ) -- P (2k Yk > Ck + d*)l > const  - (log ~k'~*~ - ~ - 

= const ,  fl(c~) 1 + 1/'(c~)-L (2.33) 

We also see tha t  the sign of P ( X k > C * ) - - P ( 2  k Yk>Cf) is the same  as tha t  of  
P(Xk>C*) - -P (2k  Yk>Ck +_dk) for  bo th  choices of  the _+. The  es t imate  (2.33) 
is the same as we get in the unweighted  case 2k = 1 except tha t  fl(x) is replaced 
by fl(x) ~+1/~. Hence  the p r o o f  of  T h e o r e m  1 can be repeated  (the sets Ha and  
H2 should be defined in the present  case as the sets of  those k such tha t  P ( X  k 
> C~)--P(2k Yk > C*) is posi t ive resp. negative) and  we get that  if 

and  

then 

c*--+ 0% min  fi(c*) 2+2/~ ~ (c*) -~ ~ + oe (2.34) 
l <<_ k _< N 

k < N  

lira inf Ic~+ 1 , 1 + l / r / . ,  m.~,al + 1/~ I > 0 
k--* oo 

(2.35) 

(2.36) 

for any  jo in t  cons t ruc t ion  of  {Xn}, {Yn} and  any  numer ica l  sequence 2, ~ 1. 
Since Ck <= C* < 2C k and  f l (x )=( log  x) -~, in (2.34), (2.35) and  (2.36) we can replace 
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c* by ck. Choosing c.=(n log p n) 1/~ with p =  - 1 - 2 7 - e  (e>O) we get the lower 
bound 

~=iXi - 2i >=Knt/~(log n)- i/~- 2r/~- r- 1 -~ i.o. 
i i = 1  

valid for any versions of {Xi}, {Y/} and any 2i ~ 1. 
The above argument extends, without any difficulty, for a large class of 

ffs. We leave the details to the reader. 

w 3. Probabilistie Invariance Principles - Upper and Lower Bounds 

In this section we prove analogues of the results of Sect. 2 in the case when 
"a.s." in (1.3) is replaced by "in probability". Simons and Stout proved in 
[12] that for any fl(x)--*O the sequences {X,} and {Y,} can be defined on a 
common probability space such that 

n -lIe ~ (Xi -Yi )  P , 0 .  ( 3 . 1 )  

i = 1  

In other words, there exists an gn ~ 0 such that 

P n -1/~ (X i -Y i )  >e e, n = l ,  2, ... (3.2) 
'~ i = 1  

In this section we give upper and lower estimates for the optimal e, in (3.2). 

Theorem 3. Let fl(x) J, 0 satisfy the following conditions: 

fl(x)>>x -~ as x ~ o o  forsome 2 > 0  (3.3) 

I f l ( x + l ) - f i ( x ) l ~ x - '  as x--~oo. (3.4) 

Let F and G be symmetric distribution functions satisfying (1.4) and (2.1), respec- 
tively, and assume that G is continuous. Then there exist i.i.d, sequences {X,} 
and {Y~} defined on a suitable probability space with distribution functions F 
and G, respectively, such that 

f k 
(x~- Y~) > P~n-ll=max ~. fl(n~) i/(i+~) @fl(n~) I/(i+=) n=l ,2  .... (3.5) 

L k-<, iL-i ) 

for some constant ? >0. I f  fl satisfies (3.3) for every 2 > 0  then (3.5) holds for 
every 7 < 1/~. 

Remarks. 1. If fl satisfies, in addition to the above conditions, also 

f l(xO~fi(x) ~ for some 0 < p < l , 0 < - c <  1 (3.6) 



Almost Sure and Weak Invariance Principles for Random Variables 347 

then (3.5) can be replaced by 

max ( X i -  Yi) >> 
k 

P n -1/~ ~, fl(nl/~) ~/(1+~) ~[3(nl/~) ~/(1+~) n = l ,  2, . . .  (3.7) 
k < n  i = 1  ) 

Typical cases are /~(x)=x -a, f l(x)=(logx) -z, /3(x)= (log log x) -z, . . . , (2>0) ;  
/3(x) = exp { - C(log x) ~} (C > 0, 0 < 2 < 1), etc. 

2. If {X,} and { II,} are i.i.d, sequences with distribution functions F and 
G (not necessarily satisfying (1.4) and (2.1)) and F # G  then (3.2) is impossible 
for any e,=o(n- i / ' ) .  Indeed, if (3.2) holds for some e,=o(n -1/~) then 

~ ( X i - Y i )  ,0 and consequently X , - Y ,  ~0 which is clearly impossible. P P 

i = 1  

This observation shows that if/3(x) tends to zero more rapidly than any negative 
power of x then (3.5) cannot hold. In other words, without condition (3.3), 
Theorem 3 is false. 

3. Theorem 3, as formulated above, applies only for positive fl's. However, 
exactly as Theorem 2, it can be extended for more general fl's by a simple 
smoothing argument (cf. the remark following Theorem 2). 

For the proof of Theorem 3 we shall need the following 

Corollary of Lemma 2.3. Let ~1, ~Z . . . .  be i.i.d, symmetric r.v.'s with P{l~l l>t}  
~ t -  ~- ~ for some 0<c~<2 and 0 < 6 < 2 - c ~ .  Then 

P{ n-1/~ i ~i ~e.}~e. where e.=n -~/12. (3.8) 
i = I  

Proof The assumptions of the corollary imply E1r + ~  and thus by 
Marczinkiewicz's strong law 

Hence by Lemma 2.3 

n -1/(a+'V2) ~ ~i---~O a.s. 

i = 1  

n 

n-1/(~+6/2) i~=l ~i = 0 ( 1 )  

and thus the Markov inequality yields (3.8) with e. = n -a, 

6 
2 =  

( e + l ) ( 2 e + 6 ) "  

Obviously 2 > 6/12, completing the proof. 
We shall also use the following large deviation result of Heyde, implicit 

in I-6]: 
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Lemma 3.1. Let ~, ~ ~, ~ 2 . . . .  be i.i.d, symmetric r.v.'s not belonging to the domain 

of partial attraction of the normal law. Let S~ = ~ ~, then 
i = l  

lim P{IS.[ >=t.}/nP{l~l >=t.} < + oo 
tI ~ r 

for any numerical sequence t, --* + oo. 

Proof of Theorem 3. Since fl(x)$ 0 and (3.4) imply the assumptions of Theorem 2, 
we can apply the proof of Theorem 2. Let {X,}, { Y,}, {Z,}, {q,} be the i,i.d. 
symmetric sequences introduced there and put 

Then 

k k 

v~ = Z ,,, v~ = E z , .  
i = 1  i = 1  

~) maxk=<, i~1 (Xi- < maxl Ukl + maxl V k [ k = < .  k=<. 

and thus by L6vy's maximal inequality (see e.g. [-8] p. 247) we get 

( k 

e ~max Z ( X i -  YO > t~ < P {max I Ukl ~ t/2} + P {max ] Vk] > t/2} 
[ k < n  1 i = 1  - -  J - -  k < n  k < n  

<2P{IU, I>t/2} + 2P{[V,I>t/2} 
for every t > 0. Let 

c. =/~(n') ~/~a +~. 

(3.9) 

(3.10) 

Using (3.3) and the monotonicity of fl it follows easily that 

nl/~c,~o~ and fi(nl/~c,)~cl. +~ (3.11) 

provided 7 is small enough. No w P {It/,[ > t} ~ t - ' - ~  for some 6 > 0 (see (2.30)) 
and choosing 7 small enough we can guarantee also that c, >> n-~/~2. (If fl satisfies 
(3.3) for every 2 > 0 then c, will satisfy the above requirements for every 7 < 1/~.) 
Hence applying the Corollary above we get 

P {[ U,[ >> na/'c,} ~ c,. (3.12) 

If Z1 has a finite moment  of order >~  then P{IZI[ >t} ~ t  -~-~' for some 6a > 0  
and thus the argument leading to (3.12) yields 

P {l V, l>> nl/%,} ~c, .  (3.13) 

If EIZIIV= +o0 for every p > ~  then Za has an infinite moment of order < 2  
and thus it does not belong to the domain of partial attraction of the normal 
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law (see [7] p. 117). Hence Lemma 3.1 applies to the sequence {Z,} and we 
get, using (3.11) and P {rZ a [ > t} = 2 fl (t)/t ~, 

P{rV~l>=nl/~c.} < nfl(nU~c") <c,  
nc~ 

i.e. (3.13) holds in this case too. Now (3.9), (3.10), (3.12) and (3.13) imply (3.5), 
completing the proof of Theorem 3. 

We turn now to lower estimates for the optimal e, in (3.2). 

Theorem 4. Let F and G be symmetric distribution functions satisfying (1.4) and 
(2.1), respectively. Assume that fl (x) ~ 0 and 

fl (x) is decreasing for x >= x o (3.14) 

fl (x) is regulary varying at infinity with exponent - 7  

where 0<7  < rain(a, 2 - a ) .  (3.15) 

Then there is a constant K > 0  such that if {X,} and {Y,} are i.i.d, sequences 
defined on a common probability space with distribution functions F and G, respec- 
tively, the relation 

P n -1/~ ~ (Xi--Yi) >=Kfl(n 1/~ <=Kfi(n Ue) (3.16) 
1 1 

is impossible for every n. 

Comparing Theorem 3 and Theorem 4 we see that the optimal e, in (3.2) 
satisfies 

fl(nile) "~ en < fl(nO 1/(1 +~) (3.17) 

for some constant 7 > 0  provided fl satisfies (3.4), (3.14) and (3.15). If fl is slowly 
varying then (3.17) holds for every 7 < 1/a. If fl satisfies also (3.6) then we have 

/~(n '/~) ~e. .< ~(nl/~) ~/~ +~ (3.18) 

(see Remark 1 after the Theorem 3). As a matter of fact, the regular variation 
of fi in Theorem 4 is assumed only to guarantee a lower estimate for e,, in 
(3.17), (3.18) which is directly comparable with the upper estimates. It is easy 
to get various (less precise) bounds on e, under weaker assumptions on ft. For  
example, Remark 2 after Theorem 3 shows that (3.2) cannot hold with en 
=o(n -u~) if the distribution functions F and G of {X,} and {Y,} are different. 
Hence if fl satisfies f l (x)~ x -~~ for some 2 > 0 then the optimal e, in (3.2) satisfies 
e, >=cfl(n p) for infinitely many n where c and p are positive constants. The proof 
of Theorem 4 also yields lower bounds for e, in the absence of (3.15); these 
involve, however, the function fll (t) defined by (3,20) and thus are less explicit 
in terms of ft. 

For  the proof of Theorem 4 we need some lemmas. 
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Lemma 3.2. (a) Let F be a symmetric distribution function satisfying (1.4) such 
that f l ( x )~0  and (3.14) holds. Extend fl(x) for all x>O by defining/?(x)=O for 
0 <= x < Xo. Then the characteristic function @ of F satisfies 

where 
@(t)--l--c I t~--fll(t) t~WO(t 2) as t l 0  (3.19) 

GO 

cl =2c  ; siny/y~dy, fli(t)=2 I /?(y/t) s iny/y 'dy (3.20) 
0 0 

(Here both integrals are convergent as Riemann-integrals.) Moreover, fll(t)---~0 
as t~O. 

b) Let G be a symmetric distribution function satisfying (2.1). Then the charac- 
teristic function ~ of G satisfies 

~b(t)= 1 - c l  t~+O(t 2~) as t+O 

where cl is defined by (3.20). 

For the proof of (a) see [2], Lemma 3.1. Part (b) is implicit in [3]. 

Lemma 3.3. Let /?(x)~O be a function satisfying (3.14), (3.15) and /?(x)=0 for 
0 <_<_ x < Xo. Define/?i (t) by (3.20). Then we have 

where 

f i l ( t )~A/?(1)  as t$O 

A = 2  ~ siny 
o -Y U47dy" 

Proof The integral defining A is convergent in the Riemann sense since a + 7 < 2; 
clearly A>0.  By (3.15), fl(x)=x-~L(x) where L is slowly varying at infinity 
and 0__<~<min(a, 2-~) .  Also L(x)=0 for 0<X<Xo. Hence 

/?l (t) =2  S L(y/t) sin y 
/?(I/t) o L(1/t) y~+r dy. 

(3.21) 

The integrand in (3.21) converges to siny/y ~+~ for any y > 0  if t$0. We now 
find an integrable bound for this integrand. Choose 6 > 0  so small that 

+ y + 6 < 2. It is easy to see that for 0 < t < 1/Xo 

L(y/t) {y~ i f y > l  (3.22) 
L(1/t) <= Cy -~ if y < l  

where C is a constant depending on fi(x) and 6. The upper line of (3.22) is 
equivalent to/?(y/t)Nfl(1/t) and thus it is valid by the monotonicity of/?. Using 
the representation theorem for slowly varying functions (see e.g. [11], pp. 2-3) 



Almost Sure and Weak Invariance Principles for Random Variables 351 

it follows immediately that the lower inequality of (3.22) holds if we assume 
in addition that y/t > C. If y/t < C then we have 

fi(1)~fi(C~]=(C~] \ Y /  \ Y /  \ Y /  (t<=t~ (3.23) 

by the monotonicity of fi and a well known property of slowly varying functions 
(see e.g. [11], p. 18, 1~ Since fl is bounded from above, (3.23) yields 

fl(y/t) ~ ( C )  ~+~ 
fi(1/t) 

and thus the second inequality of (3.22) follows in this case too. We thus proved 
that the absolute value of the integrand in (3.21) is bounded by C sin y/y ~+~+~ 

1 

for 0<y=<l  and by 1/y ~ for y > l .  Since ~ siny/yady converges for 2<2 ,  the 
dominated convergence theorem yields 0 

f L(y/t) sin y .~ sin y d 
o L(1/t) y~+Y d Y ~ J  o 7 4 7  Y forevery 0 < K < m .  (3.23) 

On the other hand, the monotonicity offl(x) for x > Xo implies that for 0 < t < 1/x o 
the series 

,,+1)~ fl(y/t) sin y 
,=1 ,~ N l / t  ) Y~ dy 

is alternating with decreasing summands. Hence 

o~ L(y/t) sin y o~ fl(y/t) sin y dy 
,!  L(1/t) y~+~ dy = ,!  fl(1/t) y~ 

(n+ 1)~ [ sin y (n+ a)~ < ~ fl(y/t) 
= ~ riO~t) y~ dy<= ,~S Y-~dY <4n-~ (t<=l/xo) (3.24) 

where the integrals with upper limit oe are meant in the Riemann sense. Similar- 
ly, 

~ d y < _ 4 n  -'~+'' (3.25) 
n ~  Y ? - -  

Relations (3.23)-(3.25) show that the convergence relation in (3.23) holds also 
for K = oe which, in view of (3.21), implies the statement of the lemma. 

Lemma 3.4. Let {Xn} and {Yn} be i.i.d, symmetric sequences with distribution 
functions F and G, respectively. Assume that (1.4) and (2.1) hold and the function 
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fl(x)~O satisfies (3.14) and (3.15). Then the characteristic functions qgn and ~O, 

of the normalized sums n-1/~ i X i and n-1:~ i Yi satisfy 
i=1 i=1 

I q~n (1 ) -  @n (1)1 > Cfl(n 1/~) (3.26) 

where C is positive constant. 

Proof Let ~o and ~ denote the characteristic functions of F and G, respectively. 
Using part (a) of Lemma 3.2 and the expansions l+x=exp(x+O(x2)),  eX= 
1 + x + O (x 2) (x ~ 0) we get 

(~On (1) = (~)n ( n -  lfiz)= (1 - - c  I n -  1 _ f l l  ( n -  1/~) n -  1 2i_ O(n-2 /a ) )n  

= exp { - cl - fla (n- 1/~) + 0 (n 1 - 2/~) + 0 (n- 1)} 

= e x p ( -  cl) {1 -/31 (n- 1/,)+ O(fll (n- 1/,)2)} {1 + O(n I - 2/,)+ O(n- 1)} 

=exp(-cO{1-flx(n-1/~)}+O(fll(n-1/~)a+nl-Z/'+n-X ). (3.27) 

On the other hand, using part (b) of Lemma 3.2 we get 

~,(1)=~9n(n-1/~)=(1--cl n- l  +O(n-2))" 

=exp  {--c 1 + O(n- 1)} =exp(--cO+O(n-1). (3.28) 

Comparing (3.27) and (3.28) we obtain 

_ 2 - ~  
I~0.(1)- ~On(1)l > K1 (lfll (n- 1/=)1- O(n ~ )-- O(n- 1)) (3.29) 

where K1 is a positive constant. By Lemma 3.3 we have fll(n-a/')~Afl(n 1/~) 
as n ~ o o .  Also, f l (x)>x - r - "  for every e > 0  by (3.15) and a known property 
of slowly varying functions (see [-11] p. 18, 1~ Thus 7 < min(e, 2 -  e) yields 

n 1 - 2/~ + n - 1  = o ( ~ ( n l / , ) )  

and consequently (3.29) implies (3.26). 
Theorem 4 is an immediate consequence of Lemma 3.4. Assume that the 

i.i.d, sequences {X,} and { Yn} with distribution functions F and G can be defined 
on a common probability space such that (3.16) holds for some n > 1. Setting 

X=n-1/" i X~, Y=n-1/~ i Y~, en=Kfl(n 1/~) 
i=1 i=1 

it follows that P { l X - Y l > e , } < e ,  which implies, via the inequality IdX-e~Y I 
<Ix-y[  A 2 (x, y are reals) that the characteristic function q)x(t) and q)r(t) of 
X and Y satisfy Iq~x(1)-q~r(1)l<3e,. The last relation obviously contradicts 
to Lemma 3.4 if K is small enough. 
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