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Abstract. A logical basis for classification is that elements grouped together and higher categories of 
elements should have a high degree of similarity with the provision that all groups and categories be disjoint 
to some degree. A methodology has been developed for constructing classifications automatically that gives 
nearly instantaneous correlations of character patterns of organisms with time and clusters with apparent 
similarity. This means that automatic numerical ident!fication will always construct schemes from which 
disjoint answers can be obtained if test sensitivities for characters are correct. Unidentified organisms are 
recycled through continuous classification with reconstruction of identification schemes. This process is 
cyclic and self-correcting. The method also accumulates and analyzes data which updates and presents a 
more accurate biological picture. 

1. Introduction 

There is an innate human ability and need to classify elements (and events) and to 
identify future elements as belonging to some class, group, set, cluster, or category 
which has been made previously. If identification of an element is impossible, formerly 
grouped elements may be reclassified to accomodate the unidentifiable element(s). 
This indicates that classification was initially imperfect (Jevons, 1877) or artificial- 
meaning all possible elements were not available for consideration. Perfect (Jevons, 
1877) or natural classification would be possible if all elements were available for 
study at one time. The ability of the mind to group or to classify elements into clusters 
on the basis of 'apparent similarity' (Caws, 1965) is recognized but not totally ex- 
plicable. This ability means some readily evident attributes, traits, or characteristics of 
the elements are recognizable as being commonly present among members of the 
cluster or group. The fewer the properties, attributes, traits, or characters of elements 
which are considered, the higher the 'abstraction level' of the group (Hayakawa, 1964). 
The greater number of properties, attributes, traits, or characters of th~ elements 
considered, the lower the 'abstraction level' of the group. The abstraction of the group 
may be represented by a symbol, a common noun, or a naming word. Psychologists 
may consider classification in terms of concept learning (Hunt, 1962), logicidns and 
mathematicians in terms of symbolic logic (Styazhkin, 1969) and set theory (Zermelo, 
1908), and biologists in terms of evolution. 

Later consideration will be given to the problems of definilag the functions of classi- 
fication and identification. For the present-  and to approach classification andJ'denti- 
fication at a simple, practical, operational level = they will be considered inverse 
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ANALYSIS OF SEPARABILITY OF THE CLASSIFICATION 
OF AEROBIC GRAM POSITIVE COCCI a 

See Table I. 
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a Matrix dimensions: 144 organismsx 157 characters. 

b Total organism pairs to separate: G(G- 1 ) /2  
= 144 (144 -  1 ) / 2  = 10296. 

b Maximum pairs separable by 91 characters: 8999/10296.  

Fig. 1. In an organism versus character matrix (Table V), if the character values of every possible pair of 
organisms are compared, those characters tt~at separate the pair may be found (Figures 2 and 3). Also, those 
pairs of organisms that are not logically disjoint (meaning at least one character present for one member and 
absent for the other (see also Lapage, 1970)) may be found (Table I). In this figure the rate of separation of 
pairs of organisms by successive use of nine optimally selected characters is illustrated. Note of 10296 
possible pairs, only 8999 pairs (87.4 ~)  are separable. This indicates for the characters used- the classifica- 

tion is not logically disjoint. This represents a reasonably exhaustive analyses. See Table I. 
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mental activities of imperfect induction and of deduction (Jevons, 1877), respectively. 
In this discussion, a method will be illustrated of forming clusters of elements with a 
high degree of similarity, with the provision that each cluster (and its elements) will be 

disjoint or separable to some degree from other clusters (and their elements) (Rypka, 
1971a, b). Identification schemes constructed (Rypka et aI., 1967) from such classifica- 
tions will always assure that every element is disjoint, provided test sensitivity for 
determining the presence or absence of character(s) is adequate. That  classifications 
are constructed without logically disjoint elements is demonstrated in Figure 1 and 
in Table I using illustrations from microbiology (Rypka and Babb, 1970b, c). 

The method of classification to be described also creates optimal total linkage of 
character patterns of elements with time in groups or clusters with evident or apparent 
similarity (Rypka, 1971a). The method may be used without interruption or inter- 
mittantly and is called continuous or truth table classification. It must be emphasized 
that the method to be described creates a practical, operational type of classification 
which may be utilitarian on an interim or other bases. No other claims are made for 
this invention and logically all methods go back to antiquity. 

2. Methods 

Propositions. Propositional functions become propositions when values are assigned 
to the variables. Thus, propositional functions of the form 

Propositional functions Propositions Probability 

Subject Predicate Subject Predicate 

All x is y All bacteria are motile p = 1 
No xis y No bacteria are motile p=0 
Some x is y Some bacteria are motile 0 < p < 1 
Some x is not y Some bacteria are not motile 0 < p < 1 

become propositions when values are assigned to x and to y (Hilbert and Ackerman, 
1950). The method of continuous or truth table classification demonstrates how 
propositional predicates representing organism characters in matrices are rearranged 
horizontally in descending order depending upon the number of characters present 
over all organisms (Table VI), and how the propositional subjects representing ele- 
ments or organisms are rearranged vertically in ascending order of the truth table 
number (Table VIII). 

The propositional functions 'some x is y'  and 'some x is not y'  are used to designate 
variable characters. Variable characters should not exist for single elements, that is, 
one element's character values should be l 's  and/or 0's (see Table II for symbols and 
their meanings) if uniform testing for characters have been done and interpretations of 
test results are not ambiguous. However, when logical summaries (Table III) are made 
of the character values of elements in clusters, variable character results are possible. 
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TABLE I 

An analysis of 908 heterotrophic bacteria and 724 of their characters. The organisms are placed in eight 
subgroups depending upon their oxygen requirement, Gram staining characteristic, and cell morphology. 
Depending upon character variation in one or more of these three characters an organism could be placed 
in all eight subgroups. The per cent disjointness or separability of each subgroup is shown at right. The 

analysis is reasonably exhaustive (Rypka and Babb, 1970b, c). 

Original Pairs 
Matrix Separated By Pairs Per cent 

Subgroups a Dimensionsb Characters Used To Separate c Pairs Separated 

1. Anaerobic Gram negative cocci 8x91 13 /  28 46 .429 

2. Anaerobic Gram negative bacilli 80x118 2256 /  3160 71.424 

3. Anaerobic Gram positive cocci 42x88 506 /  861 58. 769 

4. Anaerobic Gram positive bacilli 181x166 14433 /  16290 88 .613 

5. Aerobic Gram negative cocci 82x95 2746 /  3321 82. 716 

6. Aerobic Gram negative bacilli 244x252 2 6 2 9 6 /  29646 88 .653 

7. Aerobic Gram positive cocci 144x157 8999 /  10296 87.354 

8. Aerobic Gram positive bacilli 177x166 12757 /  15576 81 .947 

aAnaiysis covers 908 heterotmphic organisms and 724 characters. 
An organism may occur in more than one subgroup. 

b Matrix dimensions refer to the number of organisms by the number of characters. Only characters which, 
for at least one organism in the matrix, have a character definitely described as being absent, variable, 
or present are included. 

Cpairs to separate = G(G-1)/2 (G = no. of organisms in the subgroup). 

TABLE II 

The symbols and their meaning used in the text and in Tables II through XVII. 

SYMBOL 

~ =  1, character present 

~-~= 2, character variable 

~--1= O, character absent 

r ~ =  w, no information 

MEANING FOR ALL TABLES AND TEXT 

Fo-l= -2, summary for no information 

r t - [=  character value 

~ =  character value 

~ 1 =  character value 

[ ~ =  character value 

multi-values 
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TABLE III 

The method of preparing summaries  of character values from literature (Rypka and Babb, 1970a). 

[] 

Summary �9 

COMBINATIONS OF CHARACTER VALUES 
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TABLE IV 

The left matrix illustrates a truth table constructed for four two-valued characters. Every possible combina- 
tion of values is shown and all binary sequences are different. The right matrices illustrate three four-valued 
characters. Each symbol may represent a range of quantitative values, for example, the per cent utilization 

of different substrates/bacterial unit/time. 
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TABLE V 

A random organism versus character matrix 
showing the order in which data were 
collected about  organisms. Dimensions:  20 
organisms,by 8 characters. The number  of  
times each character is present, considered 
over all organisms in the matrix, is nl, and 
is shown at the bot tom of  the table. The 
characters are reordered in descending order 
of  n I values in Table VI (Rypka, 1971a). 

TABLE VI 

The horizontal non- random matrix created 
by rearranging the characters in Table V in 
descending order of  their nl values. The 
character values, for each organism and in 
the order shown, are traced on a truth table 
with the same number  of  two-valued charac- 
ters (eight in this example and 28 = 256). 
Each organism's  character values will fit 
one and only one of the 256 patterns. See 
Table VII and Table VII1 (Rypka, 1971a). 
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Thus, two-valued logic (character present = 1, absent = 0) or three-valued logic 
(character present = 1, variable = 2, absent = 0) may be used in truth table classifica- 
tion. It is emphasized that many-valued logic (Lukasiewicz, 1920; Rosser and Tur- 
quette, 1952) is possible (Table IV); this will be briefly discussed below in this section 
under Truth tables. 

Matrices. A random matrix (Table V) is an unordered table of elements or organisms 
(propositional subjects), properties, characters, attributes, or traits (propositional 
predicates), and character values (Table II). In a random matrix (Table V) the element 
or organism is followed by a compound proposition consisting of many single proposi- 
tions for which values are assigned regarding the presence and absence of characters. 
A non-random matrix is a random matrix which has been rearranged horizontally and 
vertically by the methods to be described below (Table VIII). 

Truth tables. A truth table lists all possible combinations of values for the proposi- 
tions in the table. If two-valued logic (Table IV) is used and there is one proposition, 
the table has two possible answers (1, 0) or 21 = 2; if two propositions, four possible 
answers (11, 10, 01, 00) or 22 = 4; if three propositions eight possible answers (111, 110, 
101, 100, 011,010, 001, 000) or 23 = 8 (Table IV); and n-propositions, 2" = 2 x 2 
• 2... x 2. If three-valued logic is used and there is one proposition, the table has three 
possible answers (1, 2, 0) or 31 = 3 ; if two propositions, nine possible answers (11, 12, 
10, 21, 22, 20, 01, 02, 00) or 32= 9; if three propositions, 27 possible answers or 
33 = 27; and n-propositions, 3"= 3 x 3 x 3... x 3; see Table IV for an example of 
four-valued logic. 

Thus, truth tables for many-valued logic are possible but as the numbers of values 
and propositions increase software and hardware limitations of computers may be- 
come evident. 

Horizontal non-randomization of characters in the matrix. For each character, over 
all organisms, count the number of times the character is present (nl). Then, rearrange 
the characters in descending order of the nl values. The random matrix is shown in 
Table V ; the horizontally rearranged matrix is shown in Table IV. 

Vertical non-randomization of elements (organisms) in the matrix. The horizontally 
rearranged sequences of characters and their values for each organism are traced on a 
truth table with the same number of characters as the horizontally rearranged matrix 
(Table VII). The horizontally rearranged sequence of character values for the organism 
will match with one and only one pattern in the truth table. Each binary sequence of 
patterns in the truth table has been assigned a unique number (Table VII). The vertically 
rearranged matrix is shown in Table VIII. 

Non-random logically summarized matrix. This represents the classification matrix 
and is shown in Table IX. The values for characters in each apparent cluster in this 
table were summarized by the logic in Table III. Briefly summarized, if a character is 
present (or absent) for all organisms in the cluster, the character is designated present 
(or absent) for the cluster or group summary. If a character is present for some organ- 
isms in the cluster and absent for other organisms in the same cluster, the character is 
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TABLE VIII 

The horizontal and vertical non-random matrix obtained by first rearranging characters horizontally in 
descending order of their nl values and vertically in ascending order of the organisms' truth table numbers. 
Note the clusters of apparent similarity and linkage of phenotypic characters among and within organisms 
in the clusters or groups. Character values of each cluster are summarized by the logic in Table IlL The 

summarized clusters or groups are shown in order in Table IX (Rypka, 1971a). 
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+-- TABLE VII 

Truth table for eight two-valued characters. Every combination of values is different and has been assigned 
a unique number. When a unique combination number has been found for each organism's character 
values, the organisms are rearranged in ascending order of the truth table combination numbers. See Table 

VIII which indicates combination numbers for organisms in Table VI (Rypka, 1971a). 
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designated variable. The classification matrix is used to determine the separation 
value (S = nlno) of Gyllenberg (1963, 1964) for each character. These values are calcu- 
lated at the bottom of the classification matrix (Table IX). 

S-value matrix. This is the identification matrix (Table X) which was obtained from 
the classification matrix by rearranging the characters in descending order of their 
separation values (S, calculated at bottom of Table IX) for the characters. This matrix 
is used to select characters for construction of an identification scheme for the organ- 
isms in the matrix. The method for construction has been explained previously 
(Rypka et al., 1967) and will be considered only in enough detail to link identification 
to classification as an inverse mental activity. 

An organism versus organism matrix is constructed and characters are selected so 
each character separates the most possible pairs of organisms, independent of the 
previously selected character(s) (Figure 2). The limitation of the method of selecting 
characters optimally is the limitation of not being able to make all possible combina- 
tions ofn characters taken r at a time (C~). The method provides for a close approxima- 
tion of the shortest route to identification of organisms character-wise but not neces- 
sarily time-wise. For this reason, depending upon particular needs and situations, 
tests for characters that take a long time to perform, for example, gelatin liquefaction 
by conventional testing techniques, tests for characters with indistinct end-points 
(ambiguous interpretation), tests for characters requiring reagents and equipment be- 
yond the capability of a laboratory, etc., may be excluded from being selected in the 
scheme. However, when the exclusion procedure for characters is used - the scheme 
may lose discriminatory power in terms of the number of pairs of organisms separated 
(Figure 2). Only inclusive or exhaustive identification schemes approach validity 
(Rypka et al., 1967 ; Rypka and Babb, 1970a). For example, the finding and correlation 
of 'unusual microorganisms' in the disease process may not be so much changes in the 
particular hosts or microorganisms or both but previous incorrect identification of 
organisms by using exclusive or non-exhaustive schemes. 

Theoretically, but not empirically, only eleven two-valued characters (211 = 2048) 
would be required to identify all bacteria (Rypka, 1968) described in Bergeys' Manual 
of Determinative Bacteriology (1957). One reason for the great discrepancy between 
theory and experience is that there are tremendous gaps in character data for the 
bacteria because of the unsystematic manner in which data are collected, stored, and 
analyzed. If, for each organism described in the Manual, data were available for every 
different character, that is, there would be a complete organism versus character 
matrix with frequencies for variable traits, an optimal minimum character set could 
be found for purposes of identification schemes. Also, regardless of genetic, physio- 
logical, and evolutionary considerations a practical, operational classification can be 
made so that every organism is uniquely identifiable within an established degree of 
belief. One of the many contributions of numerical taxonomy is that phenotypic 
character data and validity of classification are increased because of increased infor- 
mation content (Sokal and Sneath, 1963). It is emphasized also that Bergeys' Manual 
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TABLE IX 

A logical summary (Table III) of Table VIII. Note each group is separable or disjoint from every other 
group. For each character, over all organisms, the separation value (Gyllenberg, 1963, 1964) of each cluster 
is calculated. This value represents the number  of pairs of organisms the character will separate in an 
organism versus organism matrix. See Figure 2. The groups below include the logical summaries (Table 
III) of the following organisms from Table VIII:  Group A (9), B (7, 15, 17), C (1 i, 13), D (19, 1, 20), E (3, 5, 2), 

F (6, 4), G (8, 10), H (12, 14), I (16), and J (18) (Rypka, 1971a). 

TABLE X 

The same as Table IX except the matrix has been rearranged in descending order of the S-values. This 
matrix may be used directly for an identification scheme or else characters may be selected (Rypka ez al., 
1967) that optimally separate pairs of organisms. Two formats of schemes are shown in Tables XI and XII. 
Note the format to use really depends upon the frequency of isolation of organisms from known sources. 
Thus, Table XI may be the most efficient scheme if frequencies are unknown and Table XII the most efficient 
if frequencies are known. Identification may be approached by either strategy (See Dybowski and Franklin, 

1968 ; Lapage, 1970). See Figure 2. 
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a Means character 3 is different for each member of the pair. Compare values in Table X. 
Therefore, each organism is disjoint or separable from the other. 

Fig. 2. An organism versus organism matrix showing which character(s) have different values for each 
possible pair (meaning one character = 0 for one organism and the other character = 1 for the second 
member of the pair). The small graph indicates the approximate per cent separation of pairs. Thus character 
8 separates 21/45 (47 %), character 8 and 2 together separate 32/45 (71%) characters 8, 2, and 1 together 

separates 37/45 (82 %), etc. See Table X. 

TABLE XI --~ 

Identification scheme, matrix format. For an isolate, trace the character values for characters 8, 2, l, 3, 4, 6, 
and 5. One and only one answer should be found if the isolate is on the scheme providing test sensitivity is 

correct. 

TABLE XII 

Identification scheme, truth table format. For an isolate, trace its character values for characters 8, 2, 1, 3 to 
find the subgroup number. For multiply answers use subgroup identification schemes. If no answer is 
found, and test sensitivity for characters is correct, the isolate is not on the scheme. For details see Rypka and 

Babb (1970a). 
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Means optimal order for separation 
of organism pairs. See Figure 2. 
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of Determinative Bacteriology (1957) is an excellent and monumental attempt to bring 
bacterial character data into systematic order. 

The methods of testing for bacterial characters explained in the next section may be 
found in Cowan and Steel (1965) and Harrigan and McCance (1966) except for the 
base medium for detecting acid production from carbohydrates. This medium, 
designated TPP3 for tryptose and proteose-peptone No. 3, was a modification of that 
of McDade and Weaver (1959). The composition of TPP3 was tryptose 10 g, proteose- 

peptone No. 3 (Difco) 10 g, sodium chloride, 5 g; KH2PO4, 0.6 g; agar, 0.6 g; phenol 
red, 0.054 g ; distilled water 900 ml, adjust to pH 7.3 7.4. To each 2.7 ml of medium in 
12 x 125 mm tube was added 0.3 ml of the Seitz sterilized 10 % carbohydrate. All 
cultures were checked for purity by the Gram staining procedure. The characters 
studied are given in the caption of Table XIII. 

3. Results 

To illustrate continuous or truth table classification and identification, data were ac- 
cumulated continuously for twenty characters of heterotrophic, aerobic, catalase 
positive, Gram positive cocci isolated from human sources. The character data were 
recorded by the standard two-valued method of character present -- 1 and absent = 0. 
These data were processed by batch processing using programs written by Robert 
Babb in Burroughs ALGOL 60 or by time-sharing using a teletype. The latter pro- 
grams were written in COBAL at the Computer Section. 

The random matrix of 64 isolates and 20 characters is shown in Table XIII. 
Horizontal non-randomization is shown in Table XIV. The vertical non-randomiza- 
tion of the matrix is shown in Table XV and ten clusters of apparent similarity are 
discernible. The truth table number for each organism is given at the right of the table. 

For  twenty, two-valued characters, the size of the truth table to determine the 
truth table number would be 22o = 1048 576. The actual truth table number of the 
isolate is determined by calculation and it is not necessary to construct a truth table of 
this size. The importance of this is in initial taxonomic studies, e.g., a numerical 
taxonomic study, where a given set of characters are studied for many isolates, each 
isolate will have a pattern of character values which may be assigned a unique number 
and, if necessity requires it, actual disjoint clusters may be obtained continually or 
continuously as the study progresses. Truth tables of the size 299 have been used by 
this method and vertical rearrangement of matrices accomplished to obtain apparent 
clusters. 

The truth table numbers for the 64 isolates vary from 64 to 20864. The reason for the 
narrow range of numbers, 64 to 20 864 in 1048 576, is that a group was delimited to 
begin with in the twenty characters, i.e., heterotrophic, aerobic, catalase positive, 
Gram positive cocci from human sources. 

The classification matrix is shown in Table XVI. The group versus group matrix is 
shown in Figure 3 and was constructed by the same method discussed for Figure 2. 
An identification matrix is shown in Table XVII with characters not arranged in 
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E 

F 

A B C D E F G 
GROUPS 

a Means character 8 is different for each member of the pair. 
Therefore, each organi sm is disjoint or separable from the other. 

3 14 ! 

Fig. 3. An o rgan i sm versus o rgan i sm mat r ix  showing  which character(s)  have  different values  for each 
possible  pair  (meaning  one charac ter  = 0 for one o rgan i sm and  the other  charac te r  = 1 for the second 

member  of the pair). See Table  XVI. 
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Horizontal and vertical matrix for Table XIII. See Table XIII for character codes. 
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TABLE XVI and TABLE XVII 

Table XVI. Classification matrix for Table XV. The groups below include the logical summaries (Table III) 
of the following organisms from Table XV: Group A (1, 2, 8, 9, 10, 11, 17, 20, 23, 49, 60, 61, 63), B (58, 6, 
30, 36, 41,48, 51, 64), C (7,40,46, 62, 5, 54), D (31, 37, 38), E (4, 22, 15,32,57,33, 12, 14, 18), F (16, 42,47, 52,45, 
43), G (50, 25, 35, 13), H (27, 28, 29, 59, 3, 53), I (21, 56, 24, 34, 26, 19), J (39, 44, 55). See Figure 3. Table XVII. 
The S-value matrix for Table XVI. For complete separation of pairs every character is required. From this 
matrix identification schemes in the matrix format (Table XI) or truth table format (Table XII) could be 

constructed. 
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descending order  of  their  rate of separa t ion  of pairs  because in Figure 2, all characters  

in the mat r ix  are required for separat ion.  Selection of characters  could be done  (Table 
IX) and  schemes similar to those in Tables  XI and  XII  constructed.  Per forming  tests 
for characters  in this table in the order  listed provides  a near ly op t imal  route  to 

identification of an isolate. Men t ion  should be made  that  identification schemes for 

each subgroup  in Table  I have been cons t ruc ted  and also smaller  subschemes of these 

which are used on the teletype and t ime-sharing.  In addit ion,  if an invest igator  does 
not  want  to follow the shortest  rou te  or has only l imited values for charac ter  data,  

each large matr ix  (Table I) is easily searched au tomat ica l ly  and all possible organism 
answers obta ined  on the basis of charac ter  value informat ion  available.  

4. D i scu s s ion  

Classifications are dynamic,  not  stat ic;  tentative,  not  final, s imply because all elements 
to be classified usually are unavai lable  for s tudy at one time. A me thod  has been 

developed that  would  cont inuously  (meaning more  than  cont inual ly  and conceivably 
less than  cont inuous)  classify elements  at a high level of  similari ty and  yet create dis- 

joint  groups.  The  me thod  must  - and does - readjust  classification of elements  with 
t ime recognizing the dynamic  state of  nature.  The  me thod  is ana logous  to finding an 
ins tan taneous  rate of  change of a function. In  the present  work  the objective is to find 
an ins tan taneous  corre la t ion of charac ter  posi t ion (pat tern)  of  e lements  (organisms) 

with time. This was done  using the concept  of  the ' logical a lphabe t '  of Jevons (1877) 
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which linked classification, based upon similarities, and identification based upon 
differences. 

Confusions exists regarding the inferential basis for classification. White (1937) 
considered classification as both deductive inference ('analytic') and inductive infer- 
ence ('constructive'). Stanier (1970) believes that 'traditional phylogenetic taxonomies' 
are deductive and that genetically based classification will have an inductive basis. 
Steel (1962) considered taxonomy an art, identification a science. Jevons (1877) con- 
sidered classification was a science and identification deductive logic. Problems relat- 
ing to classification and identification become a matter of analytic philosophy (Pap, 
1958) and the way out of existing problems may be the method of explication of 
Carnap (1950) in which concepts in vague language are restated in more precise 
language. Thus, stated explicitly: classification is an inductive mental activity and 
identification is a deductive mental activity (Rypka, 1970d). The two are inverse 
mental activities (Jevons, 1877; Mayr, 1969) and deductive-inductive methods in 
science are well-known (Mills, 1850; Venn, 1889). On this basis it is recognized readily 
that biological classification is the result of imperfect induction, that is, imperfect 
because of lack of sufficient data to sort accurately the elements into groups on the 
basis of similar characteristics. Generally, more than the facts are asserted in any 
classification and therefore passage is made from perfect to imperfect induction. 

The method described for continuous or truth table classification is merely a device. 
It is meant for rapidly collecting and analyzing patterns of data about microbes. The 
method does have distinct advantages; (1) Rapidity. By either batch processing or 
time-sharing the method is very rapid. (2) The method may be used within existing 
systematic and nomenclatural rules and results may be readily compared and corre- 
lated with existing classifications. (3) The method would be excellent for determining 
epidemological patterns and for further statistical analysis to indicate shifting flora 
patterns, for example, in closed environments such as spacecraft. (4) Nakabayashi 
(1971) has suggested analogous methods for monitoring patients in intensive care 
units. (5) The method is generalized and applicable to other logical classification and 
identification problems. 

Sneath (1968), in discussing the future outlines of bacterial classification, mentions 
the 'fusion' of strategies for classification and for identification. The simple, practical 
approach discussed in the present work fuses both classification and identification to 
a truth table and considers them as inverse mental activities. For approaches to these 
problems interesting advances may be found in the works of Gyllenberg (1965; 
1967a, b), Niemela et al. (1968), Dybowski and Franklin (1968), Morse et al. (1968), 
Lapage et  al. (1970), and Pankhurst and Waiters (1970). For suggested methods of 
coding microbial data see Rypka and Babb (1970a). For excellent and extensive coding 
information see Rogosa et al. (1971). 

5. Conclusion 

The method of continuous or truth table classification and identification is an ade- 
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quate ,  pract ica l ,  rapid ,  in te r im m e t h o d  of  da t a  col lec t ion  and  analysis.  Classif icat ion 

and  ident i f ica t ion  are  cons idered  inverse menta l  act ivi t ies of imperfect  i nduc t ion  and  

deduct ion ,  respectively.  The  m e t h o d  is genera l ized  and  app l i cab le  to  o ther  classifica- 

t ion and  ident i f ica t ion  prob lems .  
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