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1. Introduction

Consider the Banach space I of real-valued integrable functions on a probability
space (@, ./, P). Given a o-subalgebra # of the c-algebra «, let L' (%) stand
for the subspace of all #-measurable functions. This paper concerns the best
approximation of a function f in I! by functions in I (#). A function in I (%)
that has the minimum distance from f is called a best approximant of f. The
existence of a best approximant is not trivial.

In thenext section best approximants are characterized as #-conditional medians
of f. The existence of the maximum U, f and the minimum V,f of all best
approximants are guaranteed and the distance from f to I}(#) is provided
with a convenient expression. Further every sequence in L' (%) that minimizes
asymptotically the distance to f is shown to be relatively weakly compact.

In the final section convergence of a sequence {#,} of os-subalgebras to a
o-subalgebra #_ is taken into consideration. Two kinds of convergence, strong
convergence and almost everywhere one, are defined in connection with the
corresponding convergences of conditional expectations. If 4, converges strongly
to %, and if each g, is a best approximant in L' (4,) of f, then the sequence {g,}
is shown to be relatively weakly compact and every weak limiting function of
the sequence becomes a best approximant in L'(4%, ). Further the inequalities

Vg, fEliminfg, <limsup g, <U, f

n— oo n—

are proved under the almost everywhere convergence of the sequence {%,}.

2. Best Approximants

Given measurable functions g, h, let us use the following notations:
gvh=max(g,h), gAh=min(g,h)
and

gh=gv0, g =(-gvo.
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If g coincides with /4 almost everywhere, then they are identified. A constant
function with value a is denoted by the same letter o, while the indicator of a set 4
is denoted by I,.

In this section 4 is a fixed g-subalgebra and f is a fixed integrable function.
The distance from f to the subspace L!(4) is denoted by d(f, %), that is,

d(f,B)=inf {[|f—gldP; geL' (#)}.

Then a function g in L' (%) is, by definition, a best approximant of f if

JIf-gldP=d(f .

In the study of best approximants a crucial role will be played by the #-conditional
expectation operator E,. For convenience, the #-conditional expectation of the
indicator of the set {f<g} (resp. {f<g}) will be denoted by B,(f<g) (resp.

By (f<g)

Observe first that the distance from f to the space of constant functions is
attained by a constant (function) « if and only if « is a median of f in the sense
that

P(f<w)st and P<f)si.

Motivated by this fact, let us consider #-conditional medians (cf. [5, §29]);
a #-measurable function g is called a #-conditional median of f if

By (f<g)=3 and F(g<f)<s.

Z-conditional medians are conveniently treated by introducing the %#-conditional
distribution function F (w, %) of f (cf. [5, §27]); F(w, A) is defined as the jointly
measurable function on Q x(— o0, o0) such that for A fixed, F(*,)=E,(f=4)
and for o fixed, F (w, ) is increasing and right-continuous with

lim F(w,A)=0 and lim F(w,)=1.
Ao —00 A= 4

Define the #-measurable functions Uy, f and V,f by the formulas:
Ug f(@)=inf {4; 3 <F (w, )}

and
Vaf (@)=sup {1; }>F (o, )}.

Then it is immediate that Uy f (resp. Vj f) is the maximum (resp. minimum) of
all #-measurable functions g such that

By (f<g)S3  (resp. Bp(g<f)=3).
In particular, U, f and V, f are the maximum and the minimum #-conditional
median of f respectively.

Lemma 1. The non-linear operators Uy and Vy have the following properties.

(@) Va(—fl==Uzfand Vyf<sU,f.
() |UpgfIS2E4|f| and |VafIS2E,|f].
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Proof. (a) is immediate from definition. To prove (b), suppose first =0,
hence obviously U, f =0 by definition. The inclusion

A<UpfIcESB (<)}
implies
PA<Ugf)S2P(A<f),

and consequently

(UpfdP=[P(i<Uy/)di

gz}op(kf)dz:zjfdp.
0

Since the definition of U, shows
Uy, -f)=1,-Ugzf whenever Ac#
the above consideration yields

[UgfdP<2[fdP forall Ac#
A A

which is equivalent to
UpfS2Egf.
Now the proof for general f can be derived on the basis of the relation:
(Ug )T SUpfT.
In fact,
(Ug N T=Up fTS2E,f Y S2Eg|f]
and by (a)
U )™ =Va(=fN"s(Ug(—fNT=2E4|fI.

The assertion with ¥V, instead of U, follows from (a).

Theorem 2. A function g in I} (%) is a best approximant of f if and only if
Vaf=gsU,f.

In particular, Uy, f and V, f are the maximum and the minimum best approximant
respectively.

Proof. Remark the obvious relation for h,,h,el!:
ha( ")
=hal=If=hl= | Clye,m@=1}di  aeon (h<hy).
Byl -
If both h, and h, are #-measurable, the %-conditioning of the above relation
yields ;

ha(*)
Eglf—hy|~Eylf—hy|= | QF(4—1}di ae. on {h<h,},
hi ()
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where F(w, 1) is the #-conditional distribution function of f. Since the definition
of Uy f and V, f implies that

>0 ae on {Uzf<i},
2F(1,2)—1{=0 ae.on {V,f<i<U,f},
<0 ae.on {A<V,f}

and since Uy, fand V,, f belong to L' (%) by Lemma 1, it follows that for g in L' (%)
Egl/—gl=Eg|f—Uzfl ac on {Vgf=g=U,f}

and
Eglf—gl>Eg|f—Usfl ae on {Ugf<glul{g<Vgf},

which implies obviously the assertion.

Corollary 3. A function g in I (%) is a best approximant of f if and only if it
is a B-conditional median of f.

In an unpublished paper [4] Kudo constructed a %-conditional median
of f which is a best approximant. The following corollary was also established
by Kudo [3,4] in its primitive form.

Corollary 4. The distance from f to I' (%) is explicitly given by
d(f,B)= | 5[z —B(f<A|dP}d.

Proof. Since Uy f is a best approximant by Theorem 2,
d(f,B)={1/-UyfldP.

Now the obvious relation
[~ Uafl= § Ui, o@D —Tiwgrc), B di

yields through the #-conditioning and the Fubini theorem

J1f~Unf14P = Eg |~ Upf|dP= | [IB(f <D =Ly 5] dP d.
Then the assertion follows from the relation
|By(f S =Ly pren)=1— 13— B (f£7)]

which is an immediate consequence of the definition of Uy f.

The dual of the Banach space I! is canonically realized by the space L*® of
essentially bounded measurable functions (cf. [6; §4.2]). The weak topology is
always understood with respect to the pairing (L', L).

Since the unit ball of the Banach space I! is not weakly compact, the following
theorem is not trivial in contrast to IP-approximation (1 <p< o) (cf. [1]).

Theorem 5. Every sequence {g,} in L' (#) such that
lim [ | f~g,| dP=d (/. %)
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is relatively weakly compact and every weak limiting function is a best approximant
of f.

Proof. Since the subspace L' (%) is isometric to the Banach space ! (Q, 4, P)
in the canonical way and since the sequence {g,} is bounded in norm, the relative
weak compactness will follow from its equi-continuity in L' (Q, 4, P) (cf. [6, §4.2]):

lim (|g,|dP=0 whenever A, and lim P(4,)=0.

n—o0 An n— 0

The equi-continuity in question is proved as follows. Since

[lguldP+ [ 1f~14 g,ldP<[|f—g,ldP+2[|f|dP
An An

and
lim jlf]szO,

n—o A,

the hypothesis on {g,} implies

limsup | |g,|dP+inf||f—1, g,/ dP<d(f, ).

n—-w  An n

On the other hand, since ¢ach I,.-g, is #-measurable, the definition of the
distance d(f, #) implies

inf || f~1y-g,|dPZd (f, B).
These together yield the convergence of | |g,| dP to 0, as expected. Finally each

An
weak limiting function g of the sequence belongs to I! (%) and

d(f, B[ f-gldP<limsup ||f-g|dP=d(f.B).

Corollary 6. If g, ! (%) and
lim [1f-g,ldP=d(f. %)

then the sequence {g,v Uy f} (resp. {g, A Vyf}) converges to Uyf (resp. Vyf) in
Lr-norm.

Proof. For each n the set 4,={g,> U, f} belongs to the g-subalgebra # and

g vUgf=1, g, 14 Uzf
and

ga N U%‘fZIAﬁ ’ gn+IA,. : Ugs,,f-
Then the relation

AJ"If—UgfIdPJrAj:If— Upf1dP=[|f=Ugf1dP=d(f, %)

<1/~gn Uaf1dP= [/~ Upf1dP+ ||[~g,]dP.
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implies
{1 f~UgfldP< [|f—g,ldP,
A$ A§

and consequently

d(f, B[ f—8,v UpfldP< f|f—g,l dP.
Therefore the hypothesis on {g,} implies

lim {|f—g,v Uy fldP=d(f, ).

Now in view of Theorem 5 and Theorem 2 the sequence {g, v U, f} is relatively
weakly compact and every weak limiting function is majorated by U f. This
leads to the conclusion:

0<limsup [ |g,v Uy f— U, f|dP=limsup {(g,v Uy f)dP— | U, f dP 0.

The assertion on {g,A V,f} is proved similarly.

3. Convergence

In this section %,,%,, ..., 4%, are g-subalgebras. The sequence {4,} is said to
converge strongly (tesp. almost everywhere) to %, if for every function f in I!
the sequence {E, f} converges in L'-norm (resp. almost everywhere) to E,_f.
Strong convergence results from less restrictive conditions. Indeed, Kudo [3]
proved that {#,} converges strongly to %, if for every f in L'

lim {|Eg, f1dP={|E,, f|dP

while Becker [2] pointed out that the strong convergence is a consequence of the
condition that for every f in L' the sequence {E,_f} converges weakly to E,_f.
Almost everywhere convergence implies strong convergence. In view of the
Martingale theorem (cf. [6; §4.5]) every monotone sequence of g-subalgebras is
almost everywhere convergent.
Convergence problems of best approximants in IP-version (1 <p< o0) were
discussed in a previous paper [1]. ‘

Theorem 7. Suppose that the sequence {%#,} converges strongly to 8. If each
g, is a best approximant in I} (#,) of one and the same function f, then the sequence
{g,} is relatively weakly compact and the sequence {g,~ U, _f} (resp. {g,A Vg _f})
converges to Uy f (resp. Vy_f) in L'-norm. Further every weak limiting function
of the sequence {g,} is a best approximant in L' (#,) of f.

Proof. Since in view of Theorem 2 and Lemma 1

|81 S Ug, V(= Vg, [)S2Eqg | ],

the boundedness and the equi-continuity of the sequence {g,} follow from the
convergence of E, |f| in L'-norm. Therefore the sequence {g,} is relatively
weakly compact (cf. [6, §4.27).
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The convergence of g,v Uz f to U, f in L'-norm will follow from the
convergence in measure and the above proved equi-continuity. To prove the
convergence in measure, it suffices to show that each sequence of integers contains
a subsequence n(1)<n(2)<--- such that

limsup U f<U,_ f.

m— 0

To this end, consider the %,-conditional distribution function F, (w, 4) of f. Since
E(,0)=F (f=4),

the strong convergence of {4,} implies that for every A the sequence {F,(+, 1)}
converges to F, (-, A) in L'-norm. Therefore it is possible to choose a subsequence
n{l)<n(2)<--- such that

lim F,, (-, )=F_ (-, 1)

for all rational numbers A. The inspection of the definition of U, f shows that
this subsequence meets the requirement. The convergence of g, AV, fto V, f
in I*-norm is similarly established.

Finally suppose that a subsequence {g,,} converges weakly to g, say.
The above argument yields

V@wfégooéU wf'

Since for each function h in L* the sequence {E, h} converges in measure to
Eg4_h by hypothesis, the equi-continuity of {g,} implies

h-g,dP=1lim |h-g, . dP=lm |Es h-g, ., dP=|Es h-g dP
w gt (m) et n(m) (m) ©
=fh-E@wgde,

hence g =E, g, ., that is, g is # -measurable. Now g_ is a best approximant
in L' (#_) by Theorem 2. This completes the proof.
The inspection of the above proof will show

Corollary 8. If the sequence {2} converges almost everywhere to &, then for
every function f in I}

Va fEliminfV, f<limsup U, f<U,_ f.

The authors thank the referee for valuable comments.
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