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of Independent Random Variables
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1. Introduetion

Let {X;} be a sequence of independent, identically distributed random
variables and {w;} a sequence of positive numbers. Define S, = Zkak and
W, = Zwk The purpose of this paper is to study the convergence propertles of

Su|Wa. We will say that the weak (strong) law holds for {X}, w;} if and only if
Sp/Wy — ¢ in probability (almost surely) for some constant c.

Let X be a random variable with the same distribution as the X’s. The trivial
case when X is degenerate (almost surely a constant) will be omitted from con-
sideration. Suppose > wy < co. Then the convergence of S,/W, and the conver-

gence of the series Z wy X are equivalent so that S, /W, either fails to converge

in probability or else converges almost surely to a non-degenerate limit. Thus even
the weak law does not hold for { Xy, wg}. We assume from now on that Z wg = 00,
The identity

Sn Sn—l LVn~1 Sn—l

Wu ~ Wa 2( Wa “1) Wt +<W )XW

n=2,3,... makes it evident that the weak law does not hold for {Xj, wi}
unless lim (w,/Wg) = 0. This condition is also assumed. throughout the paper.
(We note for future reference that wy,/W, — 0 and zwk = oo if and only if

max (wy/Wy) — 0.) In the next section it is shown that if the weak law holds for
1<k=n

{Xy, 1} then it holds for all {Xj, wg} for which Zwk = oo and wp/W, — 0. In
particular this is the case if E|X| is finite.

The strong law is studied in section 3. The class of sequences of weights which
gives the strong law for all X with B|X| < co is characterized in Theorem 3.
This is a much smaller class than the one studied for the weak law so there is some
interest in considering other classes of weights. Bounded sequences of weights are
investigated and even here the strong law does not hold for all X with | X| < co.
A sufficient condition (Theorem 4) is that F|X|log™| X| < co. Some examples
are given in section 4.

BaxTer [1], [2] has recently obtained some very general pointwise ergodic
theorems for sequences of weighted averages. The special feature of the present
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paper is that the restriction of the type of process permits consideration of a much
larger class of weights.

2. The weak law

Let F be the distribution function of the random variable X.

Theorem 1. The weak law holds for all divergent sequences {wy} such that
Wu/ Wy — 0 if and only if
(2.1) lim TP[|X| = T]=0 and lim [ zdF
) T—so00 T—oo |z|<T
exists.
Proof: It follows from the classical degenerate convergence criterion [3, p. 278]
that the conditions (2.1) are a consequence of the classical weak law (wy = 1, all k).

n
Now suppose (2.1) is true. Let X5 be X truncated at W, jwy and 8y, = z wi X nk.

Then for all » sufficiently large, since max wy/W, — 0, we have !

1=k=n

P[Spn + Szl éZP[Xnk*Xk]:zP[le E%Jé
E=1 k=1 ’

Therefore it will suffice to consider S, instead of S,. Now

"

8. 1
B — —— >y xdF — p
W W Icgl ]xI<Jl;anwk
where g is the second limit in (2.1). Since
1 [deF*_{ TZP[]X{gTHzfo[[X]gx]dx}—m
T ai<r 0=z<T

it follows that for n sufficiently 1a,rge

w
wip |x2dF < wie—" =¢.
Wﬁ k% ]x[<{m/m WQ z s
An application of Chebyshev’s inequality completes the proof.
Condition (2.1) is equivalent to the existence of the derivative of the characte-

ristic function of X at zero [4] and is clearly weaker than E|X| < co.

S 1 2,
Var 2% — - Zw,;Vaank
W W k=1

3. The strong law
For a given sequence of positive weights {wy}, define for each 2 > 0 N (z) as the
number of # such that W,jw, < z. The rate of growth of this funection is the
critical factor in establishing the strong law. First we prove the fundamental
Theorem 2.* If E|X| < oo, EN(|X|) < oo, and

(3.1) for [ 29 4y qF (2) < oo
yzlz] Y
then the strong law obtains.
Proof. Let Y, be X}, truncated at Wyjwy and Ty = Zwk Y. Since

ZP[YIC*XIC]:Z f dF:lexl dF<oo,
k k@] =Wielwk

* The condition B N (|X]) < oo may be omitted, as it is a consequence of (3.1).
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Tw/Wy and 8,/ W, converge on the same set and to the same limit almost surely.
Furthermore, if y = FX, then E(T,/Wy) —> u. It will suffice to prove that
(Tn — ETp) Wy — 0 almost surely, or, by [3, p. 238], that z wi Var Y /W2
converges. This sum is bounded by

vk 24F = [a? “ F (@) .
z %
Z w2 |x]<1J;Vk/wk 'f {k:Wk/%k>]x[} Wi

To estimate the sum, observe that

2 N N N
_;I% - © _ z(:) le) y2 [ N0g,
&:|z)<Wrwrszy  * |z|<y=z ¥ |2|<y=<z ¥

and

g f (y)dy—>0 as z—>oo,

where the integral converges as a result of (3.1). Thus

= Y
th: Wrfwi> |z} Wi yzl%l v
which completes the proof.
The next step will be to find the class of weights which gives the strong law

for every X with finite expectation.

Lemma 1. The strong law for {Xi, wy} implies wpXn/Wp — 0 almost surely
and the latter condition is equivalent to E N (¢| X |) < oo for every ¢ > 0.

Proof: The identity (1.1} shows that if the strong law holds then wy, X,/ W,
converges to zero almost surely. Now this is equivalent to

jN(“‘)dF dF:ijP[

for every &> 0.

wy Xy

24<w

n=1|z|ZcWalwn

Theorem 3. For a given sequence of weights {wy}, the strong law holds for all
X with B| X | < oo if and only if limsup N (z)/x < oo as & — co.

Proof: First suppose that limsup N{z)/z < co so that N(z) << Mx for all
x> 0. Then B|X| < implies EN(|X|) < oo and

J'xzf dde <fz2——dF ME|X|
y=iz|
so the strong law applies by Theorem 2. On the other hand, if limsup N (z)/x = oo,
let 2 be a sequence such that N (xz)/2; —> co. Then a sequence {f;} can be chosen
with sum one and z frxe << oo, Z f& N (xz) = co. This is a distribution such that
E|X| < oo, but EN(|X|) = oo so that the strong law does not obtain by
Lemma 1.

The first example of the next section will show that N (x) may grow arbitrarily
fast even when w, /W, — 0 so that it is in order to consider other conditions on the
weights. One interesting possibility is a boundedness condition. The bound may
be taken as one so we assume that 0 < wy <1 and W, — oo.
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Lemma 2. For a divergent sequence of positive weights bounded by one,
limsup N (x)/zlogx <2 as z->o0.

Proof: Let By = {k:n << Wy < n - 1} and v, be the number of £ in B, such
that Wijwi; = x. Then

Zon > wpEntl—(n—1)=2
v ke Bn
so that v, = 2x/n, and

[z]
N (x) = zv”§v0+2xz ——<vg+2x(1—{—logx)

n=1

The second example of the next section will give a bounded sequence of
weights with limsup N (x)/z log # = 4 so that even some bounded sequences fall
outside the domain of Theorem 3. However, inserting the bound obtained in the
preceding lemma in Theorem 2 yields

Theorem 4. If E|X|log*|X| < oo, then the strong law holds for all bounded
divergent sequences of weights.

4. Examples

The first example will be to show that N (x) may grow arbitrarily fast. Let
{nu} be any increasing sequence of positive integers with ny = 1. Take w; =1
and for ny, < b < figpea, let

k—nm —Nm
wy = Wy, (~1—> (ﬁl—tl) sothat Wip=W,, (w)k = (m -+ 1)wy

m 1 m m

Therefore, for ny < kb < npy1, Wifwr = m + land N (m) = ny, for all integral m.
This shows that IV (z) can grow as fast as desired even if w,/W, — 0.
The other example is of a bounded sequence of weights with

limsup N (x)/xlogz =

The idea of the construction is the same as in the first example but the boundedness’
condition makes the task more difficult. In this case, let ng =1, w; = 1, and
define for ny, <<k < nypa1

Wi = W, (1 + 25) 0 "m(l + @)1
where z,, = €™ and the n,, are defined by npyi1 — ny = [2me2"™]. Then
Wi = Wa, (1 + a5)kn
so that Wyrfwg = 1 + xp. Furthermore

Wi

o = (L-f ag)"ma = = (1 2> < o™

and

1—‘[ W nssar g2
nm“ W’Ilk =
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which implies that
wr = (1 +2p) T Wi = (1 4 25)! Wipor Sl + o) 11
Hence the sequence is bounded and

N(@m 1) = nps1 = tapsl — N =208 — 1 =Sz logx, — 1.

References

[1] BaxrEeRr, G.: An ergodic theorem with weighted averages. J. Math. Mech. 18, 481 —488
(1964).

[2] — A general ergodic theorem with weighted averages. J. Math. Mech. 14, 277 —288 (1965).

[3] Lokve, M.: Probability theory. New York: Van Nostrand 1955.

[4] Prruax, E. J. G.: On the derivatives of a characteristic function at the origin. Ann. Math.
Statistics 27, 11561160 (1956).

Department of Mathematics
University of Minnesota
Minneapolis, Minnesota 55455 (USA)

( Received June 26, 1964)



