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#### Abstract

Summary. The almost sure approximation of von Mises-statistics and $U$ statistics by appropriate stochastic integrals with respect to Kiefer processes is obtained. In general these integrals are non-Gaussian processes. As applications we get almost sure versions for the estimator of the variance and for the $\chi^{2}$-test of goodness of fit.


## 1. Introduction

Let $\left\{X_{j}, j \geqq 1\right\}$ be a sequence of independent identically distributed random variables with common distribution function $F$. Let $F_{n}$ be the empirical distribution function of a sample of size $n$. The empirical process $R$ is defined as

$$
R(s, t)=t\left(F_{[t]}(s)-F(s)\right), \quad s \in \mathbb{R}, t \geqq 0
$$

where $[t]$ denotes the largest integer not exceeding $t$. Let $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a measurable function and let $p \geqq 1$. As in [8] we define

$$
\begin{equation*}
\|h\|_{p}=\left(\iint|h(x, y)|^{p} d F(x) d F(y)\right)^{1 / p}+\left(\int|h(x, x)|^{p} d F(x)\right)^{1 / p} \tag{1.1}
\end{equation*}
$$

If $\|h\|_{1}<\infty$ then the stochastic double integral

$$
\begin{equation*}
V_{n}(h)=\iint h(x, y) R(d x, n) R(d y, n) \tag{1.2}
\end{equation*}
$$

is well defined and is called a von Mises statistic. Disregarding normalizing constants and the usual symmetry assumption on $h$ we define the $U$-statistic

$$
\begin{equation*}
U_{n}(h)=\sum_{1 \leqq i \neq j \leqq n} h\left(X_{i}, X_{j}\right) . \tag{1.3}
\end{equation*}
$$

It is closely related to the von Mises statistic. (See (1.12) below.)

[^0]A separable Gaussian process $\{K(s, t), 0 \leqq s \leqq 1, t \geqq 0\}$ is called a standard Kiefer process if $K(s, 0) \equiv 0, K(0, t)=K(1, t) \equiv 0$ and

$$
\begin{gathered}
E K(s, t)=0, \quad 0 \leqq s \leqq 1, \quad t \geqq 0, \\
E K(s, t) K\left(s^{\prime}, t^{\prime}\right)=\left(t \wedge t^{\prime}\right) s\left(1-s^{\prime}\right), \quad 0 \leqq s \leqq s^{\prime} \leqq 1, \quad t, t^{\prime} \geqq 0 .
\end{gathered}
$$

If $n$ is an integer then $K(s, n)$ can be best written as

$$
\begin{equation*}
K(s, n)=\sum_{j \leqq n} B_{j}(s) \tag{1.4}
\end{equation*}
$$

where $\left\{B_{j}(\cdot), j \geqq 1\right\}$ is a sequence of independent standard Brownian bridges considered as $C[0,1]$-valued random variables.

For $\|h\|_{2}<\infty$ the stochastic double integral $\iint h(x, y) K(d x, t) K\left(d y, t^{\prime}\right), t, t^{\prime} \in \mathbb{R}$ has been defined and investigated in [4]. In much of the present paper, however, we only need these integrals for $t, t^{\prime} \in \mathbb{N}$ and by the above remark these can be reduced to double integrals with respect to Brownian bridges. These latter integrals have already been defined in [8].

Our theorems show that

$$
\begin{equation*}
W_{t}(h)=\iint h(x, y) K(d x, t) K(d y, t), \quad t \geqq 0 \tag{1.5}
\end{equation*}
$$

is the canonical process to approximate the von Mises statistic in the sense that it plays the same role as Brownian motion does for the approximation of partial sums of random variables or the extremal process does for the approximation of partial maxima of random variables.

We now state our results.
Theorem 1. Let $\left\{X_{j}, j \geqq 1\right\}$ be a sequence of independent random variables with common distribution function $F$. Let $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a measurable function with $\|h\|_{2}<\infty$. Then without changing the law of the sequence $\left\{X_{j}, j \geqq 1\right\}$ we can redefine it on a new probability space on which there exists a standard Kiefer process $\{K(s, t), 0 \leqq s \leqq 1, t \geqq 0\}$ such that

$$
\begin{equation*}
n^{-1} \max _{m \leqq n}\left|V_{m}(h)-W_{m}\left(h^{*}\right)\right| \rightarrow 0 \quad \text { in probability. } \tag{1.6}
\end{equation*}
$$

Here $h^{*}$ is defined by

$$
h^{*}(x, y)=h\left(F^{-1}(x), F^{-1}(y)\right) \quad x, y \in \mathbb{R} .
$$

Theorem 2. Let $\left\{X_{j}, j \geqq 1\right\}$ and $h$ be as in Theorem 1, but instead of $\|h\|_{2}<\infty$ we assume that
(1.7) $\iint(h(x, y) \log |h(x, y)|)^{2} d F(x) d F(y)+\int(h(x, x) \log |h(x, x)|)^{2} d F(x)<\infty$.

Then the conclusion of Theorem 1 remains valid but with (1.6) replaced by

$$
\begin{equation*}
V_{n}(h)-W_{n}\left(h^{*}\right)=o(n \log \log n) \quad \text { a.s. } \tag{1.8}
\end{equation*}
$$

Theorem 3. Let $K$ be a standard Kiefer process and let $\|h\|_{2}<\infty$ where the norm $\|\cdot\|_{2}$ is defined in (1.1) with respect to the uniform distribution on $[0,1]$. Then
there exists a constant $C(h)$ depending only on $h$ such that with probability 1

$$
\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|W_{n}(h)\right|=C(h) .
$$

Corollary 1. Under the hypotheses of Theorem 2 we have with probability 1

$$
\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|V_{n}(h)\right|=C\left(h^{*}\right)
$$

where $h^{*}$ is defined in Theorem 1.
Remark. In Sect. 3 we determine $C(h)$ as the maximal eigenvalue of a certain integral operator. For certain kernels $h$ and their statistics we shall give the numerical value $C(h)$ in Sect. 8. In particular, a recent result of Csáki [3] follows.

In most applications $h$ has some smoothness properties. The following theorem takes care of them.

Theorem 4. Let $\left\{X_{j}, j \geqq 1\right\}$ and $h$ be as in Theorem 1. Suppose that in addition $h$ has the following properties

$$
\begin{equation*}
\|h\|_{2+\delta}<\infty \quad \text { for some } \delta>0 \tag{1.9}
\end{equation*}
$$

(1.10) There is a refining sequence of partitions $\{\alpha(r), r \geqq 1\}$ of $\mathbb{R}, \alpha(r)=\left\{A_{i r}\right.$, $\left.1 \leqq i \leqq 2^{r}\right\}$ and $h(i, j, r) \in \mathbb{R}, 1 \leqq i, j \leqq 2^{r}$ and constants $C$ and $\gamma>0$ such that

$$
\left\|h-\sum_{1 \leqq i, j \leqq 2^{r}} h(i, j, r) 1_{A_{i r} \times A_{j r}}\right\|_{2} \leqq C 2^{-r \gamma} .
$$

Then (1.8) holds with an error term $<n^{1-\lambda}$ where

$$
\begin{equation*}
\lambda=\delta /(4 \alpha(2+\delta)), \quad \alpha=(96 / \gamma)+(36 / \delta)+20 . \tag{1.11}
\end{equation*}
$$

Theorems 1, 2 and 4 immediately yield corresponding results for the $U$ statistic via the relation

$$
\begin{align*}
U_{n}(h)-n(n-1) c_{1}= & V_{n}(h)+n\left(c_{1}-c_{2}\right)-\sum_{j \leqq n}\left(h\left(X_{j}, X_{j}\right)-c_{2}\right)  \tag{1.12}\\
& +n \sum_{j \leqq n}\left(\int h\left(x, X_{j}\right) d F(x)-c_{1}\right) \\
& +n \sum_{j \leqq n}\left(\int h\left(X_{j}, y\right) d F(y)-c_{1}\right) .
\end{align*}
$$

Here $\quad c_{1}=\iint h(x, y) d F(x) d F(y)$ and $c_{2}=\int h(x, x) d F(x)$. (1.12) follows immediately from (1.2) and (1.3). It is easy to see (Lemma 2.5 below) that if $\|h\|_{2}<\infty$ then (as a matter of fact the argument used to prove Corollary 2 below shows that $\iint h^{2}(x, y) d F(x) d F(y)<\infty$ is sufficient for the following discussion)

$$
\begin{equation*}
V_{n}(h) \ll n \log n \quad \text { a.s. } \tag{1.13}
\end{equation*}
$$

The law of the iterated logarithm yields

$$
\begin{equation*}
\sum_{j \leqq n}\left(h\left(X_{j}, X_{j}\right)-c_{2}\right) \ll(n \log \log n)^{\frac{1}{2}} \quad \text { a.s. } \tag{1.14}
\end{equation*}
$$

Consequently, if $\operatorname{Var}\left(\int h(x, X) d F(x)\right) \neq 0$ or if $\operatorname{Var}\left(\int h(X, y) d F(y)\right) \neq 0$, we can in (1.12) discard $V_{n}(h)$ and the left side of (1.14) since the last terms in (1.12) have order of magnitude $n^{\frac{3}{2}}$ and are thus the dominating terms. Yet as these dominating terms are sums of independent identically distributed random variables results on $U$-statistics in the case of nonvanishing variances fall into the domain of a well-developed theory.

This fact and several of the applications mentioned below have led to the following definition. A function $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $\|h\|_{2}<\infty$ is called degenerate for $F$ if for all $x, y \in \mathbb{R}$

$$
\begin{equation*}
\int h(s, y) d F(s)=\int h(x, t) d F(t)=0 \tag{1.15}
\end{equation*}
$$

Thus by (1.12) if $h$ is degenerate with respect to $F$ and if (1.7) holds then Theorem 2 and Corollary 1 immediately imply

$$
\begin{equation*}
U_{n}(h)-W_{n}\left(h^{*}\right)=o(n \log \log n) \quad \text { a.s. } \tag{1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|U_{n}(h)\right|=C\left(h^{*}\right) \quad \text { a.s. } \tag{1.17}
\end{equation*}
$$

respectively. Also if $\|h\|_{2}<\infty$ then (1.6) implies

$$
n^{-1} \max _{m \leqq n}\left|U_{m}(h)+m c_{2}-W_{m}\left(h^{*}\right)\right| \rightarrow 0 \quad \text { in prob. }
$$

and likewise under the hypotheses of Theorem 4 we obtain

$$
U_{n}(h)+n c_{2}-W_{n}\left(h^{*}\right) \ll n^{1-\lambda} \quad \text { a.s. }
$$

As a matter of fact it is easy to see by standard arguments that the following result holds. Let $\Delta=\{(x, y): 0 \leqq x \neq y \leqq 1\}$ be the complement of the diagonal of $[0,1]^{2}$.
Corollary 2. If $h$ is degenerate with respect to $F$ and $\iint h^{2}(x, y) d F(x) d F(y)<\infty$ then (1.16) and (1.17) hold with $h^{*}$ replaced by $h^{*} 1_{\Delta}$. Moreover we have

$$
n^{-1} \max _{m \leqq n}\left|U_{m}(h)-W_{m}\left(h^{*} 1_{\Delta}\right)\right| \rightarrow 0 \quad \text { in prob }
$$

Also under the hypotheses of Theorem 4 but with (1.9) weakened to $\iint|h(x, y)|^{2+\delta} d F(x) d F(y)<\infty$ we have

$$
U_{n}(h)-W_{n}\left(h^{*} 1_{\Delta}\right) \ll n^{1-\lambda} \quad \text { a.s. }
$$

In the non-degenerate case invariance principles for the $U$-statistic can be found in [13, 14, 20] etc. These generalize and refine Hoeffding's [11] classical theorem on the asymptotic normality of $n^{-\frac{3}{2}}\left(U_{n}(h)-n(n-1) c_{1}\right)$.

However, many interesting situations lead to the degenerate case. Several applications are mentioned in Sects. 1 and 2 of Hall [10]. We shall add a few more in Sect. 8. In the degenerate case distribution invariance principles have been proved by Neuhaus [18], Hall [10] and Denker et al. [4]. No almost sure nor probability invariance principles appear to have been published so far.

Section 2 contains moment inequalities for von Mises and $U$-statistics. The proof of Theorem 3 including the value of $C(h)$ are given in Sect. 3. In Sect. 4 we give the proof of Theorem 4, and in Sect. 5 the proofs of Theorems 1 and 2. Possible extensions of these results are discussed in Sect. 6. Finally, in Sect. 7 we give two sets of sufficient conditions on functions $h$ to satisfy (1.10).

## 2. Preliminaries

Throughout this paper we shall assume that $h$ is a degenerate kernel. This is no loss of generality since if we set

$$
h_{1}(x, y)=h(x, y)-\int h(s, y) d F(s)-\int h(x, t) d F(t)+\iint h(s, t) d F(s) d F(t)
$$

then $h_{1}$ is a degenerate kernel. Also $h_{1}$ satisfies $\left\|h_{1}\right\|_{2+\delta}<\infty, \delta \geqq 0$ and (1.10) if $h$ does. Moreover, $V_{n}\left(h_{1}\right)=V_{n}(h)$ and $W_{t}\left(h_{1}\right)=W_{t}(h)$.

We need to introduce some notation. If $A \subset \mathbb{R}$ is a measurable set and $L$ $\subset \mathbb{N}$ is a finite set of integers we write

$$
R(A, L)=\sum_{j \in L}\left(1\left\{X_{j} \in A\right\}-F(A)\right)
$$

We also need the notion of a Kiefer process more general than the one introduced in Sect. 1. A separable Gaussian process $\{K(s, t), s \in \mathbb{R}, t \geqq 0\}$ is called a Kiefer process if $K(s, 0)=0, s \in \mathbb{R}, \lim _{s \rightarrow \infty} K(s, t)=\lim _{s \rightarrow-\infty} K(s, t)=0$, for all $t \geqq 0$, $E K(s, t)=0$ for all $s \in \mathbb{R}, t \geqq 0$ and

$$
E K(s, t) K\left(s^{\prime}, t^{\prime}\right)=\left(t \wedge t^{\prime}\right) F(s)\left(1-F\left(s^{\prime}\right)\right) \quad s \leqq s^{\prime}, t, t^{\prime} \geqq 0
$$

where $F$ is a distribution function on $\mathbb{R}$. We note that if $K$ is a standard Kiefer process and if $K_{F}$ is a Kiefer process with respect to $F$, as just defined then with $h^{*}$ as in Theorem 1

$$
\iint h(x, y) K_{F}(d x, m) K_{F}(d y, n)=\iint h^{*}(x, y) K(d x, m) K(d y, n) .
$$

This follows from the definition. (See [4].) We also write

$$
K(s, I)=K(s, n)-K(s, m), \quad K(A, I)=\int 1_{A}(s) K(d s, I)
$$

if $I=(m, n]$ for integers $m, n$ and if $A \in \mathbb{R}$ is a measurable set.
For $\mathbf{a}=\left(a_{1}, a_{2}\right)$ and $\mathbf{n}=\left(n_{1}, n_{2}\right), a_{i}, n_{i} \in \mathbb{Z}^{+}, i=1,2$ we set

$$
S(\mathbf{a}, \mathbf{n})=\sum h\left(X_{i}, X_{j}\right)
$$

where the sum is extended over all $i$ and $j$ with $a_{1}<i \leqq a_{1}+n_{1}, a_{2}<j \leqq a_{2}+n_{2}$. Throughout this section we assume that $\|h\|_{2+\delta}<\infty$ for some $\delta \geqq 0$.
Lemma 2.1. $E S^{2}(\mathbf{a}, \mathbf{n}) \leqq 2 n_{1} n_{2}\|h\|_{2}^{2}$.
Proof. We have

$$
E S^{2}(\mathbf{a}, \mathbf{n})=\sum E h\left(X_{i}, X_{j}\right) h\left(X_{k}, X_{l}\right)
$$

where the sum is extended over all $i, j, k, l$ with $a_{1}<i, k \leqq a_{1}+n_{1}$ and $a_{2}<j, l \leqq a_{2}+n_{2}$. By Fubini's theorem and (1.15) all terms in the sum vanish for which one index is different from the other three. The lemma follows now easily from these remarks.
Lemma 2.2. Let $0 \leqq \delta \leqq 1$. Then there is a constant $A$, depending only on $\delta$ such that

$$
E|S(\mathbf{a}, \mathbf{n})|^{2+\delta} \leqq A\|h\|_{2+\delta}^{2+\delta}\left(n_{1} n_{2}\right)^{1+\frac{1}{2} \delta} .
$$

Proof. Without loss of generality we can assume that $\|h\|_{2+\delta} \leqq 1$. We shall first prove the inequality under the additional assumption

$$
\begin{equation*}
a_{1}+n_{1} \leqq a_{2} \quad \text { or } a_{2}+n_{2} \leqq a_{1} \tag{2.1}
\end{equation*}
$$

Recall that there exists a constant $c_{0}$, depending only on $\delta$, such that: If $\left\{Y_{j}, j \geqq 1\right\}$ is a sequence of independent identically distributed random variables with $E Y_{1}=0$ and $E\left|Y_{1}\right|^{2+\delta}<\infty$ then for all integers $m \geqq 0, n \geqq 1$

$$
\begin{equation*}
E\left|\sum_{j=m+1}^{m+n} Y_{j}\right|^{2+\delta} \leqq c \cdot n^{1+\frac{1}{2} \delta} E\left|Y_{1}\right|^{2+\delta} . \tag{2.2}
\end{equation*}
$$

Applying Fubini's theorem and (2.2) twice we obtain

$$
\begin{equation*}
E|S(\mathbf{a}, \mathbf{n})|^{2+\delta} \leqq c^{2} n_{1}^{1+\frac{1}{2} \delta} n_{2}^{1+\frac{1}{2} \delta} E\left|h\left(X_{1}, X_{2}\right)\right|^{2+\delta} . \tag{2.3}
\end{equation*}
$$

We now prove the desired inequality for

$$
a_{1}=a_{2} \quad \text { and } \quad n_{1}=n_{2}=n
$$

We follow ideas of Doob [6, p. 226f]. Without loss of generality we can assume $a_{1}=a_{2}=0$. It is enough to prove that there exists a constant $C$ such that

$$
\begin{equation*}
E|S(\mathbf{0}, \mathbf{n})|^{2+\delta} \leqq C n^{2+\delta} \tag{2.4}
\end{equation*}
$$

implies

$$
\begin{equation*}
E|S(\mathbf{0}, 2 \mathbf{n})|^{2+\delta} \leqq C(2 n)^{2+\delta}, E|S(\mathbf{0}, 2 \mathbf{n}+\mathbf{1})|^{2+\delta} \leqq C(2 n+1)^{2+\delta} . \tag{2.5}
\end{equation*}
$$

From this (2.4) will follow for all $\mathbf{n}=(n, n)$ by induction.
Now

$$
\begin{aligned}
S(\mathbf{0}, 2 \mathbf{n}) & =S(\mathbf{0}, \mathbf{n})+S((0, n) ; \mathbf{n})+S(\mathbf{n}, \mathbf{n})+S((n, 0) ; \mathbf{n}) \\
& =S_{1}+S_{2}+S_{3}+S_{4} .
\end{aligned}
$$

Note that $S_{2}$ and $S_{4}$ satisfy (2.1) and that $S_{1}$ and $S_{3}$ are independent. Now

$$
\begin{aligned}
E\left|S_{1}+S_{3}\right|^{2+\delta} \leqq & E\left\{\left(S_{1}+S_{3}\right)^{2}\left(\left|S_{1}\right|^{\delta}+\left|S_{3}\right|^{\delta}\right)\right\} \\
\leqq & E\left\{\left|S_{1}\right|^{2+\delta}+\left|S_{3}\right|^{2+\delta}+2\left|S_{1}\right|\left|S_{3}\right|^{1+\delta}\right. \\
& \left.+2\left|S_{1}\right|^{1+\delta}\left|S_{3}\right|+S_{1}^{2}\left|S_{3}\right|^{\delta}+\left|S_{1}\right|^{\delta} S_{3}^{2}\right\} \\
\leqq & 2 E\left|S_{1}\right|^{2+\delta}+4 E\left|S_{1}\right| E\left|S_{1}\right|^{1+\delta}+2 E S_{1}^{2} E\left|S_{1}\right|^{\delta} .
\end{aligned}
$$

By Hölder's inequality and Lemma 2.1 we get for $\eta=\delta, 1$ and $1+\delta$

$$
E\left|S_{1}\right|^{\eta} \leqq\left(2 n^{2}\right)^{\frac{1}{2}} \eta .
$$

Hence

$$
E\left|S_{1}+S_{3}\right|^{2+\delta} \leqq 2 E\left|S_{1}\right|^{2+\delta}+12 \cdot 2^{\frac{1}{2} \delta} n^{2+\delta} .
$$

Consequently we obtain using Minkowski's inequality and (2.3)

$$
\begin{align*}
E|S(0,2 \mathbf{n})|^{2+\delta} \leqq & \left(\left(E\left|S_{1}+S_{3}\right|^{2+\delta}\right)^{1 /(2+\delta)}+\left(E\left|S_{2}\right|^{2+\delta}\right)^{1 /(2+\delta)}\right.  \tag{2.6}\\
& \left.+\left(E\left|S_{4}\right|^{2+\delta}\right)^{1 /(2+\delta)}\right)^{2+\delta} \\
\leqq & C(2 n)^{2+\delta}
\end{align*}
$$

if $C$ is chosen so large that $2^{1 /(2+\delta)}+\left(12 \cdot 2^{\frac{1}{2} \delta} / C\right)^{1 /(2+\delta)}+5\left(c^{2} / C\right)^{1 /(2+\delta)} \leqq 2$. This proves the first part of (2.5). To prove the second part we write

$$
S(\mathbf{0}, 2 \mathbf{n}+\mathbf{1})=S(\mathbf{0}, 2 \mathbf{n})+S((2 n, 0),(1,2 n))+S((0,2 n),(2 n, 1))+S(2 \mathbf{n}, \mathbf{1}) .
$$

Hence by Minkowski's inequality, (2.3) and (2.6)

$$
\begin{aligned}
E|S(\mathbf{0}, 2 \mathbf{n}+1)|^{2+\delta} & \leqq\left(\left(E|S(\mathbf{0}, 2 \mathbf{n})|^{2+\delta}\right)^{1 /(2+\delta)}+2 c^{2 /(2+\delta)}(2 n)^{\frac{1}{2}}+1\right)^{2+\delta} \\
& \leqq C(2 n)^{2+\delta}<C(2 n+1)^{2+\delta}
\end{aligned}
$$

by our choice of $C$.
The case of general a and $\mathbf{n}$ follows now easily. The set of summation indices are lattice points in a rectangle with vertices $\left(a_{1}, a_{2}\right),\left(a_{1}+n_{1}, a_{2}\right),\left(a_{1}\right.$ $\left.+n_{1}, a_{2}+n_{2}\right),\left(a_{1}, a_{2}+n_{2}\right)$. We can decompose this rectangle into a square (possibly empty) whose diagonal lies on the 45 degree line and three rectangles (some possibly empty) all lying either above or below the 45 degree line. According to this decomposition we write

$$
S(\mathbf{a}, \mathbf{n})=T_{1}+T_{2}+T_{3}+T_{4}, \quad \text { say }
$$

where $T_{1}=\sum h\left(X_{i}, X_{j}\right)$ with $a<i, j \leqq a+m$ for some $a$ and $m \leqq n$ and $T_{2}, T_{3}$ and $T_{4}$ are such sums considered in (2.1). Hence by Minkowski's inequality

$$
\begin{aligned}
E|S(\mathbf{a}, \mathbf{n})|^{2+\delta} & \leqq\left(C^{1 /(2+\delta)}+3 c^{2 /(2+\delta)}\right)^{2+\delta}\left(n_{1} n_{2}\right)^{1+\delta / 2} \\
& =A\left(n_{1} n_{2}\right)^{1+\delta / 2} .
\end{aligned}
$$

We also need a maximal inequality. For $\mathbf{a}=\left(a_{1}, a_{2}\right), \mathbf{n}=\left(n_{1}, n_{2}\right)$ let

$$
M(\mathbf{a}, \mathbf{n})=\max \left\{|S(\mathbf{a}, \mathbf{p})|: 1 \leqq p_{1} \leqq n_{1}, 1 \leqq p_{2} \leqq n_{2}, p=\left(p_{1}, p_{2}\right)\right\}
$$

The following lemma follows immediately from Lemma 2.2 and Theorem 8 of Moricz [16].

Lemma 2.3. We have for $0 \leqq \delta \leqq 1$

$$
E(M(\mathbf{a}, \mathbf{n}))^{2+\delta} \leqq A\left(n_{1} n_{2}\|h\|_{2+\delta} \log 2 n_{1} \log 2 n_{2}\right)^{1+\frac{1}{2} \delta} .
$$

For $\mathbf{a}=\left(a_{1}, a_{2}\right), \mathbf{n}=\left(n_{1}, n_{2}\right)$ we write

$$
\begin{equation*}
T(\mathbf{a}, \mathbf{n})=\iint h(x, y) K\left(d x,\left(a_{1}, a_{1}+n_{1}\right]\right) K\left(d y,\left(a_{2}, a_{2}+n_{2}\right]\right) \tag{2.7}
\end{equation*}
$$

where $K$ is the standard Kiefer process and

$$
N(\mathbf{a}, \mathbf{n})=\max \left\{|T(\mathbf{a}, \mathbf{p})|: 1 \leqq p_{1} \leqq n_{1}, 1 \leqq p_{2} \leqq n_{2}\right\} .
$$

Lemma 2.4. Lemma 2.3 holds with $M$ replaced by $N$.
Proof. By (1.4) and (2.7) we have

$$
T(\mathbf{a}, \mathbf{n})=\sum \iint h(x, y) B_{i}(d x) B_{j}(d y)=\sum Z_{i j}, \quad \text { say }
$$

where similar to the definition of $S(\mathbf{a}, \mathbf{n})$ the sums are extended over all $i$ and $j$ with $a_{1}<i \leqq a_{1}+n_{1}, a_{2}<j \leqq a_{2}+n_{2}$. Hence and by [16, Theorem 8] for the proof of the lemma it suffices to show that

$$
\begin{equation*}
E|T(\mathbf{a}, \mathbf{n})|^{2+\delta} \leqq A\left(n_{1} n_{2}\right)^{1+\frac{1}{2} \delta} . \tag{2.8}
\end{equation*}
$$

This can be proved in the same way with the argument given in the proof of Lemma 2.2. Since $\mathscr{L}\left(n^{-1} T(\mathbf{0},(n, n))\right)=\mathscr{L}(T(\mathbf{0}, \mathbf{1}))$ by (2.7) and since

$$
\begin{equation*}
\mathscr{L}\left(r^{-1} V_{r}(h)\right) \rightarrow \mathscr{L}(T(\mathbf{0}, \mathbf{1})) \tag{2.9}
\end{equation*}
$$

by [8] we obtain from Fatou's lemma and Lemma 2.2

$$
\begin{align*}
n^{-2-\delta} E|T(\mathbf{0}, \mathbf{n})|^{2+\delta} & =E|T(\mathbf{0}, \mathbf{1})|^{2+\delta}  \tag{2.10}\\
& \leqq \underset{r \rightarrow \infty}{\liminf r^{-2-\delta} E\left|V_{r}(h)\right|^{2+\delta}} \\
& \leqq A\|h\|_{2+\delta}^{2+\delta}
\end{align*}
$$

This shows that $E\left|Z_{11}\right|^{2+\delta}<\infty$. In the same way one can show that $E\left|Z_{12}\right|^{2+\delta}<\infty$. For this we replace (2.9) by

$$
\mathscr{L}\left(r^{-1} \iint h(x, y) R(d x,(n, 2 n]) R(d y,(0, n]) \rightarrow \mathscr{L}\left(Z_{12}\right)\right.
$$

which follows from [4, Theorem 5] applied with $K=2, \alpha_{1}=\alpha_{2}=\frac{1}{2}, m_{1}=m_{2}=1$ and $t_{1}=t_{2}=1$. Hence we obtain as in the proof of (2.3) that (2.8) holds if (2.1) is satisfied. (2.10) replaces (2.4). The proof of (2.8) in the general case finally can be completed in the same way as the proof of Lemma 2.2.

Lemma 2.5. Let $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with $\|h\|_{2}<\infty$, degenerate or non-degenerate. Then as $n \rightarrow \infty$

$$
V_{n}(h) \ll n \log n \quad \text { a.s. }
$$

Remark. Lemma 2.3 immediately yields the bound $n \log ^{3} n$.
Proof. Recall that we can assume without loss of generality that $h$ is degenerate. Hence by (1.12)

$$
\begin{equation*}
V_{n}(h)=U_{n}(h)+\sum_{j \leqq n} h\left(X_{j}, X_{j}\right) . \tag{2.11}
\end{equation*}
$$

Let $\mathscr{L}_{n}$ be the $\sigma$-field generated by $X_{1}, \ldots, X_{n}$. Then $\left\{V_{n}(h)-n \int h(x, x) d F(x)\right.$, $\left.\mathscr{L}_{n}, n \geqq 1\right\}$ is a martingale by [14, Lemma 2.1]. (Here is the quick proof: Since $E\left\{h\left(X_{n}, X_{n}\right) \mid \mathscr{L}_{n-1}\right\}=E h\left(X_{1}, X_{1}\right)=\int h(x, x) d F(x)$ and since for $i<n$

$$
E\left\{h\left(X_{i}, X_{n}\right) \mid \mathscr{L}_{n-1}\right\}=\int h\left(X_{i}, y\right) d F(y)=0
$$

by independence the claim follows from (1.12).) Hence by Doob's inequality (the martingale version of Kolmogorov's inequality) and by Lemma 2.1 we have

$$
\begin{aligned}
& P\left\{\max _{m \leqq 2^{k}}\left|V_{m}(h)-m \int h(x, x) d F(x)\right| \geqq 2^{k} k\right\} \\
& \quad \ll 2^{-2 k} k^{-2}\left(E\left(V_{2^{k}}(h)\right)^{2}+2^{2 k}\|h\|_{2}^{2}\right) \ll k^{-2} .
\end{aligned}
$$

Thus by the Borel Cantelli lemma $\max _{m \leqq 2^{k}}\left|V_{m}(h)\right| \ll 2^{k} k$ a.s. Now let $n$ be given. Find $k$ such that $2^{k-1}<n \leqq 2^{k}$. Then

$$
\left|V_{n}(h)\right| \leqq \max _{m \leqq 2^{k}}\left|V_{m}(h)\right| \ll 2^{k} k \ll n \log n \quad \text { a.s. }
$$

## 3. Proof of Theorem 2

We first prove an exponential bound for $W_{1}(h)$.
Theorem 5. Let $K$ and $h$ be as in Theorem 3. Then for all $0<t<\left(4\|h\|_{2}\right)^{-1}$

$$
\begin{equation*}
E \exp \left(t W_{1}(h)\right) \leqq \exp \left(2 t^{2}\|h\|_{2}^{2}+t\|h\|_{2}\right) \tag{3.1}
\end{equation*}
$$

Proof. We first prove (3.1) under the additional assumptions that $h$ is symmetric, i.e. $h(x, y)=h(y, x), 0 \leqq x, y \leqq 1$ and that $h$ vanishes on the diagonal, i.e. $h(x, x)=0,0 \leqq x \leqq 1$. Then it follows from [8] and [18] that $W_{1}(h)$ can be represented in the form

$$
W_{1}(h) \stackrel{\mathscr{Q}}{=} \sum_{i \geqq 1} \lambda_{i}\left(N_{i}^{2}-1\right)
$$

where $\left\{N_{i}, i \geqq 1\right\}$ is a sequence of independent standard normal random variables and the $\lambda_{i}$ 's are constants satisfying $\sum_{i \leqq 1} \lambda_{i}^{2} \leqq\|h\|_{2}^{2}$. Thus

$$
\begin{aligned}
E \exp \left(t W_{1}(h)\right) & =\prod_{i \geqq 1} E \exp \left(t \lambda_{i}\left(N_{i}^{2}-1\right)\right) \\
& =\prod_{i \geqq 1} \exp \left(-t \lambda_{i}\right)\left(1-2 t \lambda_{i}\right)^{-\frac{1}{2}} \\
& =\prod_{i \geqq 1} \exp \left(-t \lambda_{i}-\frac{1}{2} \log \left(1-2 t \lambda_{i}\right)\right) \\
& \leqq \exp \left(\frac{1}{2} \sum_{i \geqq 1} 4 t^{2} \lambda_{i}^{2}\right) \leqq \exp \left(2 t^{2}\|h\|_{2}^{2}\right)
\end{aligned}
$$

since $|x+\log (1-x)| \leqq x^{2}$ for $|x| \leqq \frac{1}{2}$. This proves (3.1) under the additional assumptions that $h$ is symmetric and vanishes on the diagonal.

To remove these extra assumptions we put $\Delta=\{(x, y): 0 \leqq x \neq y \leqq 1\}$ and

$$
\begin{equation*}
f=h 1_{A}, \quad g=h-f . \tag{3.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
W_{1}(h)=W_{1}(f)+W_{1}(g) \tag{3.3}
\end{equation*}
$$

We now prove that

$$
\begin{equation*}
W_{1}(g)=\int h(x, x) d x \quad \text { a.s. } \tag{3.4}
\end{equation*}
$$

To see this we note that $g$ is degenerate with respect to $G$, the uniform distribution on [0, 1]. Hence by (2.9)

$$
\mathscr{L}\left(r^{-1} V_{r}(g)\right) \rightarrow \mathscr{L}\left(W_{1}(g)\right) .
$$

But by the strong law of large numbers we have with probability 1

$$
r^{-1} V_{r}(g)=r^{-1} \sum_{i \leqq r} g\left(u_{i}, u_{i}\right) \rightarrow \int h(x, x) d x
$$

Here $\left\{u_{i}, i \geqq 1\right\}$ is a sequence of independent random variables uniformly distributed over [0, 1]. These two relations imply (3.4). Next define $h^{\prime}$ by

$$
h^{\prime}(x, y)=\frac{1}{2}\left(h(x, y) 1_{\Delta}(x, y)+h(y, x) 1_{\Delta}(y, x)\right) .
$$

Then $h^{\prime}$ is symmetric and vanishes on the diagonal. Moreover, by an easy calculation $W_{1}\left(h^{\prime}\right)=W_{1}(f)$ and $\left\|h^{\prime}\right\|_{2} \leqq\|h\|_{2}$. Hence by (3.3), (3.4) and the special case already proved

$$
\begin{aligned}
E \exp \left(t W_{1}(h)\right) & =\exp \left(t W_{1}(g)\right) E \exp \left(t W_{1}(f)\right) \\
& \leqq \exp \left(t\|h\|_{2}+2 t^{2}\|h\|_{2}^{2}\right) .
\end{aligned}
$$

Next we prove a crude version of Corollary 1.
Lemma 3.1. Let $K$ and $h$ be as in Theorem 3. Then with probability 1

$$
\limsup _{n \rightarrow \infty}(n \log \log n)^{-1} W_{n}(h) \leqq 20\|h\|_{2} .
$$

Proof. Recall that by (1.4)

$$
W_{n}(h)=\sum_{i, j \leqq n} \iint h(x, y) B_{i}(d x) B_{j}(d y) .
$$

Let $\mathscr{F}_{n}$ be the $\sigma$-field generated by $B_{1}, \ldots, B_{n}$ and set

$$
c=E \iint h(x, y) B_{1}(d x) B_{1}(d y)
$$

Then $\left\{W_{n}(h)-c n, \mathscr{F}_{n}, n \geqq 1\right\}$ is a martingale. Hence by Doob's maximal inequality for submartingales and by Theorem 5 with $t=\left(5\|h\|_{2}\right)^{-1}$ we have for each $k \geqq 1$

$$
\begin{aligned}
& P\left\{\max _{n \leqq 2^{k}}\left(W_{n}(h)-n c\right) \geqq 10 \cdot 2^{k}\|h\|_{2} \log \log 2^{k}\right\} \\
& \quad=P\left\{\max _{n \leqq 2^{k}} \exp \left(2^{-k} t\left(W_{n}(h)-n c\right)\right) \geqq \exp \left(2 \log \log 2^{k}\right)\right\} \\
& \quad \leqq \exp \left(-2 \log \log 2^{k}\right) E \exp \left(2^{-k} t\left(W_{2^{k}}(h)-2^{k} c\right)\right) \\
& \quad \ll k^{-2} E \exp \left(t W_{1}(h)\right) \ll k^{-2}
\end{aligned}
$$

since $\mathscr{L}\left(n^{-1} W_{n}(h)\right)=\mathscr{L}\left(W_{1}(h)\right)$ for all $n \geqq 1$. The lemma follows now from the Borel Cantelli lemma.

We now start with the proof of Theorem 3. Recall that $G$ denotes the distribution function of the uniform distribution on [0,1]. Let $\lambda$ be the Lebesgue measure on $[0,1]$ and let $\phi:[0,1]^{2} \rightarrow \mathbb{R}$ be a measurable function in $L^{2}(\lambda \times \lambda)$. Define an operator $A_{\phi}: L^{2}(\lambda) \rightarrow L^{2}(\lambda)$, associated with $\phi$, by setting

$$
A_{\phi}(f)(x)=\int_{0}^{1} f(y) \phi(x, y) d y
$$

Then $A_{\phi}$ is a Hilbert-Schmidt operator and if $\phi$ is symmetric, i.e. $\phi(x, y)$ $=\phi(y, x)$ then $A_{\phi}$ is self-adjoint and we have

$$
\begin{equation*}
\left\|A_{\phi}\right\|=\sup _{\|f\|=1}\left\langle A_{\phi} f, f\right\rangle=\max \left\{|\mu|: \mu \text { eigenvalue of } A_{\phi}\right\} \tag{3.5}
\end{equation*}
$$

Next, let $h:[0,1]^{2} \rightarrow \mathbb{R}$ be such that $\|h\|_{2}<\infty$ where $\left\|\|_{2}\right.$ is defined in (1.1) but with $F$ replaced by $G$. Let $h_{1}$ be as in the beginning of Sect. 2, but also with $F$ replaced by $G$, i.e.

$$
h_{1}(x, y)=h(x, y)-\int_{0}^{1} h(s, y) d s-\int_{0}^{1} h(x, t) d t+\int_{0}^{1} \int_{0}^{1} h(s, t) d s d t
$$

Finally, let

$$
\hat{h}(x, y)=\frac{1}{2}\left(h_{1}(x, y)+h_{1}(y, x)\right) .
$$

Then $\hat{h}$ is symmetric and degenerate for $G$.
The following lemma identities the limit in Theorem 3.
Lemma 3.2. Let $h$ be as above with $\|h\|_{2}<\infty$. Then with probability 1

$$
\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|W_{n}(h)\right|=\left\|A_{\hat{h}^{\prime}}\right\|
$$

Proof. We first note that $W_{t}(h)=W_{t}(\hat{h})$. Moreover, by (3.4) and since

$$
\begin{gather*}
\mathscr{L}\left(\left(t^{-\frac{1}{2}} K(s, t)\right)_{0 \leqq s \leqq 1}\right)=\mathscr{L}\left((K(s, 1))_{0 \leqq s \leqq 1}\right) \quad \text { for all } t>0 \\
W_{t}(g) \stackrel{\mathscr{\mathscr { L }}}{=} t^{-1} W_{1}(g)=t \int_{0}^{1} h(x, x) d x . \tag{3.6}
\end{gather*}
$$

Hence by (3.3) and since $A_{g} \equiv 0$ we can assume for the proof of the lemma without loss of generality that $h$ is symmetric, vanishes on the diagonal, is degenerate for $G$ and satisfies $\|h\|_{2}<\infty$.

Now $h$ can be represented in $L^{2}(\lambda \times \lambda)$ in the form

$$
\begin{equation*}
h(x, y)=\sum_{j \geqq 1} \mu_{j} f_{j}(x) f_{j}(y) \tag{3.7}
\end{equation*}
$$

where $\mu_{j}$ are the eigenvalues of the operator $A_{h}$ and where $\left\{f_{j}, j \geqq 1\right\}$ is a system of corresponding eigenfunctions orthonormal with respect to $L^{2}(\lambda)$. Since $h$ vanishes on the diagonal we have $\sum \mu_{j}^{2}=\|h\|_{2}^{2}$ and the processes $\left\{W_{n}(h)\right.$, $n \geqq 0\}$ and $\left\{\sum_{j \geqq 1} \mu_{j}\left(Y_{j}^{2}(n)-n\right), n \geqq 0\right\}$ have the same laws. (See [4], Lemma 7.) Here $\left\{Y_{j}, j \geqq 1\right\}$ is a sequence of independent standard Brownian motions. Also by (3.5)

$$
\begin{equation*}
\left\|A_{h}\right\|=\max _{j \geqq 1}\left|\mu_{j}\right| \tag{3.8}
\end{equation*}
$$

We now set

$$
\begin{aligned}
h_{k}(x, y) & =\sum_{j \leq k} \mu_{j} f_{j}(x) f_{j}(y) & & \text { if } x \neq y \\
& =0 & & \text { if } x=y
\end{aligned}
$$

Let $\varepsilon>0$. Then by (3.7) $\left\|h-h_{k}\right\|_{2}<\varepsilon / 20$ and

$$
\begin{equation*}
\left\|A_{h}-A_{h_{k}}\right\|<\varepsilon \tag{3.9}
\end{equation*}
$$

if $k$ is sufficiently large. Consequently and by Lemma 3.1 we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|W_{n}\left(h-h_{k}\right)\right|<\varepsilon \quad \text { a.s. } \tag{3.10}
\end{equation*}
$$

Now since $\left\{W\left(h_{k}\right), n \geqq 0\right\}$ and $\left\{\sum_{j \leqq k} \mu_{j}\left(Y_{j}^{2}(n)-n\right), n \geqq 0\right\}$ have the same laws we
have with probability 1 have with probability 1

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|W_{n}\left(h_{k}\right)\right| \\
& \quad=\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|\sum_{j \leqq k} \mu_{j}\left(Y_{j}^{2}(n)-n\right)\right| \\
& \quad=\limsup _{n \rightarrow \infty}(2 n \log \log n)^{-1}\left|\sum_{j \leqq k} \mu_{j} Y_{j}^{2}(n)\right| \\
& \quad=\sup \left\{\left|\sum_{j \leqq k} \mu_{j} x_{j}^{2}\right|: \sum_{j \leqq k} x_{j}^{2} \leqq 1\right\}=\max _{j \leqq k}\left|\mu_{j}\right|=\left\|A_{h_{k}}\right\|
\end{aligned}
$$

by the compact law of the iterated logarithm for standard $\mathbb{R}^{k}$-valued Brownian motion. The lemma follows now from (3.9) and (3.10).

## 4. Proof of Theorem 4

We need the following trivial fact.
Lemma 4.1. We can assume without loss of generality that the $h(i, j, r)$ in (1.10) satisfy

$$
|h(i, j, r)| \leqq 2^{r \gamma / \delta}
$$

Proof. This follows immediately from (1.10) since

$$
\iint|h(x, y)|^{2} 1\left\{|h(x, y)|>d^{y / \delta}\right\} d F(x) d F(y) \leqq d^{-\gamma} \iint|h(x, y)|^{2+\delta} d F(x) d F(y)
$$

and

$$
\int|h(x, x)|^{2} 1\left\{|h(x, x)|>d^{\gamma / \delta}\right\} d F(x) \leqq d^{-\gamma} \int|h(x, x)|^{2+\delta} d F(x)
$$

upon setting $d=2^{r}$.
Recall that by the remark at the beginning of Sect. 2 we can assume without loss of generality that the kernel $h$ is degenerate for $F$. Thus

$$
\iint h(x, y) R(d x, L) R(d y, M)=\sum_{i \in L, j \in M} h\left(X_{i}, X_{j}\right) .
$$

We also recall the definition of a general Kiefer process $K_{F}$. Throughout this section, however, we will suppress the index $F$ in $K_{F}$ unless stated otherwise.

For convenience we introduce some notation. In addition to $\alpha$ and $\lambda$, defined in (1.11) we set

$$
\begin{equation*}
\eta=4 / \gamma \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{k}=t(k)=\left[k^{\alpha}\right], \quad H_{k}=\left(t_{k-1}, t_{k}\right] \cap \mathbb{Z}, \quad n_{k}=\operatorname{card} H_{k}, \quad k=1,2, \ldots . \tag{4.2}
\end{equation*}
$$

Thus

$$
\begin{equation*}
k^{\alpha-1} \ll n_{k} \ll k^{\alpha-1} \tag{4.3}
\end{equation*}
$$

Moreover, we write

$$
\begin{equation*}
r_{k}=[\eta \log k / \log 2], \quad d_{k}=2^{r_{k}} \tag{4.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
d_{k} \leqq k^{\eta} \tag{4.5}
\end{equation*}
$$

Before presenting the details we shall give an outline of the proof of Theorem 4. On $H_{k}$ we partition the real line into $d_{k}$ sets $A(i, k)=A_{i_{k}}, 1 \leqq i \leqq d_{k}$ where $A_{i r}$ are chosen according to (1.10). Next, we define the "skeleton process" $\left\{R_{k}, k \geqq 1\right\}$ of the empirical process $R$ by

$$
\begin{equation*}
R_{k}(i)=R\left(A(i, k), H_{k}\right) \quad 1 \leqq i \leqq d_{k} \tag{4.6}
\end{equation*}
$$

$R_{k}$ is a sum of $n_{k}$ independent identically distributed random vectors with values in $\mathbb{R}^{d_{k}}$ and hence by the multivariate central limit theorem close to a normal distribution. We then can apply a result of [19] to obtain an almost sure approximation of $R_{k}$ by Gaussian random vectors $Y_{k}=\left\{Y_{k}(i), 1 \leqq i \leqq d_{k}\right\}$. By a simple measure theoretic argument we then can choose a Kiefer process $K$ such that $Y_{k}=K\left(A(i, k), H_{k}\right), 1 \leqq i \leqq d_{k}, k=1,2, \ldots$. This process has the desired properties. In order to prove this we shall first use Lemma 2.3 to show that

$$
\max _{t_{k+1}, t_{l}<n \leqq t_{i+1}}\left\{\iint h(x, y) R(d x, m) R(d y, n)-\iint h(x, y) R\left(d x, t_{k}\right) R\left(d y, t_{l}\right)\right\}
$$

and the same expression with $R$ replaced by $K$ are sufficiently small. This reduces the problem to estimating the difference

$$
\iint h(x, y) R\left(d x, t_{k}\right) R\left(d y, t_{k}\right)-\iint h(x, y) K\left(d x, t_{k}\right) K\left(d y, t_{k}\right)
$$

In the next step we reduce this once more using Lemma 2.2 to the estimation of (here $\kappa=\kappa(k)=\left[k^{\frac{1}{2}}\right]$ )

$$
\iint h(x, y) R\left(d x,\left(t_{\kappa}, t_{k}\right]\right) R\left(d y,\left(t_{\kappa}, t_{k}\right]\right)-\iint h(x, y) K\left(d x,\left(t_{\kappa}, t_{k}\right]\right) K\left(d y,\left(t_{\kappa}, t_{k}\right]\right)
$$

In these integrals we can replace $h$ by a suitable step function and using (1.10) we subsequently can control the error introduced. The stochastic integrals over these step functions can be represented as sums involving $R$ and $K$ and thus their difference can be estimated without much difficulties.

We shall now present the details of the proof. By (4.6) and the definition of $R$ we have

$$
\begin{equation*}
R_{k}(i)=\sum_{n \in H_{k}}\left(1\left\{X_{n} \in A(i, k)\right\}-F(A(i, k))\right), \quad 1 \leqq i \leqq d_{k} \tag{4.7}
\end{equation*}
$$

Hence $R_{k}$ is a sum of independent identically distributed random vectors with mean 0 and covariance matrix $C_{k}=\left(\left(c_{i j}(k)\right)\right)$ where

$$
\begin{align*}
c_{i j}(k) & =-F(A(i, k)) F(A(j, k)) & & \text { if } i \neq j  \tag{4.8}\\
& =F(A(i, k))(1-F(A(i, k))) & & \text { if } i=j .
\end{align*}
$$

We apply Yurinskii's theorem [22] and get for the Prohorov distance

$$
\begin{equation*}
\pi\left(\mathscr{L}\left(n_{k}^{-\frac{1}{2}} R_{k}\right), \mathscr{N}\left(O, C_{k}\right)\right) \ll n_{k}^{-\frac{1}{y}} d_{\vec{k}}^{\frac{1}{3}} \ll k^{-(\alpha-1) / 9+\eta / 3} \tag{4.9}
\end{equation*}
$$

Here $\mathscr{N}\left(O, C_{k}\right)$ denotes the Gaussian law with mean zero and covariance matrix $C_{k}$. Hence in view of (4.9) we obtain applying [19, Theorem 3] without loss of generality a sequence $\left\{Y_{k}, k \geqq 1\right\}$ of independent $\mathscr{N}\left(O, C_{k}\right)$-distributed random vectors such that

$$
P\left\{\left\|n_{k}^{-\frac{1}{2}} R_{k}-Y_{k}\right\| \geqq C k^{-(\alpha-1) / 9+\eta / 3}\right\} \ll k^{-(\alpha-1) / 9+\eta / 3} \ll k^{-2}
$$

using (4.1). Here $C$ is a positive constant implied by $\ll$ in (4.9). The Borel Cantelli lemma yields as $k \rightarrow \infty$

$$
\begin{equation*}
\left\|n_{k}^{-\frac{1}{2}} R_{k}-Y_{k}\right\| \ll k^{-(\alpha-1) / 9+\eta / 3} \quad \text { a.s. } \tag{4.10}
\end{equation*}
$$

As is easily seen the sequences $\left\{n_{k}^{-\frac{1}{2}} K\left(A(i, k), H_{k}\right), 1 \leqq i \leqq d_{k}, k \geqq 1\right\}$ and $\left\{Y_{k}, k \geqq 1\right\}$ have the same law. Hence by [2, Lemma A1] we can assume

$$
\begin{equation*}
Y_{k}(i)=n_{k}^{-\frac{1}{2}} K\left(A(i, k), H_{k}\right), \quad 1 \leqq i \leqq d_{k}, \quad k \geqq 1 \tag{4.11}
\end{equation*}
$$

where $Y_{k}(i)$ denotes the $i$-th component of $Y_{k}$. Hence by (4.10) and (4.11) we get with probability 1

$$
\begin{align*}
\left(\sum_{i \leqq d_{k}}\left(R\left(A(i, k), H_{k}\right)-K\left(A(i, k), H_{k}\right)\right)^{2}\right)^{\frac{1}{2}} & \ll k^{-(\alpha-1) / 9+\eta / 3} n_{k}^{\frac{1}{k}}  \tag{4.12}\\
& \ll k^{(7 \alpha+2) / 18+\eta / 3} .
\end{align*}
$$

Let $\kappa=\left[k^{\frac{1}{2}}\right]$

$$
\begin{equation*}
I_{k}=\left(t_{\kappa}, t_{k}\right] \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{k}(x, y)=\sum_{1 \leqq i, j \leqq d_{\kappa}} h\left(i, j, r_{k}\right) 1\{x \in A(i, \kappa)\} 1\{y \in A(j, \kappa)\} \tag{4.14}
\end{equation*}
$$

Lemma 4.2. We have with probability 1

$$
\begin{equation*}
\iint g_{k}(x, y)\left(R\left(d x, I_{k}\right) R\left(d y, I_{k}\right)-K\left(d x, I_{k}\right) K\left(d y, I_{k}\right)\right) \ll t_{k}^{17 / 18} \tag{4.15}
\end{equation*}
$$

Proof. Since $I_{k}=\bigcup_{l=\kappa+1}^{k} H_{l}$ we have using (4.14)

$$
\begin{gathered}
\iint g_{k}(x, y) R\left(d x, I_{k}\right) R\left(d y, I_{k}\right)=\sum_{\kappa<l, m \leqq k} \iint g_{k}(x, y) R\left(d x, H_{l}\right) R\left(d y, H_{m}\right) \\
=\sum_{\kappa<l, m \leqq k} \sum_{1 \leqq i, j \leqq d_{\kappa}} h\left(i, j, r_{k}\right) R\left(A(i, \kappa), H_{l}\right) R\left(A(j, \kappa), H_{m}\right)
\end{gathered}
$$

Writing the stochastic integral with respect to the Kiefer process in the same way we can rewrite the left side of (4.15) in the form

$$
\begin{align*}
\sum_{\kappa<l, m \leqq k}\{ & \sum_{1 \leqq i, j \leqq d_{\kappa}} h(i, j)\left(R\left(A(i), H_{l}\right)-K\left(A(i), H_{l}\right)\right) R\left(A(j), H_{m}\right)  \tag{4.16}\\
& \left.+\sum_{1 \leqq i, j \leqq d_{\kappa}} h(i, j)\left(R\left(A(j), H_{m}\right)-K\left(A(j), H_{m}\right)\right) K\left(A(i), H_{l}\right)\right\}
\end{align*}
$$

Here we dropped $\kappa$ in $h$ and $A$. By (4.5), (4.13) and Lemma 4.1

$$
\begin{equation*}
\max _{1 \leqq i, j \leqq d}\left|h\left(i, j, r_{k}\right)\right| \ll k^{\frac{1}{2} \eta \gamma / \delta} \ll k^{2 / \delta} . \tag{4.17}
\end{equation*}
$$

Thus the last inner sum in (4.16) is

$$
\begin{equation*}
\ll k 2 / \delta \sum_{j \leqq d_{\kappa}}\left|R\left(A(j), H_{m}\right)-K\left(A(j), H_{m}\right)\right| \sum_{i \leqq d_{\kappa}}\left|K\left(A(i), H_{i}\right)\right| . \tag{4.18}
\end{equation*}
$$

By (4.1), Cauchy's inequality, (4.12) and (4.5)

$$
\begin{align*}
& \sum_{j \leqq d_{\kappa}}\left|R\left(A(j, \kappa), H_{m}\right)-K\left(A(j, \kappa), H_{m}\right)\right|  \tag{4.19}\\
& \quad \leqq \sum_{j \leqq d_{m}}\left|R\left(A(j, m), H_{m}\right)-K\left(A(j, m), H_{m}\right)\right| \\
& \quad \leqq d_{m}^{\frac{1}{2}}\left(\sum_{j \leqq d_{m}}\left(R\left(A(j, m), H_{m}\right)-K\left(A(j, m), H_{m}\right)\right)^{2}\right)^{\frac{1}{2}} \\
& \quad \ll m^{\frac{1}{2} \eta} m^{(7 \alpha+2) / 18+(\eta / 3)} \ll k^{(7 \alpha+2) / 18+5 \eta / 6} \quad \text { a.s. }
\end{align*}
$$

To estimate the last sum in (4.18) we define the random vector $K_{l}$ $=\left(K\left(A(i, l), H_{l}\right), 1 \leqq i \leqq d_{l}\right)$. Since $n_{l}^{-\frac{1}{2}} K_{l}$ is Gaussian with mean zero and covariance matrix $C_{l}$ as defined in (4.8), we obtain $E\left\|n_{l}^{-\frac{1}{2}} K_{l}\right\|^{2}=\operatorname{tr} C_{l}<1$ since
$\left\{A(i, l), 1 \leqq i \leqq d_{l}\right\}$ is a partition of the real line. Hence by the Fernique-LandauShepp inequality [7] there is a constant $c>0$ such that

$$
P\left\{n_{l}^{-\frac{1}{2}}\left\|K_{l}\right\|>\rho\right\} \leqq \exp \left(-c \rho^{2}\right), \quad \rho \geqq 1 .
$$

We set $\rho=l^{\frac{1}{2}}$ and use the Borel Cantelli lemma and (4.3) to get

$$
\begin{equation*}
\left\|K_{l}\right\| \ll n_{l}^{\frac{1}{1} l^{\frac{1}{2}} \ll l^{\frac{1}{2} \alpha} \quad \text { a.s. } . ~} \tag{4.20}
\end{equation*}
$$

Since

$$
\sum_{i \leqq d_{\kappa}}\left|K\left(A(i), H_{l}\right)\right| \leqq \sum_{i \leqq d_{l}}\left|K\left(A(i, l), H_{l}\right)\right| \leqq d_{l}^{\frac{1}{2}}\left\|K_{l}\right\|
$$

we obtain from (4.17)-(4.20) that with probability 1

$$
\begin{align*}
& \left|\sum_{1 \leqq i, j \leqq d_{\kappa}} h(i, j)\left(R\left(A(j), H_{m}\right)-K\left(A(j), H_{m}\right)\right) K\left(A(i), H_{\nu}\right)\right|  \tag{4.21}\\
& \ll d_{k}^{\frac{1}{2}} k^{2 / \delta} k^{(7 \alpha+2) / 18+5 \eta / 6} k^{\frac{1}{2} \alpha} \ll k^{2 / \delta+(8 \alpha+1) / 9+4 \eta / 3} .
\end{align*}
$$

Since $\left|R\left(A(j), H_{m}\right)\right| \leqq\left|R\left(A(j), H_{m}\right)-K\left(A(j), H_{m}\right)\right|+\left|K\left(A(j), H_{m}\right)\right|$ we obtain by (4.17)-(4.20) the same estimate for the first inner sum in (4.16). Hence by (4.16), (4.21), (4.1), (4.2) and (1.11) we obtain the result.

Lemma 4.3. We have with probability 1

$$
\max _{t_{k}<n \leqq i_{k+1}}\left|V_{n}(h)-V_{t_{k}}(h)\right| \ll t_{k}^{1-\lambda}
$$

Proof. The left side is bounded by $M\left(\left(t_{k}, 0\right),\left(n_{k}, t_{k+1}\right)\right)+M\left(\left(0, t_{k}\right),\left(t_{k+1}, n_{k}\right)\right)$. By symmetry it is enough to estimate just one of these quantities. Recall that we assume without loss of generality $\|h\|_{2+\delta} \leqq 1$. By Markov's inequality, Lemma 2.3, (4.2) and (4.3) we get

$$
\begin{aligned}
P\left\{M\left(\left(t_{k}, 0\right),\left(n_{k}, t_{k+1}\right)\right) \geqq t_{k}^{1-\lambda}\right\} & \ll t_{k}^{-(1-\lambda)(2+\delta)}(\log k)^{4+2 \delta}\left(n_{k} t_{k}\right)^{1+\frac{1}{2} \delta} \\
& \ll k^{-\alpha(1-\lambda)(2+\delta)} k^{(2 \alpha-1)\left(1+\frac{1}{2} \delta\right)}(\log k)^{4+2 \delta} \\
& \ll k^{\left(\alpha \lambda-\frac{1}{2}\right)(2+\delta)}(\log k)^{4+2 \delta} .
\end{aligned}
$$

By (4.1) and (1.11) the exponent of $k$ is less than -1 . Hence we can apply the Borel Cantelli lemma and obtain the result.

Lemma 4.4. We have with probability 1

$$
\begin{equation*}
\iint h(x, y) R\left(d x, t_{k}\right) R\left(d y, t_{k}\right) \ll t_{k}^{7 / 8} \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\iint h(x, y) R\left(d x, t_{k}\right) R\left(d y, t_{k}\right) \ll t_{k}^{7 / 8} \tag{4.23}
\end{equation*}
$$

Proof. The left side of (4.22) equals $S\left(0,\left(t_{k}, t_{k}\right)\right)$. By Markov's inequality, Lemma 2.2, (4.2) and (1.11) we have

$$
P\left\{S\left(\mathbf{0},\left(t_{k}, t_{\kappa}\right)\right) \geqq t_{k}^{7 / 8}\right\} \ll t_{k}^{-7 / 4} t_{k} t_{\kappa} \ll k^{-\frac{1}{6} \alpha} \ll k^{-5} .
$$

The Borel Cantelli lemma immediately yields (4.22). Similarly the left side of (4.23) equals $S\left(0,\left(t_{\kappa}, t_{\kappa}\right)\right)$ and the desired estimate follows in the same way.

Lemma 4.5. We have with probability 1

$$
\iint\left(h(x, y)-g_{k}(x, y)\right) R\left(d x,\left(t_{\kappa}, t_{k}\right]\right) R\left(d y,\left(t_{\kappa}, t_{k}\right]\right)<t_{k}^{1-\lambda}
$$

Proof. By (4.14), (4.5) and (1.10) we have $\left\|h-g_{k}\right\|_{2} \ll k^{-\frac{1}{2} \eta \gamma} \ll k^{-2}$. Define $S_{k}(\mathbf{a}, \mathbf{n})$ in the same way as $S(\mathbf{a}, \mathbf{n})$ but with $h$ replaced by $h-g_{k}$. Then

$$
\iint\left(h(x, y)-g_{k}(x, y)\right) R\left(d x,\left(t_{\kappa}, t_{k}\right]\right) R\left(d y,\left(t_{\kappa}, t_{k}\right]\right)=S_{k}\left(\mathbf{t}_{\kappa}, \mathbf{t}_{k}-\mathbf{t}_{\kappa}\right)=S_{k} .
$$

By Chebyshev's inequality, Lemma 2.1, (4.1) and (4.3)

$$
P\left\{\left|S_{k}\right| \geqq t_{k}^{1-\lambda}\right\} \ll t_{k}^{-2(1-\lambda)} t_{k}^{2} k^{-2} \ll k^{-2+2 \alpha \lambda} \ll k^{-\frac{3}{2}}
$$

The Borel Cantelli lemma yields the result.
Because of Lemma 2.4 we see that Lemmas 4.3-4.5 remain valid with $R$ replaced by $K$. In view of the outline of the proof of Theorem 1 given at the beginning of this section we obtain Theorem 3 from Lemmas 4.2-4.5, from the adaptions of Lemmas $4.3-4.5$ to the Kiefer process via seven applications of the triangle inequality and the fact that

$$
\begin{equation*}
\iint h(x, y) K_{F}(d x, n) K_{F}(d y, n)=\iint h^{*}(x, y) K_{G}(d x, n) K_{G}(d y, n) \tag{4.24}
\end{equation*}
$$

as was observed at the beginning of Sect. 2 .

## 5. Proof of Theorems 1 and 2

Before we start with the proofs we want to make several remarks. Proofs based on the representation of $h$ in the form (3.7) presumably will not be any simpler than the ones given below, particularly, since we will use much of the material developed in Sect. 4. Moreover, proofs based on (3.7) do not lend themselves to a generalization of these theorems to kernels $h$ in more than two variables.

We first prove a crude version of Corollary 1.
Proposition 5.1. Under the hypotheses of Theorem 1 we have with probability 1

$$
\limsup _{n \rightarrow \infty}(n \log \log n)^{-1} V_{n}(h) \leqq 800\|h\|_{2} .
$$

The proof of Proposition 5.1 will be given in a series of lemmas. We put

$$
\begin{equation*}
v_{m}=V_{m}-V_{m-1}, \quad m \geqq 1 \tag{5.1}
\end{equation*}
$$

and denote by $\mathscr{L}_{m}$ the $\sigma$-field generated by $X_{1}, \ldots, X_{m}$.
Lemma 5.2. We have with probability 1

$$
\begin{equation*}
\limsup _{m \rightarrow \infty}(m \log \log m)^{-1} E\left(v_{m}^{2} \mid \mathscr{L}_{m-1}\right) \leqq 6\|h\|_{2}^{2} \tag{5.2}
\end{equation*}
$$

Proof. Since $h$ is degenerate we have by (2.11)

$$
\begin{equation*}
\frac{1}{3} v_{m}^{2} \leqq\left(\sum_{i<m} h\left(X_{i}, X_{m}\right)\right)^{2}+\left(\sum_{j<m} h\left(X_{m}, X_{j}\right)\right)^{2}+h^{2}\left(X_{m}, X_{m}\right) . \tag{5.3}
\end{equation*}
$$

As $E\left\{h^{2}\left(X_{m}, X_{m}\right) \mid \mathscr{L}_{m-1}\right\} \leqq\|h\|_{2}^{2}$ we need to concentrate only on the first term in (5.3). By independence we have

$$
\begin{aligned}
E\left\{\left(\sum_{i<m} h\left(X_{i}, X_{m}\right)\right)^{2} \mid \mathscr{L}_{m-1}\right\} & =\int_{0}^{1}\left(\sum_{i<m} h\left(X_{i}, u\right)\right)^{2} d u \\
& =\left\|\sum_{i<m} h\left(X_{i}, \cdot\right)\right\|_{L^{2}(F)}^{2}
\end{aligned}
$$

The lemma follows now from the law of the iterated logarithm for sequences of random variables with values in the Hilbert space $L^{2}(F)$. (See e.g. [12, Theorem 4.1].)

Next, we put

$$
\begin{equation*}
y_{m}=v_{m} 1\left\{\left|v_{m}\right| \leqq 50\|h\|_{2} m\right\}, \quad w_{m}=y_{m}-E\left(y_{m} \mid \mathscr{L}_{m-1}\right), \quad m \geqq 1 \tag{5.4}
\end{equation*}
$$

Lemma 5.3. We have with probability 1

$$
\limsup _{n \rightarrow \infty}(n \log \log n)^{-1} \sum_{m \leqq n} w_{m} \leqq 600\|h\|_{2}
$$

Proof. For fixed $k \geqq 1$ the sequence $\left\{w_{m}, \mathscr{L}_{m}, 1 \leqq m \leqq 2^{k}\right\}$ is a martingale difference sequence uniformly bounded by $c=100\|h\|_{2} 2^{k}$. We apply Lemma 5.4.1 and Corollary 5.4.1 of Stout [21] with $\lambda=1 / c$ and obtain

$$
P\left\{\max _{n \leqq 2^{k}} \exp \left(\lambda \sum_{m \leqq n} w_{m}-\frac{1}{2} \lambda^{2} \frac{3}{2} \sum_{m \leqq n} E\left(w_{m}^{2} \mid \mathscr{L}_{m-1}\right)\right)>\frac{1}{4} k^{2}\right\} \leqq 4 k^{-2} .
$$

Hence by the Borel Cantelli lemma there is with probability 1 a $k_{0}=k_{0}(\omega)$ such that for all $k \geqq k_{0}$

$$
\begin{align*}
& \max _{n \leqq 2^{k}} \lambda \sum_{m \leqq n} w_{m} \leqq 2 \log \log 2^{k}+\frac{3}{4} \lambda^{2} \sum_{m \leqq 2^{k}} E\left(w_{m}^{2} \mid \mathscr{L}_{m-1}\right)  \tag{5.5}\\
& \leqq 2 \log \log 2^{k}+\frac{3}{4} \lambda^{2} \sum_{m \leqq 2^{k}} E\left(v_{m}^{2} \mid \mathscr{L}_{m-1}\right) .
\end{align*}
$$

Now Lemma 5.2 implies that there exists with probability 1 an $m_{0}=m_{0}(\omega)$ such that for all $m \geqq m_{0}(\omega)$ and all $\omega$

Hence by (5.5)

$$
E\left(v_{m}^{2} \mid \mathscr{L}_{m-1}\right) \leqq 12\|h\|_{2}^{2} m \log \log m
$$

$$
\max _{n \leqq 2^{k}} \lambda \sum_{m \leqq n} w_{m} \leqq 3 \log \log 2^{k}
$$

We substitute $\lambda$ and obtain the lemma.

For the proof of Proposition 5.1 it remains to show that in Lemma $5.3 w_{m}$ can be replaced by $v_{m}$. This will follow from the following two lemmas and the strong law of large numbers applied to the sequence $\left\{h\left(X_{n}, X_{n}\right), n \geqq 1\right\}$.

Lemma 5.4. With probability 1 there exists an $m_{0}=m_{0}(\omega)$ such that for all $m \geqq m_{0}$

$$
\left|w_{m}-y_{m}\right| \leqq 2\|h\|_{2} \log \log m
$$

Proof. Recall from the proof of Lemma 2.4 that $\left\{v_{m}-\int h(x, x) d x, \mathscr{L}_{m}, m \geqq 1\right\}$ is a martingale difference sequence. Thus by (5.4) and Lemma 5.2 there exists with probability 1 an $m_{0}=m_{0}(\omega)$ such that for all $m \geqq m_{0}$

$$
\begin{aligned}
\left|w_{m}-y_{m}\right| & =\left|E\left(y_{m} \mid \mathscr{L}_{m-1}\right)\right| \leqq\left|E\left(v_{m} 1\left\{\left|v_{m}\right|>50\|h\|_{2} m\right\} \mid \mathscr{L}_{m-1}\right)\right|+\|h\|_{2} \\
& \leqq\left(50\|h\|_{2} m^{-1}\right) E\left(v_{m}^{2} \mid \mathscr{L}_{m-1}\right)+\|h\|_{2} \leqq 2\|h\|_{2} \log \log m .
\end{aligned}
$$

Lemma 5.5. We have with probability 1

$$
n^{-1} \sum_{i<n} h\left(X_{i}, X_{n}\right) \rightarrow 0 .
$$

Proof. It is enough to show that for each $\varepsilon>0$

$$
\begin{equation*}
n^{-1} \sum_{i<n} h\left(X_{i}, X_{n}\right)>\varepsilon \quad \text { only finitely often a.s. } \tag{5.6}
\end{equation*}
$$

Since we can replace $h$ by $19 h / \varepsilon$ without violating (1.8) it suffices to show (5.6) with $\varepsilon=19$. Put

$$
\begin{aligned}
\tau_{n} & =\mathrm{n} / \log n \\
g_{n}(x, y) & =h(x, y) 1\left\{h \leqq \tau_{n}\right\}
\end{aligned}
$$

and

$$
h_{n}(x, y)=g_{n}(x, y)-\int g_{n}(u, y) d u-\int g_{n}(x, v) d v+\iint g_{n}(u, v) d u d v
$$

We shall prove that with probability 1 both

$$
\begin{equation*}
n^{-1} \sum_{i<n}\left(h\left(X_{i}, X_{n}\right)-h_{n}\left(X_{i}, X_{n}\right)\right)>3 \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
n^{-1} \sum_{i<n} h_{n}\left(X_{i}, X_{n}\right)>16 \tag{5.8}
\end{equation*}
$$

happen only finitely often.
To prove (5.7) we set

$$
\begin{aligned}
& I_{1}(n)=n^{-1} \sum_{i<n} h\left(X_{i}, X_{n}\right) 1\left\{h\left(X_{i}, X_{n}\right)>\tau_{n}\right\} \\
& I_{2}(n)=n^{-1} \sum_{i<n} \int h\left(u, X_{n}\right) 1\left\{h\left(u, X_{n}\right)>\tau_{n}\right\} d u \\
& I_{3}(n)=n^{-1} \sum_{i<n} \int h\left(X_{i}, v\right) 1\left\{h\left(X_{i}, v\right)>\tau_{n}\right\} d v
\end{aligned}
$$

and

$$
I_{4}(n)=\iint h(u, v) 1\left\{h>\tau_{n}\right\} d u d v
$$

and observe that the left side of (5.7) equals $\sum_{j=1}^{4} I_{j}(n)$. Now

$$
\begin{align*}
\sum_{n \geqq 1} P\left(I_{1}(n) \neq 0\right) & \leqq \sum_{n \geqq 1} n P\left\{h\left(X_{1}, X_{2}\right)>\tau_{n}\right\}  \tag{5.9}\\
& =\sum_{n \geqq 1} n \sum_{j \geqq n} P\left\{\tau_{j}<h\left(X_{1}, X_{2}\right) \leqq \tau_{j+1}\right\} \\
& \ll \sum_{j \geqq 1} j^{2} P\left\{\tau_{j}<h\left(X_{1}, X_{2}\right) \leqq \tau_{j+1}\right\} \\
& \ll \int h^{2}(x, y) \log h^{2}(x, y) d x d y<\infty
\end{align*}
$$

Next, since

$$
\begin{aligned}
I_{2}(n) & \leqq \int\left|h\left(u, X_{n}\right)\right| 1\left\{\left|h\left(u, X_{n}\right)\right|>\tau_{n}\right\} d u \\
& \leqq \tau_{n}^{-1} \int h^{2}\left(u, X_{n}\right) d u=\tau_{n}^{-1} A_{n} \quad \text { (say) }
\end{aligned}
$$

we obtain by Jensen's inequality with $\phi(x)=x \log x$

$$
\begin{align*}
\sum_{n \geqq 1} P\left(I_{2}(n)>1\right) & \leqq \sum_{n \geqq 1} P\left(A_{n}>\tau_{n}\right) \leqq \sum_{n \geqq 1} P\left(\phi\left(A_{n}\right)>n\right)  \tag{5.10}\\
& \ll E\left(A_{1}\right) \ll E \int \phi\left(h^{2}\left(u, X_{1}\right)\right) d u<\infty
\end{align*}
$$

Further,

$$
\begin{align*}
\sum_{n \leqq 1} P\left(I_{3}(n)>1\right) & \leqq \sum_{n \geqq 1} n^{-1} E\left(\int h\left(X_{i}, v\right) 1\left\{h\left(X_{i}, v\right)>\tau_{n}\right\} d v\right)^{2}  \tag{5.11}\\
& \leqq \sum_{n \geqq 1} n^{-1} \iint h^{2}(x, y) 1\left\{h(x, y)>\tau_{n}\right\} d x d y \\
& =\sum_{n \leqq 1} n^{-1} \sum_{j \geqq n} E h^{2}\left(X_{1}, X_{2}\right) 1\left\{\tau_{j}<h\left(X_{1}, X_{2}\right) \leqq \tau_{j+1}\right\} \\
& \ll \sum_{j \geqq 1} \log j E h^{2}\left(X_{1}, X_{2}\right) 1\left\{\tau_{j}<h\left(X_{1}, X_{2}\right) \leqq \tau_{j+1}\right\} \\
& \ll E h^{2}\left(X_{1}, X_{2}\right) \log ^{2} h\left(X_{1}, X_{2}\right)<\infty
\end{align*}
$$

Since trivially $I_{4}(n) \rightarrow 0$ (5.7) follows from (5.9), (5.10), (5.11) and the Borel Cantelli lemma.

For the proof of (5.8) let $X_{0}$ be a random variable with $\mathscr{L}\left(X_{0}\right)=\mathscr{L}\left(X_{1}\right)$ and independent of the sequence $\left\{X_{j}, j \geqq 1\right\}$. Let $\mathscr{F}_{i}$ be the $\sigma$-field generated by $X_{0}, X_{1}, \ldots, X_{i}$. Then $\left\{h_{n}\left(X_{i}, X_{0}\right), \mathscr{F}_{i}, 1 \leqq i<n\right\}$ is a martingale difference sequence satisfying

$$
\begin{equation*}
h_{n}\left(X_{i}, X_{0}\right) \leqq c=4 \tau_{n} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{align*}
\sum_{i<n} E\left(h_{n}^{2}\left(X_{i}, X_{0}\right) \mid \mathscr{F}_{i-1}\right) & \leqq 2 \sum_{i<n} \int h^{2}\left(u, X_{0}\right) d u+2 \sum_{i<n} \iint h^{2}(x, y) d x d y  \tag{5.13}\\
& <2 n \int h^{2}\left(u, X_{0}\right) d u+2 n \iint h^{2}(x, y) d x d y .
\end{align*}
$$

We now apply Lemma 5.4 .1 and Corollary 5.4 .1 of Stout [21] with $\lambda=1 / \mathrm{c}$ and obtain

$$
\begin{aligned}
& P\left\{n^{-1} \sum_{i<n} h_{n}\left(X_{i}, X_{n}\right)>16\right\} \\
& \quad=P\left\{\log n /(4 n) \sum_{i<n} h_{n}\left(X_{i}, X_{0}\right)>4 \log n\right\} \\
& \quad \leqq P\left\{\operatorname { e x p } ( \lambda \sum _ { i < n } h _ { n } ( X _ { i } , X _ { 0 } ) ) \cdot \operatorname { e x p } \left(-\frac{1}{2} \lambda^{2}\left(1+\frac{1}{2} \lambda c\right)\right.\right. \\
& \left.\left.\quad \cdot \sum_{i<n} E\left(h^{2}\left(X_{i}, X_{0}\right) \mid \mathscr{F}_{i-1}\right)\right)>n^{2}\right\} \\
& \quad+P\left\{\frac{1}{2} \lambda^{2}\left(1+\frac{1}{2} \lambda c\right) \sum_{i<n} E\left(h^{2}\left(X_{i}, X_{0}\right) \mid \mathscr{F}_{i-1}\right)>2 \log n\right\} \\
& \quad \leqq n^{-2}+P\left\{\int h^{2}\left(u, X_{0}\right) d u>8 \tau_{n}\right\} \\
&
\end{aligned}<n^{-2}+P\left(A_{n}>8 \tau_{n}\right) .
$$

by (5.13). Now (5.8) follows from (5.10) and the Borel Cantelli lemma. Since (5.7) and (5.8) together prove (5.6) with $\varepsilon=19$ Lemma 5.5 is proven.

We now turn to the proof of Theorem 2. Several steps in the argument also will be used in the proof of Theorem 1, given at the end of this section. We modify the proof of Theorem 4 as given in Sect. 4. Let $\varepsilon_{k} \downarrow 0$ slowly and put

$$
\begin{equation*}
t_{k}=\prod_{j \leqq k}\left(1+\varepsilon_{j}\right), \quad n_{k}=t_{k}-t_{k-1}=t_{k-1} \varepsilon_{k} . \tag{5.14}
\end{equation*}
$$

Moreover, we choose sequences $M_{k} \uparrow \infty$ and $g_{k} \uparrow \infty$ both slowly at a rate to be determined later. Next, let $f_{l}: \mathbb{R}^{2} \rightarrow \mathbb{R}, l \geqq 1$ be a sequence of simple functions with sets of constancy being measurable rectangles $A_{i} \times A_{j}$ such that

$$
\begin{equation*}
\left\|h-f_{l}\right\|_{2} \leqq 2^{-l-1} / 600 . \tag{5.15}
\end{equation*}
$$

Denote by $d\left(f_{l}\right)$ the number of values $f_{l}$ assumes. By Proposition 5.1 we have for every $l \geqq 1$

$$
\limsup _{n \rightarrow \infty}(n \log \log n)^{-1} V_{n}\left(h-f_{l}\right) \leqq 2^{-l-1} \quad \text { a.s. }
$$

and by Lemma 3.1 we have the same relation but with $V_{n}$ replaced by $W_{n}$. Hence we can find a sequence $r_{l} \uparrow \infty$ such that

$$
P\left\{\sup _{n \geqq r_{l}}(n \log \log n)^{-1} V_{n}\left(h-f_{l}\right) \geqq 2^{-l}\right\} \leqq 2^{-l} .
$$

Thus by the Borel Cantelli lemma we have that

$$
\begin{equation*}
\sup _{n \geqq r_{2}}(n \log \log n)^{-1} V_{n}\left(h-f_{l}\right) \rightarrow 0 \quad \text { a.s. } \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{n \geqq r_{l}}(n \log \log n)^{-1} W_{n}\left(h-f_{l}\right) \rightarrow 0 \quad \text { a.s. } \tag{5.17}
\end{equation*}
$$

We now approximate $h$ on $\left(t_{k}, t_{k+1}\right]$ by a subsequence of $\left\{f_{l}, l \geqq 1\right\}$ defined as follows. We let $l=l(k)$ be the largest integer satisfying

$$
\begin{equation*}
r_{l} \leqq t_{\kappa}, \quad\left\|f_{l}\right\|_{\infty} \leqq M_{k} \quad \text { and } \quad d\left(f_{l}\right) \leqq d_{k} \tag{5.18}
\end{equation*}
$$

where $M_{k}, d_{k}$ and also $\varepsilon_{k}$ tend to their respective limits slowly at a rate still to be determined. We define

$$
\begin{equation*}
g_{k}=f_{l(k)} \tag{5.19}
\end{equation*}
$$

Since $l(k) \rightarrow \infty$ we have $\left\|h-g_{k}\right\|_{2} \rightarrow 0$.
We now follow the proof of Theorem 3. Relation (4.9) becomes

$$
\pi\left(\mathscr{L}\left(n_{k}^{-1} R_{k}\right), \mathscr{N}\left(O, C_{k}\right)\right) \ll n_{k}^{-\frac{1}{v}} d_{k}^{\frac{1}{k}} .
$$

We can assume without loss of generality that $\varepsilon_{k} \downarrow 0$ and $d_{k} \uparrow \infty$ so slowly that $\sum_{k \geqq 1} n_{k}^{-\frac{1}{90}} d_{k}<\infty$. Then (4.12) gets replaced by

$$
\begin{equation*}
\left(\sum_{i \leqq d_{k}}\left(R\left(A(i, k), H_{k}\right)-K\left(A(i, k), H_{k}\right)\right)^{2}\right)^{\frac{1}{2}} \ll n_{k}^{\frac{1}{2}} n_{k}^{-\frac{1}{9}} d_{k}^{\frac{1}{3}} \ll n_{k}^{\frac{4}{1_{0}}} . \tag{5.20}
\end{equation*}
$$

Lemma 5.6. Let $I_{k}=\left(t_{\kappa}, t_{k}\right)$. Then we have with probability 1

$$
\iint g_{\kappa}(x, y)\left(R\left(d x, I_{k}\right) R\left(d y, I_{k}\right)-K\left(d x, I_{k}\right) K\left(d y, I_{k}\right)\right) \ll n_{k} .
$$

Proof. We follow the proof of Lemma 4.2. The bound in (4.19) is replaced by $d_{\frac{1}{\frac{1}{2}}}^{n} \frac{4}{k^{0}}$. (4.20) still reads $\left\|K_{l}\right\| \ll n_{l}^{\frac{1}{2}} l^{\frac{1}{2}}$. Hence the bound in (4.21) becomes $M_{k} d_{\frac{1}{2}}^{\frac{1}{k}} n_{k}^{\frac{4}{0}} n_{\frac{1}{2}}^{\frac{1}{2}} d_{\frac{1}{k}}^{\frac{1}{2}} h^{\frac{1}{2}}$. Thus we obtain in the lemma the bound $M_{k} d_{k} k^{\frac{5}{2}} n_{k}^{\frac{9}{10}} \ll n_{k}$ if both $\varepsilon_{k} \downarrow 0$ and $M_{k} \uparrow \infty$ sufficiently slowly.

The following lemma is an immediate extension of Lemma 5.4.1 and Corollary 5.4.1 of Stout [21].

Lemma 5.7. Let $\left\{U_{n}, \mathscr{F}_{n}, n \geqq 1\right\}$ be a supermartingale with $E U_{1}=0$. Let $U_{0}=0$ and $Y_{i}=U_{i}-U_{i-1}$ for $i \geqq 1$. Suppose $Y_{i} \leqq c$ a.s. for some $0 \leqq c<\infty$ and all $i \geqq 1$. Let $\lambda>0$ and
$T_{n}=\exp \left(\lambda U_{n}\right) \exp \left(-\frac{1}{2} \lambda^{2} e^{\lambda c} \sum_{i \leqq n} E\left(Y_{i}^{2} \mid \mathscr{F}_{i-1}\right)\right), \quad n \geqq 1$
and $T_{0}=1$ a.s. Then $\left\{T_{n}, \mathscr{F}_{n}, n \geqq 0\right\}$ is a non-negative supermartingale and for each $\alpha>0$

$$
P\left\{\sup _{n \geqq 0} T_{n}>\alpha\right\}<1 / \alpha .
$$

Lemma 5.8. As $k \rightarrow \infty$ we have with probability 1

$$
\max _{t_{k}<n \leqq t_{k+1}}\left|V_{n}(h)-V_{t_{k}}(h)\right|=o\left(t_{k} \log \log t_{k}\right)
$$

Proof. We use the notation introduced earlier in this section. Because of Lemmas 5.4 and 5.5 it is enough to show that

$$
\begin{equation*}
\max _{t_{k}<n \leq t_{k+1}}\left|\sum_{m=t_{k}+1}^{n} w_{m}\right|=o\left(t_{k} \log \log t_{k}\right) \quad \text { a.s. } \tag{5.21}
\end{equation*}
$$

To prove this we apply Lemma 5.7 to the martingale difference sequence $\left\{w_{m}, \mathscr{L}_{m}, t_{k}<m \leqq t_{k+1}\right\}$ with $c=50\|h\|_{2} t_{k+1}$ and $\lambda=1 /(c \phi(k))$ where $\phi(k) \downarrow 0$ is chosen such that

$$
\begin{equation*}
e^{1 / \phi(k)} \varepsilon_{k} / \phi^{2}(k) \rightarrow 0 \tag{5.22}
\end{equation*}
$$

We obtain with $\alpha=\exp \left(4 \log \log t_{k}\right)$

$$
\begin{aligned}
& P\left\{\max _{t_{k}<n \leqq t_{k+1}} \exp \left(\lambda \sum_{m=t_{k}+1}^{n} w_{m}\right) \exp \left(-\frac{1}{2} \lambda^{2} e^{\lambda c} \sum_{m=t_{k}+1}^{n} E\left(w_{m}^{2} \mid \mathscr{L}_{m-1}\right)\right)>\alpha\right\} \\
& \quad \leqq 1 / \alpha \ll k^{-2}
\end{aligned}
$$

if $\varepsilon_{k} \downarrow 0$ so slowly that $t_{k} \geqq \exp k^{\frac{1}{2}}$. Hence by Lemma 5.2 and (5.14) we obtain with probability 1 a $k_{0}(\omega)$ such that for all $k \geqq k_{0}$

$$
\begin{aligned}
\max _{t_{k}<n \leqq t_{k+1}} \lambda \sum_{m=t_{k}+1}^{n} w_{m} & \leqq 4 \log \log t_{k}+\frac{1}{2} \lambda^{2} e^{\lambda c} \sum_{m=t_{k}+1}^{t_{k+1}} E\left(w_{m}^{2} \mid \mathscr{L}_{m-1}\right) \\
& \ll\left(4+e^{1 / \phi(k)} \varepsilon_{k} /\left(5,000 \phi^{2}(k)\right)\right) \log \log t_{k} .
\end{aligned}
$$

Substituting $\lambda$ and using (5.22) we obtain (5.21) and thus the lemma.
Lemma 5.9. As $k \rightarrow \infty$ we have with probability 1

$$
\iint\left(h(x, y)-g_{k}(x, y)\right) R\left(d x, I_{k}\right) R\left(d y, I_{k}\right)=o\left(t_{k} \log \log t_{k}\right) .
$$

Proof. Let $\varepsilon>0$. By (5.16) there is a set $\Omega_{0}$ with $P\left(\Omega_{0}\right)=1$ and an $l_{0}=l_{0}(\varepsilon, \omega)$ such that for all $\omega \in \Omega_{0}$ and $l \geqq l_{0}$

$$
\sup _{n \geqq r_{l}}(n \log \log n)^{-1} V_{n}\left(h-f_{l}\right) \leqq \varepsilon
$$

Let $k$ be so large that $l(\kappa) \geqq l_{0}$, so $g_{\kappa}=f_{l}$ for some $l \geqq l_{0}$. Moreover, by (5.18) $t_{k} \geqq r_{l(k)} \geqq r_{l(k)}$. Hence for all $\omega \in \Omega_{0}$

$$
\left(t_{k} \log \log t_{k}\right)^{-1} V_{t_{k}}\left(h-g_{k}\right) \leqq \sup _{n \geqq r_{l(k)}}(n \log \log n)^{-1} V_{n}\left(h-f_{l(\kappa)}\right) \leqq \varepsilon .
$$

This shows that

$$
V_{t_{k}}\left(h-g_{k}\right)=o\left(t_{k} \log \log t_{k}\right) .
$$

Since Lemma 4.4 remains valid if $\varepsilon_{k} \downarrow 0$ so slowly that $t_{k} \geqq \exp k^{\frac{3}{4}}$ and with $h$ replaced by $h-g$ this last relation implies the lemma.

We need Lemmas 5.8 and 5.9 but with $V$ and $R$ replaced by $W$ and $K$ respectively.
Lemma 5.10. As $k \rightarrow \infty$ we have with probability 1

$$
\max _{t_{k}<n \leqq t_{k+1}}\left|W_{n}(h)-W_{t_{k}}(h)\right|=o\left(t_{k} \log \log t_{k}\right)
$$

Proof. As in the proof of Lemma 3.1 we have

$$
\begin{aligned}
& P\left\{\max _{t_{k}<n \leqq t_{k+1}} \sum_{m=t_{k}+1}^{n}\left(w_{m}-c\right) \geqq 20\|h\|_{2} n_{k} \log \log t_{k}\right\} \\
& \quad=P\left\{\max _{t_{k}<n \leqq t_{k+1}} \exp \left(n_{k}^{-1} t \sum_{m=t_{k}+1}^{n}\left(w_{m}-c\right)\right) \geqq \exp \left(4 \log \log t_{k}\right)\right\} \\
& \quad \leqq \exp \left(-4 \log \log t_{k}\right) E \exp \left(n_{k}^{-1} t \sum_{m=t_{k}+1}^{t_{k}+1} w_{m}\right) \exp (-c t) \\
& \\
& \ll k^{-2} E \exp \left(t W_{1}(h)\right) \ll k^{-2} .
\end{aligned}
$$

The lemma follows now from the Borel Cantelli lemma since $n_{k}=\varepsilon_{k} t_{k-1}$.
Lemma 5.11. As $k \rightarrow \infty$ we have with probability 1

$$
\iint\left(h(x, y)-g_{\kappa}(x, y)\right) K\left(d x, I_{k}\right) K\left(d y, I_{k}\right)=o\left(t_{k} \log \log t_{k}\right) .
$$

Proof. Since the analogue of Lemma 4.4 remains valid with $R$ replaced by $K$ it is enough to prove that with probability 1

$$
W_{t_{k}}\left(h-g_{k}\right)=o\left(t_{k} \log \log t_{k}\right)
$$

But this follows from Theorem 5 in much the same way as Lemma 3.1. We have with $t=\left(5\left\|h-g_{\kappa}\right\|_{2}\right)^{-1}$ and $c=E \iint\left(h-g_{\kappa}\right)(x, y) B_{1}(d x) B_{1}(d y)$

$$
\begin{aligned}
& P\left\{\max _{n \leqq t_{k}}\left(W_{n}\left(h-g_{k}\right)-n c\right) \geqq 20 t_{k}\left\|h-g_{k}\right\|_{2} \log \log t_{k}\right\} \\
& \quad \leqq \exp \left(-4 \log \log t_{k}\right) E \exp \left(t t_{k}^{-1}\left(W_{t_{k}}\left(h-g_{k}\right)-t_{k} c\right)\right) \\
& \quad \ll k^{-2} E \exp \left(t W_{1}\left(h-g_{k}\right)\right) \ll k^{-2} . \square
\end{aligned}
$$

The proof of Theorem 2 can now be completed as in the last paragraph of Sect. 4.

For the proof of Theorem 1 we replace Lemma 5.8 and 5.9 by the following one and observe that they remain valid if we replace $V$ and $R$ by $W$ and $K$ respectively.
Lemma 5.12. As $k \rightarrow \infty$

$$
\begin{aligned}
t_{k}^{-1} \max _{t_{k}<n \leqq t_{k+1}}\left|V_{n}(h)-V_{t_{k}}(h)\right| \rightarrow 0 & \text { in probability. } \\
t_{k}^{-1} \iint\left(h(x, y)-g_{\kappa}(x, y)\right) R\left(d x, I_{k}\right) R\left(d y, I_{k}\right) \rightarrow 0 & \text { in probability. }
\end{aligned}
$$

Proof. This is an immediate consequence of Doob's generalization of Kolmogorov's inequality, of Lemma 2.1 and since $\varepsilon_{k} \downarrow 0$. Recall that as was noted in the proof of Lemma $2.4\left\{V_{n}(h)-n \int h(x, x) d x, \mathscr{L}_{n}, n \geqq 1\right\}$ is a martingale.

## 6. Extensions

Theorem 4 can easily be extended to kernels in more than two arguments and to the multivariate case. Let $\left\{X_{j}, j \geqq 1\right\}$ be a sequence of independent identi-
cally distributed random vectors in $\mathbb{R}^{q}, q \geqq 1$ and let $\left\{R(s, t), s \in \mathbb{R}^{q}, t \geqq 0\right\}$ be the empirical process of $\left\{X_{j}, j \geqq 1\right\}$. Let $h: \mathbb{R}^{m q} \rightarrow \mathbb{R}^{d}$ be a measurable function; here $m \geqq 2$. Suppose that for some $\delta \geqq 0$

$$
\begin{equation*}
\int_{\mathbb{R}^{m q}}\left|\hat{h}\left(y_{1}, \ldots, y_{s}\right)\right|^{2+\delta} d F\left(y_{1}\right) \ldots d F\left(y_{s}\right)<\infty \quad s=1,2, \ldots, m \tag{6.1}
\end{equation*}
$$

with the following interpretation. $F$ is the common distribution function of $\left\{X_{j}, j \geqq 1\right\}$, and $\hat{h}$ is defined by a fixed partition $C_{1}, \ldots, C_{s}$ of $\{1, \ldots, m\}$ via the relation $\hat{h}\left(y_{1}, \ldots, y_{s}\right)=h\left(x_{1}, \ldots, x_{m}\right)$ with $x_{i}=y_{j}$ iff $i \in C_{j}$. Then $\|h\|_{2+\delta}$ is defined as the sum over all possible integrals of the form (6.1) raised to the power $1 /(2+\delta)$. For $\|h\|_{2}<\infty$ the von Mises statistic is defined as the $\mathbb{R}^{d}$-valued process

$$
V_{n}(h)=\int h\left(x_{1}, \ldots, x_{m}\right) R\left(d x_{1}, n\right) \ldots R\left(d x_{m}, n\right) .
$$

The Kiefer process figuring in the approximating integrals has covariance function $E K(s, t) K\left(s^{\prime}, t\right)=\min \left(t, t^{\prime}\right)\left(F\left(s \wedge s^{\prime}\right)-F(s) \cdot F\left(s^{\prime}\right)\right), s, s^{\prime} \in \mathbb{R}^{q}$. Here $s \wedge s^{\prime}$ is the vector with components being the minimum of the corresponding components. It is clear now how to reformulate Theorem 4 to conform with this more general situation. However, in the error terms the exponent 1 on $n$ has to be replaced by $\frac{1}{2} m$. The changes required in the proof are routine.

The extension to the multisample case, i.e. to statistics of the form

$$
\iint h\left(x_{1}, \ldots, x_{m_{1}}, y_{1}, \ldots, y_{m_{2}}\right) \prod_{i \leqq m_{1}} R\left(d x_{i}, n_{1}\right) \prod_{j \leqq m_{2}} R^{*}\left(d y_{j}, n_{2}\right)
$$

where $R$ and $R^{*}$ are the empirical processes of independent samples appears not to be obvious. If $n_{1}=n_{2}$ the methods of the present paper still work with virtually no changes. However, if $n_{1}=n_{2}$ is not assumed then presumably the methods of [1] combined with the methods of the present paper will lead to the desired extension.

## 7. Hölder Continuity and Bounded Variation

In this section we give two sufficient conditions on $h$ which guarantee that (1.10) holds. All the standard kernels satisfy one of these conditions. A function $h: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is called Hölder continuous with exponents $\rho, r>0$ and constant $C$ if for all $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}$

$$
\begin{equation*}
\left|h\left(x_{1}, \ldots, x_{m}\right)-h\left(y_{1}, \ldots, y_{m}\right)\right| \leqq C \sum_{i, j \leqq m}\left|x_{i}-y_{i}\right|^{\rho}\left(1+\left|x_{j}\right|^{r}+\left|y_{j}\right|^{r}\right) . \tag{7.1}
\end{equation*}
$$

Lemma 7.1. Let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be Hölder continuous with exponents $\rho, r>0$ and constant $C$ and suppose that $F$ is a distribution function on $\mathbb{R}^{m}$ having a moment of order $2(r+\rho)+\delta$ for some $\delta>0$. Then there is a constant $D$ with the following property: For every $d \in \mathbb{N}$ there exists a partition $\alpha=\{A(i, d), 1 \leqq i \leqq d\}$ of $\mathbb{R}$ and $g\left(i_{1}, \ldots, i_{m}\right) \in \mathbb{R}$ such that

$$
\left\|h-\sum_{i_{1}, \ldots, i_{m}} g\left(i_{1}, \ldots, i_{m}\right) 1_{A\left(i_{1}, d\right) \times \ldots \times A\left(i_{m}, d\right)}\right\|_{2} \leqq D d^{-\rho \delta /(2 \rho+\delta)}
$$

Proof. Recall that $\|h\|_{2}$ was defined in Sect. 6. Put

$$
\begin{align*}
K & =d^{2 \rho /(2 \rho+\delta)}, \quad M=\frac{1}{2} K^{\frac{1}{2} \delta / p}  \tag{7.2}\\
c_{i} & =-K+(i-1) / M, \quad 1 \leqq i \leqq d, \quad c_{0}=-\infty, \quad c_{d}=+\infty
\end{align*}
$$

For $0 \leqq i_{j}<d(1 \leqq j \leqq m)$ we set

$$
\begin{align*}
g\left(i_{1}, \ldots, i_{m}\right) & =h\left(c_{i_{1}}, \ldots, c_{i_{m}}\right)  \tag{7.3}\\
A\left(i_{j}, d\right) & =\left[c_{i_{j}}, c_{i_{j}+1}\right)
\end{align*}
$$

The lemma follows easily by elementary calculations.
Corollary 7.2. Under the hypotheses of Lemma 7.1 condition (1.10) is satisfied with $\gamma=\rho \delta /(2 \rho+\delta)$.
Proof. For $r=1,2, \ldots$ apply Lemma 7.1 with $d=2^{r}$. As can be seen from the proof of Lemma 7.1 we obtain for each $r=1,2, \ldots$ a sequence $-\infty$ $=c_{0}^{r}<c_{1}^{r}<\ldots<c_{2^{r}}^{r}=+\infty$ and simple functions

$$
h^{r}=\sum_{0 \leqq i_{j}<2^{r}} g^{r}\left(i_{1}, \ldots, i_{m}\right) 1_{A\left(i_{1}, 2^{r}\right) \times \ldots \times A\left(i_{m}, 2^{r}\right)}
$$

where $A\left(i, 2^{r}\right)=\left[c_{1}^{r}, c_{i+1}^{r}\right), 0 \leqq i<2^{r}$ such that $\left\|h-h^{r}\right\|_{2} \leqq C_{0} 2^{-r \gamma}$. We define a new partition $\beta(r)$ of $\mathbb{R}$ into (at most) $2^{r}$ sets $\left\{-\infty=b_{0} \leqq b_{1} \leqq \ldots \leqq b_{2^{r}}=\infty\right\}$ by reordering $\bigcup_{s<r} \bigcup_{1 \leqq i<2^{s}}\left\{c_{i}^{s}\right\} .\{\beta(r), r \geqq 2\}$ is a refining sequence of partitions and $h^{r-1}$ is measurable with respect to the $\sigma$-field generated by $\beta(r)$.

The second condition is on the mean oscillation of $h:[0,1]^{m} \rightarrow \mathbb{R}$. For $\varepsilon>0$ and $x \in \mathbb{R}^{m}$ put

$$
\operatorname{osc}(h, \varepsilon, x)=\sup \left\{|h(x)-h(y)|: y \in \mathbb{R}^{m},|x-y|<\varepsilon\right\} .
$$

Lemma 7.3. Suppose that $h:[0,1]^{m} \rightarrow \mathbb{R}$ satisfies

$$
\begin{equation*}
\sup _{\varepsilon>0} \varepsilon^{-r} \int_{\mathbb{R}^{m}}(\operatorname{osc}(h, \varepsilon, x))^{2} d x<\infty \tag{7.4}
\end{equation*}
$$

for some $r>0$. Moreover suppose that (7.4) holds along each diagonal of $[0,1]^{m}$. Then the conclusions of Lemma 7.1 and Corollary 7.2 hold with exponent $-\rho \delta /(2 \rho+\delta)$ replaced by $-r$.
Proof. Let $c_{i}=i / d, 0 \leqq i \leqq d$ and define $g\left(i_{1}, \ldots, i_{m}\right)$ and $A(i, d)$ by (7.3). Then for each $x \in A\left(i_{1}, d\right) \times \ldots \times A\left(i_{m}, d\right)$

$$
\left|h(x)-g\left(i_{1}, \ldots, i_{m}\right)\right| \leqq \operatorname{osc}(h, 1 / d, x)
$$

## 8. Examples

Theorems 1 through 4 immediately apply to the standard examples frequently mentioned in this context. (See [10].)
8.1. For the estimator of the sample variance $S^{2}$ we have the relation

$$
n^{2} S^{2}=n \sum_{i \leqq n}\left(X_{i}-\bar{X}\right)^{2}=\sum_{1 \leqq i, j \leqq n}\left(X_{i}-X_{j}\right)^{2}=\sum_{1 \leqq i \neq j \leqq n}\left(X_{i}-X_{j}\right)^{2}
$$

So we can set $m=2$ and $h(x, y)=\frac{1}{2}(x-y)^{2}$. Of course, $h$ is non-degenerate, but setting $h_{1}(x)=\frac{1}{2} x^{2}-x \int y d F(y)+\frac{1}{2} \int y^{2} d F(y)$ and $\sigma^{2}=\iint h(x, y) d F(x) d F(y)$ we have

$$
n^{2}\left(S^{2}-2 \sigma^{2}\right)=2 V_{n}(h)+4 n^{2} \int h_{1}(x) d\left(F_{n}(x)-F(x)\right) .
$$

Assuming suitable moment conditions on $F$ we conclude from (1.13), (1.14), etc. that $n^{\frac{1}{2}}\left(S^{2}-2 \sigma^{2}\right)$ can be approximated by the same Brownian motion as $4 n^{\frac{1}{2}} \int h_{1}(x) d\left(F_{n}(x)-F(x)\right)$, a result due to Sen [20]. However, according to Theorems 2 or 3 together with Lemma 7.1 and Corollary 7.2 the difference of these two expressions can be approximated by a suitable $W_{n}$. In particular, we obtain from Theorems 3 and 2 with probability 1

$$
\limsup _{n \rightarrow \infty} n^{\frac{1}{2}} /(2 \log \log n)\left(n^{\frac{1}{2}}\left(S^{2}-2 \sigma^{2}\right)-4 n^{\frac{1}{2}} \int h_{1}(x) d\left(F_{n}(x)-F(x)\right)\right)=2 C\left(h^{*}\right)
$$

where $C\left(h^{*}\right)=\sigma^{2}$.
8.2. Similarly for the Wilcoxon signed rank statistic the function

$$
\begin{aligned}
h(x, y) & =1 & & \text { if } x+y>0 \\
& =0 & & \text { otherwise }
\end{aligned}
$$

is non-degenerate and one can proceed as in Sect. 8.1, replacing Lemma 7.1 and Corollary 7.2 by Lemma 7.3.
8.3. In the test for the sample covariance the function $h$ we are interested in is $h\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=x_{1} y_{1}-x_{1} y_{2}$ since

$$
\begin{aligned}
\frac{1}{n} \sum_{i \leqq n}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right) & =\frac{1}{n} \sum_{i \leqq n} X_{i} Y_{i}-\bar{X} \bar{Y} \\
& =\int\left(x_{1} y_{1}-x_{1} y_{2}\right) d F_{n}\left(x_{1}, y_{1}\right) d F_{n}\left(x_{2}, y_{2}\right) .
\end{aligned}
$$

So $m=q=2$ and the results of Sect. 6 extending Theorem 4 apply.
8.4. Let $F$ be a distribution function and $I_{1}, \ldots, I_{L}$ be a partition of the real line with probabilities $F\left(I_{l}\right)=p_{l}, 1 \leqq l \leqq L$. Let $\left\{X_{i}, i \geqq 1\right\}$ be a sequence of independent random variables with common distribution function $F$. Put

$$
h(x, y)=\sum_{l \leqq L} p_{l}^{-1}\left(1_{I_{l}}(x)-p_{l}\right)\left(1_{I_{l}}(y)-p_{l}\right) .
$$

Then the statistic

$$
\chi(n, L)=\sum_{l \leqq L} p_{l}^{-1}\left(\operatorname{card}\left\{j \leqq n: X_{j} \in I_{i}\right\}-n p_{l}\right)^{2}=\sum_{1 \leqq i, j \leqq n} h\left(X_{i}, X_{j}\right)
$$

is just the one figuring in the $\chi^{2}$-test of fit. Notice that $h$ is degenerate as $\int h(x, y) d F(x)=0$. The function $h$ satisfies the conditions of Theorem 4. Hence for some Kiefer process and some $\lambda>0$

$$
\chi(n, L)-\iint h(x, y) K(d x, n) K(d y, n) \ll n^{1-\lambda} \quad \text { a.s. }
$$

One can easily derive $C\left(h^{*}\right)=1$ (cf. [9]).
8.5. Let $\alpha(n)=\sqrt{n} \frac{F_{n}(x)-x}{x(1-x)}(0<x<1)$ and consider the statistic

$$
n A_{n}=\int_{0}^{1} \alpha_{n}^{2}(x) d x
$$

where $F_{n}$ denotes the empirical distribution function of a sample of size $n$ taken from the uniform distribution on $[0,1]$. It is easy to see that $n A_{n}$ $=n^{-1} \sum_{1 \leqq i, j \leqq n} h\left(X_{i}, X_{j}\right)$ is derived from a von Mises' functional with kernel

$$
\left.h(x, y)=\int_{0}^{1} u(1-u)\right)^{-1}(1\{x \leqq u\}-u)(1\{y \leqq u\}-u) d u .
$$

From Corollary 1 and the result of de Wet and Venter [5] we deduce $\lim \sup (\log \log n)^{-1} n A_{n}=1$. This result has been obtained by Csáki [3, Theo-
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