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Summary. H~tjek's projection method is used to prove asymptotic normality 
for a class of spacings statistics. 

1. Introduction 

Let X1, X 2 , . . . , X ,  be n independent random variables uniformly distributed on 
[0,1], and let Xo), X(2), ..., X(n) denote the order statistics obtained by 
arranging the Xi's in increasing order. Set X(o)=0 and X(,+~)=I.  Then the 
spacings of the sample are defined by 

Di=X(o-X(i_I), i=  1 ,2 , . . . , n+  1. (1.1) 

Let 
n + l  

S ,=  ~ g(O,), (1.2) 
i = 1  

where g is 
changeability of the D~, 

1 

E[Sn]=(n+ l)E[g(D1)]=(n+ l) Sg(t)n(1-t)" l dt, 
0 

E IS. 2] = (n + 1) E [-g2 (D 1)3 + (n + 1) nE [g(D 1) g(Oz)] 
1 

= (n + 1) 5 g2(t) n(1 - t)"- 1 dt 
0 

+ ( n +  1)n 55 g(s)g(t)n(n-1)(1-s-t) "-edsdt" 
s,t>__O 

O_<s+t_<l 

a square integrable function on the unit interval. From the ex- 

(1.3) 

(1.4) 

Interest in the statistics (1.2) arose from suggestions by Greenwood (1946), 
Kendall, Kimball (1947, 1950) and others that such statistics might be useful for 
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assessing goodness of fit. An excellent survey of results concerning spacings tests 
was made by Pyke (1965). As Pyke noted, there are two general methods of 
deriving limit theorems for statistics of the form (1.2): Darling (1953) found a 
simple formula for the characteristic function of S,, which led to its limiting 
distribution, and LeCam (1958) approached the problem by exploiting the well- 
known construction of uniform spacings as exponential random variables pro- 
portional to their sum. In this note it is shown that asymptotic distributional 
results can also be obtained using Hfijek's projection method. Indeed, in view of 
asymptotic results concerning linear rank statistics [Hfijek, 1968; Dupfic and 
H/ijek, 1969] and linear combinations of order statistics [Stigler, 1969, 1974] 
derived upon using the projection method, it is not at all surprising that the 
method yields useful results with spacings statistics also. The projection approxi- 
mation of S, by a sum of independent random variables is given in the next 
section. In the concluding section, S, and its projection are shown to be 
asymptotically a.s. equivalent in mean square, from whence the asymptotic 
normality of S, follows directly. 

2. Hfijek's Projection Method 

H/tjek's projection method will be used to find a sum of independent random 
variables that well approximates S, in mean square; it will be shown that this 
sum and S, are asymptotically equivalent. For future reference, Hfijek's (1968) 
projection lemma is now stated. 

Lemma 1. Let Y1, Y2, .-., Y, be independent random variables, and let H be the 
Hilbert space of a.s. equivalence classes of square integrable statistics depending 
on ]11, Y2 ..... Yn. Let L be the closed linear subspace of H consisting of statistics of 

the form L =  ~ li(Yi) , where the 1 i are functions such that EI/2(Y/)< oo. I f  
i=1 

S =S(Y~, Y2 .... , Y.)eH, 

then the projection of S on L is given by 

S= ~ E(SI ~ ) - ( n -  1)ES. 
i=1  

Moreover, ES=ES and E ( S -  ~)2 = 0_2 (S) _ a2 (~). 

The projection S, of S, is given in the following lemma. 

Lemma2. For any fixed n, let Y1 < Y2 <= ... < u 1 denote the order statistics 
among X 1 , X  2 .... ,X ,_ I ;  set Yo=l. Let fl denote the density function of Yi, 
1 <_i<_ n - 1 ,  let f j  denote the joint density function of Yi and Yj, and let dF(Y_) be 
the joint density of all the Yi. Then the projection S, of S, may be written 
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S.=nES._ 1 - ( n -  DES. 
n-1 

+ ~ ~--. ~ E 1[~<x~< ~+,][g(x~- y,.)+g(~+ i -xo 
k = l  j = 0  

-- g(Yj+ 1 -- Yj)] dF(Y), (2.1) 

where I is the standard indicator function. 

Proof The proof  is mot ivated  by that of a proposi t ion of Stigler (1974). F r o m  
(1.1), 

D 1 =X(1 ) = rain [Y1, X . ]  = r a in  [Y1 - Yo, X . -  Yo]. 

Hence  
1 

E[g(DO1X.] =f  {I[Vo < X . <  171] g ( X . -  17o) 
0 

+ I[Y, <X.] g( r l  -- Yo)} f , ( Y O d Y 1  �9 

Similarly, since 

D.+ I = t - X( . )=  1 - max[Y._ 1, X . ]  = m i n  [Y. - Y._ 1, Y.--X.],  

1 

E [g(D. + ,)1 X . ]  = ~ {I IX .  < 11._ 1] g(Yn- Yn-1) 
0 

+ I [ Y . - ,  <X .<)~]g (Y . -X . ) } f . - I (Y ._ I )dY .  1. 
Next, write D z as 

[ g t - x .  if Yo<X.<Yx 

D2~-X(2) -X(1)=IXn-Y  1 if YI<Xn<Y2 

[ Y2 - Y1 if Y2 < X, .  
It follows that 

E[g(D2)IX.]= I~ {I[Yo<Xn<YI]g(YI-Xn)  
o-<Ya<Y <1 

+ I[Y, < X .  < YE]g(X.-  Y1) 

+ I[Yz <X.]  g(Ya - Y1)} f,,z(Y1, Y2) dYldY2 �9 
Similarly, 

EEg(D.)IX~l= SS {xEx.< Y~ ~]g(r._,-Y~_=) 
O<=Y~-2<=Y~ ~<=1 

+I[Y._ 2 < X .  < Y,,_ 1] g t Y . - 1 - X n )  

+I[Y._ 1 < x . <  Yo] g ( X . -  r._l)} 
"f•_2,n_L(Yn_2, Y,,_~)dY,_2dY,_x. 

In general, for 3 _< i _< n -  l, 
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E[g(D,)IX.] =~.. .[{I[X.< Y~_ 2] g(Y~_ ~ - Yi-2) 

+ I [Y~- 2 < X . <  Y~_ t] g(Y~_ ~ - X . )  

+ I[Y~_ I <X. < Yi] g (X . -  Yi_ I) 
+ I[Y~ <X. ]  g(Y~- Y~_ ~)} dF(Y_). 

The X~ are independent, identically distributed; therefore, E[g(D~)]X,] can 
be found from E[g(Di)IX,] merely by replacing X. by X k in the appropriate 
formulas. Because 

r.+ I 
E[S.lXk] =E [ ~ g(Di)lXk] 

LI= 1 

n + l  

= Y e[g(Di)[Xk], 
i = 1  

n + l  

suitable reduction of ~ E[g(Di)iXk] must be 
i = i  

afforded by the identities 

i --3 

I [Xk< Y~_ 2-1 = X I [Yj<Xk< Yj+II, i>3, 
j = 0  

and 
n - 1  ? 

I[YiKXk]"= 2 I[Yd'KXk<~+l], i>l. 
j = i  

Then, 

n + l  

~,, g ( Y i -  1 - -  Yi-2)lCXk < Yi-2] 
i=3 

n + l  i - 3  

= 2g(Yi_l-Yi_2)2I[Yd<Xk<Yj+l] 
i=a j=o 
n-,l- n - 1  

j = O  i = 3 + j  

and 
n - 1  

i = 1  
n--1 n--1 

i=1  j = 2  

n--1 j 

--- ~ I [Yj<X~< Yj+I] 2 g(Yi- Y/_ i). 
j = l  i=1  

Also, 

found. Such a reduction is 

IFro <x~ < Y~] g(X~- to) + IFro <x~ < Y~] g(Y~ -x~)  
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n - 1  

+ ~ {I[Yi- a <Xk < Yi- 1]g(Yi- 1 --Xk)+ I[Y//- 1 <Xk < Yi] g(Xk - Yi- 1)} 
i=3 

+I[Y._ 2 < x ~ <  Y._ 13 g(Y._ ~ -  x~) + I[Y._ 1 < x ~ <  Y.]g(xk- Y._ 1) 

+ I[Y._ 1 < X k <  Y~Jg(Y.- Xk) 
f n--1 

= I[Yi_~<Xk<Yi]g(Y~-Xk)4- El[Yi<Xk<Yii+llg(Xk--Yii) 
i=1 i=0 
n--1 

= ~ I[Yi<Xk< Yi+l] [g(Xk - Y~) +g(Y~+ 1 --Xk)]" 
i=0 

Collecting all terms, 
n + l  

E[g(D,)lXk] 
i=1 

:[, "" ~ [[Yo<Xk < Y1 ] g(Xk-- Yo)-[-g(Yl-Xk) @ E g ( Y j + l - Y J )  
j = l  

+ ~ I [ Y , < X k < ~ + l ]  g(~-Yj_O+~(xk-Y~) 
/=1 j- n--1 ] 

/ = l + l  

]t +I[Y,_I <Xk<Y.J[j~= g(Y~-Y J 1)+g(Xk-Y, 1)+g(Y.--Xk) dF(Y_). 

Observe that the integrand in (2.1) is 

n--1 
E I[Yl<Xk<Yl+1] 

l=O 
n - i  

n--1 n--1 

= E g ( g J + l - -  YJ )-~- E I [ Y j < X k < Y J + I ]  
1=o 1=o 
�9 [ g ( x k -  Y) + g(Y~+ 1 - x ~ ) -  g (~+l  - Yj)], 

because Yo < Xk < Y," Therefore, 

n+ 1 t n ~ l  
~ g[g(Di)lXk]=ES._~ +~...~ I[Yj<Xk<Yi+~] 

i=1 kj=O 

�9 [ g ( x ~ -  ~) + g(~+ 1 - xk) - g (~+ ,  - ~) ]}  dF(y). 
Hence 

~.= E E[s.Ix~] - ( n -  1)Es~ 
k=l  

n Fn+ 1 l 
=k=~l E [i~= ' g(Oi)lX k ] -  (n-1)ES, 
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= n E S n -  1 - - ( n - -  1)ES. 
n--1 

+ ~ I . . - f  E I [ Y j < X k <  Y~+I] 
k=l j=O 

�9 [g (X  k - Y~) +g(Y j+ ,  - - X k ) - g ( Y j + ,  - Yj)] dF(Y) ,  

as was to be shown. 

3. The Main Result 

For particular choices of the function g, it is possible to calculate explicitly the 
mean and variance of S,. Attention will henceforth be restricted to one of these 
cases, namely, g ( x ) = x  r, where r is any positive constant [excluding the trivial 
case r =  1]. From (1.3) and (1.4), it follows that 

E[S , ]  = V(r + 1)In r-  1, 

E lSe]  = ( n +  1)n F ( r+  Dr(n)  1. F2(r + l )F(n  - 1) 
r(r+n+O ~(~-1)n~(n+ ) ~7i) 

From the projection lemma, it is known that E[S,] =E[S, ] .  Hence to establish 
that S, and S, are asymptotically a.s. equivalent in mean square, it is sufficient to 
show that 

E [ ~ l  
E[S2]~I as n - + ~ .  

In order to demonstrate (3.1), note first that 

�9 1' v2(r + 1) r(n- 1) E[S2,J=(n-1)n2(n+ ) -f~_~) ~-O(n2) �9 

Next, since 

(3.1) 

(3.2) 

n E S , _  
H1 as n --+ oo, 

(n- 1)ES. 

it follows that 

EE~.J~E ... I [ ~ < X ~ < ~ + ~ 3  
k '= 

" [ g ( X k -  Yj)-}-g(Yj+ 1 - X k ) -  g(Yj+ 1 -  Yj)] dF(~Y)f 2" 

=> (F/2 -- n) E~  . ~ o / E Y j < X 1  < ~j+ 1] 

�9 [ g ( X ,  - Yj) + g(Yj+, - X1) - g ( Y j + ,  - Yj)] aF(Y)~ 2" 
J 

3V2(r + 1) F2(n) 
= ( n - l ) ,  ~ { ; ~ - 7 7 ~  �9 (3.3) 
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[(3.3) is established upon noting that 

n 1 

E ~... ~ E I[~ <X~ < ~+~] g(~+~- ~)dF(y) 
j = o  

n - 1  

j=o 
= n j" t g( t ) (n-  1)(1 -- t)"- 2 dt; 

similarly, 

n 1 

E ~,.. ~ E I[Yj<X1 < Yj+ i 1 [ g ( X l  - g j ) - { - g ( ~ j +  1 - X l ) ]  dF(Y_) 
j=o 
n 1 I-YJ + a q 

= ~=oE S... S [ ,[, g(x-Y,)+g(Y,+~-X)dX ] dr(X) 

"'1-" I s  = E 2~  ~ g(t)dt ,j+I(Yj, Yj+I)NYjNYj+I 
j = 0  0 

1 

= 2 n  ~ g(t)(1 - t) "-1 dr, 
0 

by changing variables and inverting the order of integration.] 

By applying Stirling's formula in (3.2) and (3.3), it may be shown that (3.1) holds. 
From the central limit theorem, S, is asymptotically normal; together with 

the a.s. mean square equivalence of S, and S,,, this proves the following theorem. 

Theorem. For g(x) =x", r>0 ,  r=~ 1, the random variable S, of (1.2) has a limiting 
normal distribution, that is, 

lim Pr ( S , -  E[S,] ) 1 i ,+~ o-IS,] <x - l ~ -  ~e t2/2 dt. 

This theorem was explicitly proved by Darling (1953), using the technique 
described previously. 

One may readily extend this result to a more general class of functions g. 
First, it is clear that the theorem still obtains if g is an arbitrary polynomial. The 
following corollary may thereby be proved. 

Corollary. Let g(x)=g~(x)-ga(x), 0 < x < l ,  where the gi are nondecreasing, 
square integrable, and absolutely continuous inside (0, 1). Then the random variable 
S n has a limiting normal distribution. 

Proof. The proof is patterned after that of Theorem2.3 of H/tjek (1968), so few 
details are given. From Lemma5.1 of Hfijek's paper, g may be decomposed as 

g(x)=O(x)+qol(x)--CP2(x), 0 < x < l ,  

where O is a polynomial, (p~ and ~02 are nondecreasing, and 

i 1 

j(p2(x)dx+Jcp2(x)dx<~ for arbitrary c~>0. 
0 0 
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D e n o t e  
n + l  n + l  

S o =  ~, 0(Di)  a n d  S j =  ~ ~0~(Di), j = l , 2 ,  
i = l  i = l  

a n d  observe  tha t  S . = S  o + S ~ - S  2. F o r  a r b i t r a r y  e>O,  it is poss ib le  to choose  
= g(~) so tha t  

I l s . - s 0 l l  = I I s~ -S2r l  _-< []Sl/[ + 1[$211 <=~l[Snl1-1, 
where  ]1.][ deno t e s  the  n o r m  o n  the  H i l b e r t  space  of  a,s. equ iva l ence  classes of  
squa re  i n t eg rab l e  f u n c t i o n s  o n  [0, 1] re la t ive  to the  p r o b a b i l i t y  m e a s u r e  i n d u c e d  
b y  the  spacings .  Since the  re la t ive  c o n t r i b u t i o n s  of  S 1 a n d  S 2 to S,  are  
a s y m p t o t i c a l l y  neg l ig ib le  c o m p a r e d  to So, a n d  since L 2 c o n v e r g e n c e  impl ies  
c o n v e r g e n c e  in  d i s t r i bu t ion ,  it fol lows tha t  S ,  a n d  S o have  the  s a m e  l im i t i ng  
d i s t r i bu t ion .  Bu t  this  es tabl i shes  the  coro l la ry .  

The author thanks Dr. John Petkau for useful discussions. 
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