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## 1. Introduction

A discrete memoryless channel (DMC) is determined by a stochastic matrix $W$ with rows

$$
W(\cdot \mid x)=\{W(y \mid x): y \in \mathscr{Y}\}, \quad x \in \mathscr{X} .
$$

Here $\mathscr{X}$ and $\mathscr{Y}$ are finite sets, called the input and output alphabet, respectively. For this DMC, denoted by $\{W: \mathscr{X} \rightarrow \mathscr{Y}\}$, the probability that a length $n$ input sequence $\mathbf{x}=x_{1} x_{2} \ldots x_{n} \in \mathscr{X}^{n}$ yields on output sequence $\mathbf{y}=y_{1} y_{2} \ldots y_{n} \in \mathscr{Y}^{n}$ is defined to be

$$
W^{n}(\mathbf{y} \mid \mathbf{x}) \stackrel{A}{=} \prod_{i=1}^{n} W\left(y_{i} \mid x_{i}\right)
$$

An arbitrarily varying channel (AVC) with input alphabet $\mathscr{X}$, output alphabet $\mathscr{Y}$ and set of states $\mathscr{S}$ is, formally, a DMC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$. It is understood that the components $x \in \mathscr{X}$ of the inputs $(x, s)$ of this DMC are selected by the "sender" while the components $s \in \mathscr{S}$ are selected in an unpredictable manner by a malevolent "jammer". For a discussion and history cf. Ahlswede [2, 3], Wolfowitz [17] and Csiszár-Körner [7]. This paper deals with the case when $\mathscr{S}$ is finite. The results carry over to infinite $\mathscr{S}$ by a standard approximation argument, cf. e.g. the proof of Theorem 2.6.11 in [7].

Any length- $n$ block code for channels with input alphabet $\mathscr{X}$ and output alphabet $\mathscr{Y}$ can be used for transmitting messages over an AVC $\{W: \mathscr{X}$ $\times \mathscr{P} \rightarrow \mathscr{Y}\}$. Consider for each state sequence $\mathbf{s} \in \mathscr{S}^{n}$ the maximum and the average over the message set $\mathscr{M}$ of the probability of not decoding correctly the message $m \in \mathscr{M}$. Maximizing the rate $\frac{1}{n} \log |\mathscr{M}|$ under the constraint that this maximum resp. average probability of error be small, uniformly in $\mathbf{s} \in \mathscr{S}^{n}$, one arrives at the concept of capacity of the AVC for maximum resp. average probability of error (formal definitions will be given in Sect. 2). These capacities, denoted by $C_{m}$ resp. $C_{a}$, are usually different (unlike for a DMC).
$C_{a}$ has been determined by Ahlswede [2] while $C_{m}$ is unknown, in general. For AVC's with binary output alphabet, $C_{m}$ was found by Ahlswede-Wolfowitz [4]. As shown by Ahlswede [1], determining $C_{m}$ for an arbitrary AVC would include as a special case the solution of the famous graph-theoretic problem of determing the zero-error capacity of an arbitrary DMC. In the latter problem, raised by Shannon [15], remarkable progress has recently been made by Lovász [13] but the general solution still appears to be a long way ahead.

Recently Ahlswede [3] succeeded in determining $C_{m}$ for a fairly large class of AVC's. An essential point of his proof was that into the random selection of the codeword set he included an expurgation that, combined with an ingenious choice of the decoder, enabled him to bound the maximum probability of error. The aim of this paper is to give a simpler proof which leads to a more general result. This will be done by the combinatorial approach introduced by Csiszár-Körner-Marton [8] (cf. also Csiszár-Körner [6]) which was further developed in Csiszár-Körner [7] and applied also in Körner-Sgarro [12], Csiszár [5], etc.

In [8] and [7], looking at constant composition codes with a fixed "balanced" codeword set and with various decoders, bounds on error probabilities were obtained by simple counting arguments applied separately to each of those joint types of sequences that contributed to the error event. Here we shall proceed similarly, but since the problem is more difficult, more careful bounding is needed in the selection of the codeword set (using large deviation bounds as did also Ahlswede [3]). The approach naturally suggests a candidate for a good decoder (significantly different from that of Ahlswede [3]). A crucial step will be to prove that the definition of this decoder is consistent.

Now we describe Ahlswede's theorem (in a formulation different from but equivalent to his) and our generalization. We introduce a graph with vertex set $\mathscr{X}$ to be called the graph of $W$ or $G(W)$. In this graph $x_{1}$ and $x_{2}$ are connected by an edge - in symbols $x_{1} \stackrel{W}{\sim} x_{2}$ - iff there exist distributions $Q_{1}$ and $Q_{2}$ on $\mathscr{S}$ such that

$$
\begin{equation*}
\sum_{s \in \mathscr{\mathscr { S }}} W\left(y \mid x_{1}, s\right) Q_{1}(s)=\sum_{s \in \mathscr{\mathscr { F }}} W\left(y \mid x_{2}, s\right) Q_{2}(s) \quad \text { for every } y \in \mathscr{Y} . \tag{1.1}
\end{equation*}
$$

Notice that $G(W)$ is a graph with loops but without multiple edges. By a wellknown result of Kiefer-Wolfowitz [11], $C_{m}>0$ iff $G(W)$ is not a complete graph. The condition of Ahlswede's theorem is that $G(W)$ should consist of isolated vertices. Under this condition he proves that

$$
\begin{equation*}
C_{m}=\max _{P} C(P) \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
C(P) \stackrel{\Delta}{=} \min I(X \wedge Y) \tag{1.3}
\end{equation*}
$$

the minimum being taken for RV's $X, Y$ taking values in $\mathscr{X}$ resp. $\mathscr{Y}$ such that $X$ has distribution $P$ and for some RV $S$ with values in $\mathscr{P}$

$$
\begin{gather*}
\operatorname{Pr}\{Y=y \mid X=x, S=s\}=W(y \mid x, s) \quad \text { whenever } \\
\operatorname{Pr}\{X=x, S=s\}>0 \tag{1.4}
\end{gather*}
$$

We shall prove formula (1.2) under a considerably weaker condition. Denote

$$
\begin{equation*}
D(P) \stackrel{\Delta}{=} \min _{\operatorname{Pr}\left\{X^{W} \sim_{X^{\prime}}\right\}=1} I\left(X \wedge X^{\prime}\right) \tag{1.5}
\end{equation*}
$$

where $X$ and $X^{\prime}$ stand for RV's both having distribution $P$. Now we can state our

Main Result. For every distribution $P$ on $\mathscr{X}, \min (C(P), D(P))$ is an achievable rate for maximum probability of error. In particular, if there is a $P_{0}$ maximizing $C(P)$ such that $D\left(P_{0}\right) \geqq C\left(P_{0}\right)$ then $(1.2)$ holds.

If the graph of $W$ consists of isolated vertices then clearly $D(P)=H(P)$ for every $P$. Thus the above result contains Ahlswede's theorem as a special case.

In the literature several variations of the capacity problem for an AVC have been considered. One of them, namely when "the states are known at the receiver" (cf. Kiefer-Wolfowitz [11], Stambler [16]) is actually a special case of the above problem. In fact, codes for an AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ with decoder depending on the state sequence $\mathbf{s}$ are the same as codes in the original sense for a new AVC $\left\{W^{\prime}: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y} \times \mathscr{S}\right\}$ where

$$
W^{\prime}\left(y, s^{\prime} \mid x, s\right) \stackrel{\Delta}{=} \begin{cases}W(y \mid x, s) & \text { if } s^{\prime}=s  \tag{1.6}\\ 0 & \text { else }\end{cases}
$$

For average probability of error, the capacity of an AVC with states known at the receiver has been determined by Stambler [16]. For maximum probability of error, we shall determine this capacity for a wide class of AVC's, specializing or main result to AVC's of form (1.6). This will be done in Sect. 5 .

## 2. Preliminaries

A length-n block code for channels with input alphabet $\mathscr{X}$ and output alphabet $\mathscr{Y}$ is a pair of mappings $f: \mathscr{M} \rightarrow \mathscr{X}^{n}, \varphi: \mathscr{Y}^{n} \rightarrow \mathscr{M}^{\prime}$ where $\mathscr{A}^{\prime} \supset \mathscr{M}$. The elements of $\mathscr{M}$ are called messages, their images under $f$ are the codewords, $f$ itself is the encoder, while $\varphi$ is the decoder. If message $m \in \mathscr{M}$ is sent and a sequence $\mathbf{y} \in \mathscr{Y}^{n}$ is received, an error occurs whenever $\varphi(\mathbf{y}) \neq m$.

Accordingly, using the code $(f, \varphi)$ on an AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$, the probability of erroneous transmission of an $m \in \mathscr{M}$ for state sequence $s \in \mathscr{S}^{n}$ is

$$
\begin{equation*}
e(m, \mathbf{s}) \stackrel{A}{=} W^{n}(\{\mathbf{y}: \varphi(\mathbf{y}) \neq m\} \mid f(m), \mathbf{s}) . \tag{2.1}
\end{equation*}
$$

The maximum probability of error is defined as

Definition. A number $R \geqq 0$ is an achievable rate (for maximum probability of error) for a given AVC if to every $\varepsilon>0, \delta>0$ and every sufficiently large $n$
there exist length- $n$ block codes $(f, \varphi)$ with

$$
\frac{1}{n} \log |\mathscr{M}| \geqq R-\delta, \quad e(f, \varphi) \leqq \varepsilon
$$

The largest achievable rate is called the capacity (for maximum probability of error) of the AVC; it will be denoted by $C_{m}$.

Remark. The capacity for average probability of error $\left(C_{a}\right)$ is defined similarly; its definition is omitted for we shall not need it.

Throughout this paper, we shall use the same basic notation as in [6] and [7], summarized below.

## Distributions, Types

For RV's $X, Y$ with values in finite sets $\mathscr{X}, \mathscr{Y}$, we denote by $P_{X}$ resp. $P_{X Y}$ the distribution of $X$ resp. the joint distribution of $X$ and $Y$. The conditional distribution of $Y$ given $X$ is denoted by $P_{Y \mid X}$ :

$$
\begin{gathered}
P_{X}(a) \stackrel{\Delta}{=} \operatorname{Pr}\{X=a\}, \quad P_{X Y}(a, b) \stackrel{\Delta}{=} \operatorname{Pr}\{X=a, Y=b\}, \\
P_{Y \mid X}(b \mid a) \stackrel{\Delta}{=} \operatorname{Pr}\{Y=b \mid X=a\}=\frac{P_{X Y}(a, b)}{P_{X}(a)}
\end{gathered}
$$

$P_{Y \mid X}(b \mid a)$ is undefined if $P_{X}(a)=0$.
The type of a sequence $\mathbf{x} \in \mathscr{X}^{n}$ is the distribution $P_{\mathbf{x}}$ on $\mathscr{X}$ defined by letting $P_{\mathbf{x}}(a)$ be the relative frequency of the symbol $a \in \mathscr{X}$ in $\mathbf{x}$. The joint type of two sequences $\mathbf{x} \in \mathscr{X}^{n}$ and $\mathbf{y} \in \mathscr{Y}^{n}$ is the distribution $P_{\mathbf{x}, \mathbf{y}}$ on $\mathscr{X} \times \mathscr{Y}$ defined similarly. The conditional type $P_{\mathbf{y} \mid \mathbf{x}}$ of $\mathbf{y}$ given $\mathbf{x}$ is defined by

$$
P_{\mathbf{y} \mid \mathbf{x}}(b \mid a)=\frac{P_{\mathbf{x}, \mathbf{y}}(a, b)}{P_{\mathbf{x}}(a)}
$$

$P_{\mathbf{y} \mid \mathbf{x}}(b \mid a)$ is undefined if $P_{\mathbf{x}}(a)=0$.
A stochastic matrix $V$ of which the rows are distributions on $\mathscr{Y}$, indexed by elements of $\mathscr{X}$, will be denoted by $V: \mathscr{X} \rightarrow \mathscr{Y}$. For a stochastic matrix $V: \mathscr{X} \rightarrow \mathscr{Y}$ the equality $P_{Y \mid X}=V$ or $P_{y \mid \mathrm{x}}=V$ will mean that $P_{Y \mid X}(b \mid a)=V$ resp. $P_{\mathrm{y} \mid \mathrm{x}}(b \mid a)=V$ whenever the left-hand term is defined.

The set of sequences of type $P$ in $\mathscr{X}^{n}$ will be denoted by $\mathscr{\mathscr { T }}_{P}^{n}$ or simply $\mathscr{T}_{P}$. Of course, $\mathscr{T}_{P}^{n} \neq 0$ holds only for "a few" distributions on $\mathscr{X}$; the family of these distributions will be denoted by $\mathscr{P}_{n}(\mathscr{X})$. For a given $\mathbf{x} \in \mathscr{X}^{n}$ and stochastic matrix $V: \mathscr{X} \rightarrow \mathscr{Y}$, the set of sequences $\mathbf{y} \in \mathscr{Y}^{n}$ of conditional type $P_{\mathbf{y} \mid \mathrm{x}}=V$ will be called the $V$-shell of $\mathbf{x}$, denoted by $\mathscr{T}_{V}(\mathbf{x})$. The family of conditional types of sequences $\mathbf{y} \in \mathscr{Y}^{n}$ given an $\mathbf{x} \in \mathscr{X}^{n}$ depends on $\mathbf{x}$ only through its type $P_{\mathbf{x}}=P$; this family will be denoted by $\mathscr{V}_{n}(\mathscr{Y} \mid P)$. With some abuse of terminology, we consider $\mathscr{V}_{n}(\mathscr{Y} \mid P)$ as a family of stochastic matrices $V: \mathscr{X} \rightarrow \mathscr{Y}$ even if $P(a)=0$ for some $a \in \mathscr{X}$; we understand that the rows of these matrices indexed by elements $a \in \mathscr{X}$ with $P(a)=0$ are defined in some arbitrary but fixed way. Further, we write

$$
\mathscr{V}_{n}(\mathscr{Y} \mid \mathscr{X}) \stackrel{\Delta}{=} \bigcup_{P \in \mathscr{P}_{n}(\mathscr{X})} \mathscr{V}_{n}(\mathscr{Y} \mid P)
$$

## Information Quantities

If $P_{X}=P, P_{Y \mid X}=V$, the entropy $H(X)$, conditional entropy $H(Y \mid X)$ resp. mutual information $I(X \wedge Y)$ will also be denoted by $H(P), H(V \mid P)$ resp. $I(P, V)$. We shall also use "non-probabilistic" information quantities (cf. Goppa [10]) defined for length- $n$ sequences (rather than RV's). They will mean, by definition, the corresponding information quantities for RV's with joint distribution equal to the joint type of the sequences in question. E.g., $I(\mathbf{x} \wedge \mathbf{y} \mid \mathbf{s})$ means the conditional mutual information $I(X \wedge Y \mid S)$ for RV's $X, Y, S$ having joint distribution $P_{X Y S} \stackrel{A}{=} P_{\mathbf{x}, \mathrm{y}, \mathrm{s}}$.

For two distributions $P$ and $Q$ on $\mathscr{X}$ resp. stochastic matrices $V: \mathscr{X} \rightarrow \mathscr{Y}$, $W: \mathscr{X} \rightarrow \mathscr{Y}$ we denote by $D(P \| Q)$ resp. $D(V \| W \mid P)$ the Kullback-Leibler informational divergence

$$
D(P \| Q) \stackrel{A}{=} \sum_{x \in \mathscr{X}} P(x) \log \frac{P(x)}{Q(x)}
$$

resp. conditional informational divergence

$$
D(V \| W \mid P) \stackrel{A}{=} \sum_{x \in \mathscr{X}} P(x) D(V(\cdot \mid x) \| W(\cdot \mid x))
$$

A useful inequality of Pinsker [14] is

$$
\begin{equation*}
\sum_{x \in \mathscr{D}}|P(x)-Q(x)| \leqq c \sqrt{D(P \| Q)} \tag{2.3}
\end{equation*}
$$

where $c$ is an absolute constant.
We shall use the same elementary bounds as in [6]. For their proof cf. [9] or [7]:

$$
\begin{align*}
& \qquad\left|\mathscr{P}_{n}(\mathscr{X})\right| \leqq(n+1)^{|\mathscr{C}|}  \tag{2.4}\\
& \left|\mathscr{F}_{n}(\mathscr{Y} \mid \mathscr{X})\right| \leqq(n+1)^{|\mathscr{X}||\mathscr{O}|}  \tag{2.5}\\
& (n+1)^{-|\mathscr{P}|} \exp \{n H(P)\} \leqq\left|\mathscr{T}_{p}\right| \leqq \exp \{n H(P)\} \quad \text { for } \quad P \in \mathscr{P}_{n}(\mathscr{X})  \tag{2.6}\\
& (n+1)^{-|\mathscr{C}||\mathscr{Y}|} \exp \{n H(V \mid P)\} \leqq\left|\mathscr{T}_{V}(\mathbf{x})\right| \leqq \exp \{n H(V \mid P)\} \tag{2.7}
\end{align*}
$$

for every $\mathbf{x} \in \mathscr{T}_{P}, V \in \mathscr{\mathscr { F } _ { n }}(\mathscr{Y} \mid P)$

$$
\begin{align*}
Q^{n}(\mathbf{x}) & =\exp \{-n[D(P \| Q)+H(P)]\} \quad \text { for } \mathbf{x} \in \mathscr{T}_{P}^{n}  \tag{2.8}\\
W^{n}(\mathbf{y} \mid \mathbf{x}) & =\exp \{-n[D(V \| W \mid P)+H(V \mid P)]\} \quad \text { for } \mathbf{x} \in \mathscr{T}_{P}^{n}, \quad \mathbf{y} \in \mathscr{T}_{V}(\mathbf{x}) \tag{2.9}
\end{align*}
$$

Throughout the paper, $|\mathscr{A}|$ denotes the cardinality of the finite set $\mathscr{A}$. All exps and logs are to the base 2 .

Finally, we shall use the notation
$|t|^{+} \stackrel{\Delta}{=} \max (0, t)$
$\lfloor t\rfloor \stackrel{d}{=}$ largest integer not exceeding $t$.

## 3. Statement and Discussion of the Results

Our capacity result will be a consequence of the following coding theorem for fixed composition codes.

Theorem 1. Given an $A V C\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ and any $\varepsilon>0, \delta>0$, for every $P \in \mathscr{P}_{n}(\mathscr{X})$ and $0 \leqq R \leqq \min (C(P), D(P))-c f .(1.3),(1.5)-$ there exists a length-n block code $(f, \varphi)$ with codewords of type $P$ such that

$$
\frac{1}{n} \log |\mathscr{M}| \geqq R-\delta, \quad e(f, \varphi) \leqq \varepsilon,
$$

provided that $n \geqq n_{0}(W, \varepsilon, \delta)$.
The proof will be given in the next section. A corresponding converse-type result is the simple

Theorem 2. Given an $A V C\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ and any $\varepsilon>0, \delta>0$, for every $P \in \mathscr{P}_{n}(\mathscr{X})$ and $R \geqq C(P)$ every length-n block code with codewords of type $P$ such that

$$
\frac{1}{n} \log |\mathscr{M}| \geqq R+\delta
$$

has

$$
e(f, \varphi) \geqq \varepsilon
$$

provided that $n \geqq n_{0}(|\mathscr{X}|,|\mathscr{Y}|, \varepsilon, \delta)$.
Proof. Consider the triple $X, S, Y$ achieving the minimum in the Definition (1.3) of $C(P)$. Clearly, every code $(f, \varphi)$ for the AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ is also a code for the DMC $\left\{P_{Y \mid X}: \mathscr{X} \rightarrow \mathscr{Y}\right\}$ with at most the same maximum probability of error. Hence the statement follows by the strong converse to the DMC coding theorem for fixed composition codes, cf. e.g. [7], Corollary 2.1.4.

Combining Theorems 1 and 2 we get
Theorem 3. Suppose that the $A V C\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ has the property that for a distribution $P_{0}$ achieving $\max C(P)$ we have $D\left(P_{0}\right) \geqq C\left(P_{0}\right)$. Then this AVC has capacity

$$
C_{m}=\max _{P} C(P)=C\left(P_{0}\right)
$$

Proof. One easily checks that $C(P)$ is a continuous function of $P$. Thus the direct part follows by applying Theorem 1 to distributions $P_{n} \in \mathscr{P}_{n}(\mathscr{X})$ with $P_{n} \rightarrow P_{0}$. The converse follows from Theorem 2 and (2.4).

Let us now discuss what improvements of these results might be hoped for. In this respect, a constant composition code analogue of the zero-error capacity problem seems relevant.

Recall that a subset of the vertex set of a graph $G$ is called an independent set if no pair of its elements is connected by an edge. The maximum size of such sets is called the independence number of $G$, denoted by $\alpha(G)$. The n'th
power of a graph $G$ having vertex set $\mathscr{X}$ is the graph $G^{n}$ with vertex set $\mathscr{X}^{n}$ in which $\mathbf{x}=x_{1} \ldots x_{n}$ and $\mathbf{x}^{\prime}=x_{1}^{\prime} \ldots x_{n}^{\prime}$ are connected by an edge iff $x_{i}$ and $x_{i}^{\prime}$ are connected in $G, i=1,2, \ldots, n$ (with the understanding that each $x$ is connected with itself). The zero-error capacity of a graph $G$ is the (always existing) limit

$$
C_{0}(G) \stackrel{A}{=} \lim _{n \rightarrow \infty} \frac{1}{n} \log \alpha\left(G^{n}\right) .
$$

Clearly, the codewords of a length $n$ block code for an AVC $\{W: \mathscr{X}$ $\times \mathscr{S} \rightarrow \mathscr{Y}\}$ with maximum probability of error less than $\frac{1}{2}$ form an independent set of $[G(W)]^{n}$ (which is the same graph as $G\left(W^{n}\right)$ ). Thus $C_{0}(G(W))$ is a trivial upper bound of $C_{m}$. Further, if all codewords are of type $P$, then

$$
\begin{equation*}
|\mathscr{A}| \leqq \alpha_{n}(P) \tag{3.1}
\end{equation*}
$$

must hold, where $\alpha_{n}(P)$ stands for the independence number of the subgraph of $[G(W)]^{n}$ spanned by the subset $\mathscr{T}_{P}^{n}$ of $\mathscr{X}^{n}$. Introduce the notation

$$
\begin{equation*}
A(P) \stackrel{A}{=} \sup \left(\limsup _{n \rightarrow \infty} \frac{1}{n} \log \alpha_{n}\left(P_{n}\right)\right) \tag{3.2}
\end{equation*}
$$

where the supremum is taken for all sequences $P_{n} \rightarrow P$ with $P_{n} \in \mathscr{P}_{n}(\mathscr{X})$. Then inequality (3.1) enables us to sharpen Theorem 2 replacing the condition $R \geqq C(P)$ by $R \geqq \min (C(P), A(P))$. In particular, we certainly have

$$
\begin{equation*}
C_{m} \leqq \max _{P} \min (C(P), A(P)) \tag{3.3}
\end{equation*}
$$

This implies that $C_{m}$ can be strictly smaller than both $\max C(P)$ and $C_{0}(G(W))$.

Although (3.3) is not a computable bound (for no computable characterization of $A(P)$ is known), it would be interesting to decide whether it is sharp. The reason for our method giving only the weaker direct result

$$
C_{m} \geqq \max _{P} \min (C(P), D(P))
$$

consists in our applying random selection. In this way one gets an independent subset of $\mathscr{T}_{P}^{n}$ but of size $\exp \{n D(P)\}$ rather than $\exp \{n A(P)\}$.

## 4. Proof of Theorem 1

We start by a simple combinatorial lemma stating, intuitively, that for any prescribed number $R \geqq 0$ there exist $\exp (n R)$ not necessarily distinct sequences in $\mathscr{T}_{P}^{n}$ such that in no $V$-shall does their "local density" substantially exceed their "global density" in $\mathscr{T}_{P}^{n}$.
Lemma 1. Given arbitrary finite sets $\mathscr{U}, \mathscr{X}$, to every $R>0, n \geqq \max (|\mathscr{U}|,|\mathscr{X}|)$ and $P \in \mathscr{P}_{n}(\mathscr{X})$ there exist $M \stackrel{A}{=}[\exp (n R)]$ not necessarily distinct sequences $\mathbf{x}_{i} \in \mathscr{T}_{P}^{n}$, $i=1, \ldots, M$ such that for every $\mathbf{u} \in \mathscr{U} \mathscr{U}^{n}$ and $V: \mathscr{U} \rightarrow \mathscr{X}$ we have

$$
\begin{equation*}
\left|\left\{i: \mathbf{x}_{i} \in \mathscr{F}_{V}(\mathbf{u})\right\}\right| \leqq 3(n+1)^{|x|} \exp \left\{n\left|R-I\left(P_{\mathbf{n}}, V\right)\right|^{+}\right\} . \tag{4.1}
\end{equation*}
$$

Proof. We shall show that if $M \stackrel{\{ }{=}\lfloor\exp (n R)\rfloor$ elements of $\mathscr{T}_{P}$ are chosen at random then with positive probability the inequalities (4.1) hold simultaneosly.

Formally, let $Z_{1}, \ldots, Z_{M}$ be independent RV's taking values in $\mathscr{T}_{P}$ and uniformly distributed on $\mathscr{T}_{p}$. If $V$ is not in $\mathscr{V}_{n}(\mathscr{X} \mid \mathscr{U})$, inequality (4.1) trivially holds. Fixing now an $\mathbf{u} \in \mathscr{U}^{n}$ and $V \in \mathscr{V}_{n}(\mathscr{X} \mid \mathscr{U})$, consider the independent and identically distributed RV's

$$
\chi_{i} \stackrel{\Delta}{=} \begin{cases}1 & \text { if } Z_{i} \in \mathscr{F}_{V}(\mathbf{u}) \\ 0 & \text { else. }\end{cases}
$$

Since the number of possible pairs $(\mathbf{u}, V)$ is less than $|\mathscr{U}|^{n}(n+1)^{|\mathscr{W}||\mathscr{Q}|}$, it suffices to show that

$$
\begin{gather*}
\operatorname{Pr}\left\{\sum_{i=1}^{M} \chi_{i}>3(n+1)^{|x|} \exp \left[n\left|R-I\left(P_{u}, V\right)\right|^{+}\right\}\right.  \tag{4.2}\\
<|\mathscr{U}|^{-n}(n+1)^{-|w||x|}
\end{gather*}
$$

This can be done by a standard Bernstein argument. Introducing the notation

$$
\begin{equation*}
a(n) \stackrel{4}{=} 3(n+1)^{|x|} \exp \left[n\left|R-I\left(P_{u}, V\right)\right|^{+}\right], \tag{4.3}
\end{equation*}
$$

the left-hand side of (4.2) equals

$$
\operatorname{Pr}\left\{\exp \sum_{i=1}^{M} \chi_{i}>\exp a(n)\right\}
$$

which, by Markov's inequality, is upper bounded by

$$
\begin{equation*}
\varepsilon(n) \stackrel{A}{=}\left(E \exp \chi_{1}\right)^{M} \exp (-a(n)) \tag{4.4}
\end{equation*}
$$

Here (recalling that exp's are to the base 2)

$$
\begin{aligned}
E \exp \chi_{1} & =\operatorname{Pr}\left\{\chi_{1}=0\right\}+2 \operatorname{Pr}\left\{\chi_{1}=1\right\} \\
& =1+\operatorname{Pr}\left\{\chi_{1}=1\right\}=1+\frac{\left|\mathscr{T}_{V}(\mathbf{u})\right|}{\left|\mathscr{T}_{P}\right|} \\
& \leqq 1+(n+1)^{|x|} \exp \left\{-n I\left(P_{\mathbf{u}}, V\right)\right\}
\end{aligned}
$$

where the last inequality follows from (2.6), (2.7). Hence, using the inequality $(1+t) \leqq e^{t}=\exp (t \log e)$ and the definition of $M$, we get

$$
\begin{aligned}
\left(E \exp \chi_{1}\right)^{M} & \leqq \exp \left\{M(n+1)^{|x|} \exp \left[-n I\left(P_{\mathbf{u}}, V\right)\right] \log e\right\} \\
& \leqq \exp \left\{(n+1)^{|\mathscr{C}|} \cdot \log e \cdot \exp \left[n\left(R-I\left(P_{\mathbf{w}}, V\right)\right)\right]\right\}
\end{aligned}
$$

Substituting this and (4.3) into (4.4) gives

$$
\varepsilon(n) \leqq \exp \left\{-(3-\log e)(n+1)^{|x|}\right\}
$$

Since $\varepsilon(n)$ is an upper bound of the left-hand side of (4.2), the last bound establishes
(4.2) for $n$ sufficiently large. A simple calculation shows that already for
$n \geq \max [|\mathscr{U}|,|\mathscr{X}|]$ we have

$$
\exp \left\{-(3-\log e)(n+1)^{|\mathscr{X}|}\right\}<|\mathscr{U}|^{-n}(n+1)^{-|\mathscr{W}||x|}
$$

What we shall actually need in our code construction is the following consequence of Lemma 1. It will play the same role for an AVC as did for a DMC our Corollary of Lemma 2 in [6].
Lemma 2. Given finite sets $\mathscr{X}, \mathscr{S}$, to every $\delta>0, R>0, n \geqq n_{0}(|X|,|\mathscr{S}|, \delta)$ and $P \in \mathscr{P}_{n}(\mathscr{X})$ with $H(P) \geqq R$ there exists a subset $\mathscr{C}$ of $\mathscr{T}_{P} \subset \mathscr{X}^{n}$ such that
(i) $\frac{1}{n} \log |\mathscr{C}| \geqq R-\delta$
(ii) for every $\mathbf{x} \in \mathscr{X}^{n}, \mathbf{s} \in \mathscr{S}^{n}, V: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{X}$ we have

$$
\left|\mathscr{T}_{V}(\mathbf{x}, \mathbf{s}) \cap \mathscr{C}\right| \leqq 3(n+1)^{|\mathscr{C}|} \exp \left\{n\left|R-I\left(P_{\mathbf{x}, \mathbf{s}}, V\right)\right|^{+}\right\}
$$

(iii) for every pair of elements $\mathbf{x} \neq \tilde{\mathbf{x}}$ of $\mathscr{C}$

$$
I(\mathbf{x} \wedge \tilde{\mathbf{x}})<R
$$

Proof. Applying Lemma 1 with $\mathscr{U}=(\mathscr{X} \times \mathscr{S}) \cup \mathscr{X}$ we get $M=\lfloor\exp (n R)\rfloor$ (not necessarily distinct) sequences $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{M}$ in $\mathscr{T}_{P}$ such that for every $\mathbf{x} \in \mathscr{X}^{n}$ and $\mathbf{s} \in \mathscr{S}^{n}$

$$
\begin{align*}
& \left|\left\{i: \mathbf{x}_{i} \in \mathscr{T}_{V}(\mathbf{x}, \mathbf{s})\right\}\right| \leqq 3(n+1)^{|\mathscr{P}|} \exp \left\{n\left|R-I\left(P_{\mathbf{x}, \mathbf{s}}, V\right)\right|^{+}\right\}  \tag{4.5}\\
& \quad \text { for every } V: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{X} \\
& \left|\left\{i: \mathbf{x}_{i} \in \mathscr{T}_{\bar{p}}(\mathbf{x})\right\}\right| \leqq 3(n+1)^{|\mathscr{X}|} \exp \left\{n\left|R-I\left(P_{\mathbf{x}}, \bar{V}\right)\right|^{+}\right\} \\
& \quad \text { for every } \bar{V}: \mathscr{X} \rightarrow \mathscr{X} . \tag{7.6}
\end{align*}
$$

It suffices to show that at least $M \exp \left(-\frac{n \delta}{2}\right)$ sequences $\mathbf{x}_{i_{j}}$ can be selected out
of these $\mathbf{x}$ 's such that of these $X_{i}$ 's such that

$$
\begin{equation*}
I\left(\mathbf{x}_{i_{j}} \wedge \mathbf{x}_{i_{k}}\right)<R \quad \text { for } i_{j} \neq i_{k} \tag{4.7}
\end{equation*}
$$

in fact, this also implies (by the assumption $R \leqq H(P)$ ) that the sequences $\mathbf{x}_{i_{j}}$ are all distinct. To do this, notice that (4.6) implies for every $l \leqq M$

$$
\left|\left\{i: \mathbf{x}_{i} \in \mathscr{T}_{\vec{V}}\left(\mathbf{x}_{l}\right)\right\}\right| \leqq 3(n+1)^{|\mathscr{P}|} \quad \text { if } I(P, \vec{V}) \geqq R .
$$

It follows by (2.5) that for every $l \leqq M$

$$
\begin{equation*}
\left|\left\{i: I\left(\mathbf{x}_{i} \wedge \mathbf{x}_{l}\right) \geqq R\right\}\right| \leqq 3(n+1)^{|x|}(n+1)^{|x|^{2}} \tag{4.8}
\end{equation*}
$$

Now sequences $\mathbf{x}_{i_{j}}$ meeting (4.7) can be chosen successively: Suppose that $\mathbf{x}_{i_{1}}, \mathbf{x}_{i_{2}}, \ldots, \mathbf{x}_{i_{m}}$ satisfying (4.7) have already been selected. Then, on account of (4.8), a further $\mathbf{x}_{i_{m+1}}$ can also be selected without violating (4.7) unless

$$
m \cdot 3(n+1)^{|x|}(n+1)^{|x|^{2}}>M
$$

To prove Theorem 1, we shall use the set $\mathscr{C}$ of Lemma 2 as codeword set, letting the encoder $f$ be the identity mapping on $\mathscr{C}$. Our decoder $\varphi$ will map each $\mathbf{y} \in \mathscr{Y}^{n}$ into an $\mathbf{x} \in \mathscr{C}$ such that for some $\mathbf{s} \in \mathscr{S}^{n}$

$$
\begin{equation*}
D\left(P_{\mathbf{y} \mid \mathbf{x}, \mathbf{s}} \| W \mid P_{\mathbf{x}, \mathbf{s}}\right)<\eta \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
I(\hat{\mathbf{x}} \wedge \mathbf{y} \mid \mathbf{x}, \mathbf{s})<\eta \quad \text { for every } \hat{\mathbf{x}} \in \mathscr{C} \text { which for some } \hat{\mathbf{s}} \in \mathscr{S}^{n} \text { satisfies (4.9) } \tag{4.10}
\end{equation*}
$$

provided that such an $\mathbf{x} \in \mathscr{C}$ exists; here $\eta>0$ will be specified later.
Notice that (4.9) is a kind of "joint typicality" condition; for a DMC every decoder satisfying this condition would do. For an AVC the decoder should be chosen more carefully. In our proof it is exactly condition (4.10) which will be needed to make the maximum probability of error small. The content of the next lemma is that (4.9) and (4.10) unambigously define $\varphi(\mathbf{y})$ whenever an $\mathbf{x} \in \mathscr{C}$ satisfying these condition does exist.

Lemma 3. Given an AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$, to every $\delta>0$ there exists an $\eta>0$ such that for any subset $\mathscr{C}$ of $\mathscr{T}_{P} \subset \mathscr{X}^{n}$ satisfying (iii) of Lemma 2 with $R \leqq D(P)$ $-\delta$, to every $\mathbf{y} \in \mathscr{Y}^{n}$ at most one $\mathbf{x} \in \mathscr{C}$ can be found with the properties (4.9), (4.10).

Proof. We have to prove that if two pairs ( $\mathbf{x}, \mathbf{s}$ ) and $(\tilde{\mathbf{x}}, \tilde{\mathbf{s}})$ in $\mathscr{C} \times \mathscr{S}^{n}$ both satisfy (4.9), (4.10), then necessarily $\mathbf{x}=\tilde{\mathbf{x}}$.

In fact, suppose that

$$
\begin{align*}
D\left(P_{\mathbf{y} \mid \mathbf{x}, \mathbf{s}} \| W \mid P_{\mathbf{x}, \mathbf{s}}\right)<\eta, & D\left(P_{\mathbf{y} \tilde{\mathbf{x}}, \tilde{\mathbf{s}}} \| W \mid P_{\tilde{\mathbf{x}}, \tilde{\mathbf{s}}}\right)<\eta  \tag{4.11}\\
I(\tilde{\mathbf{x}} \wedge \mathbf{y} \mid \mathbf{x}, \mathbf{s})<\eta, & I(\mathbf{x} \wedge \mathbf{y} \mid \tilde{\mathbf{x}}, \tilde{\mathbf{s}})<\eta . \tag{4.12}
\end{align*}
$$

Let $X, S, \tilde{X}, \tilde{S}, Y$ denote RV's having joint distribution equal to the joint type of $(\mathbf{x}, \mathbf{s}, \tilde{\mathbf{x}}, \tilde{\mathbf{s}}, \mathbf{y})$. Then the first inequality of (4.11) resp. (4.12) means, by definition, that

$$
\sum_{x, s, y} P_{X S Y}(x, s, y) \log \frac{P_{Y \mid X, s}(y \mid x, s)}{W(y \mid x, s)}<\eta
$$

resp.

$$
I(\tilde{X} \wedge Y \mid X, S)=\sum_{x, s, \tilde{x}, y} P_{X S \tilde{X} Y}(x, s, \tilde{x}, y) \log \frac{P_{Y \mid X S \tilde{X}}(y \mid x, s, \tilde{x})}{P_{Y \mid X S}(y \mid x, s)}<\eta .
$$

Adding these two inequalities we get

$$
\sum_{x, s, \tilde{x}, y} P_{X S \tilde{X} Y}(x, s, \tilde{x}, y) \log \frac{P_{X S \tilde{X} Y}(x, s, \tilde{x}, y)}{W(y \mid x, s) P_{X S \tilde{X}}(x, s, \tilde{x})}<2 \eta .
$$

Here the left-hand side is the informational divergence of two distributions on $\mathscr{X} \times \mathscr{S} \times \mathscr{X} \times \mathscr{Y}$. Projecting them to $\mathscr{X} \times \mathscr{X} \times \mathscr{Y}$ the divergence does not increase, and thus

$$
\begin{equation*}
D\left(P_{X \tilde{X} Y} \| P_{X \tilde{X}} \times V\right)<2 \eta, \tag{4.13}
\end{equation*}
$$

where $V: \mathscr{X} \times \mathscr{X} \rightarrow \mathscr{Y}$ is the stochastic matrix defined by

$$
V(y \mid x, \tilde{x}) \xlongequal{\Delta} \sum_{s \in \mathscr{S}} W(y \mid x, s) P_{S \mid X \tilde{X}}(s \mid x, \tilde{x})
$$

(Recall the notation (2.2); if $P_{X \tilde{X}}(x, \tilde{x})=0$ then $V(y \mid x, \tilde{x})$ and $\tilde{V}(y \mid x, \tilde{x})$ below can be arbitrary.) Similarly, we get from the remaining inequalities of (4.11) and (4.12) that

$$
\begin{equation*}
D\left(P_{X \tilde{X} Y} \| P_{X \bar{X}} \times \tilde{V}\right)<2 \eta \tag{4.14}
\end{equation*}
$$

where $\tilde{V}: \mathscr{X} \times \mathscr{X} \rightarrow \mathscr{Y}$ is defined by

$$
\tilde{V}(y \mid x, \tilde{x})=\sum_{\tilde{s} \in \mathscr{\mathscr { S }}} W(y \mid \tilde{x}, \tilde{s}) P_{\tilde{S} \mid x \tilde{X}}(\tilde{s} \mid x, \tilde{x}) .
$$

Using (2.3), the inequalities (4.13), (4.14) give rise to

$$
\begin{equation*}
\sum_{x, \tilde{x}} P_{X \tilde{X}}(x, \tilde{x}) \sum_{y}|V(y \mid x, \tilde{x})-\tilde{V}(y \mid x, \tilde{x})| \leqq 2 c \sqrt{2 \eta} \tag{4.15}
\end{equation*}
$$

Lemma 3 will be proved if we show that (4.15) can not hold for $\mathbf{x} \neq \tilde{\mathbf{x}}$ provided that $\eta=\eta(W, \delta)$ is sufficiently small. To this end, notice that as $\mathscr{C} \subset \mathscr{T}_{P}$ meets condition (iii) of Lemma 2 with $R \leqq D(P)-\delta$, we have

$$
I(X \wedge \tilde{X})=I(\mathbf{x} \wedge \tilde{\mathbf{x}})<R \leqq D(P)-\delta=\min _{\substack{\operatorname{Pr}_{\mathrm{r}}\left(X X^{\prime} X^{\prime}\right\}=1 \\ P_{X}=P_{X}==P}} I\left(X \wedge \tilde{X}^{\prime}\right)-\delta
$$

This implies that

$$
\begin{equation*}
1-\operatorname{Pr}\{X \underset{\sim}{W} \tilde{X}\}>\varepsilon_{1} \tag{4.16}
\end{equation*}
$$

for some $\varepsilon_{1}=\varepsilon_{1}(G(W), \delta)>0$. Further, if $x$ and $\tilde{x}$ are not connected by an edge of $G(W)$, then by the definition (1.1) of $G(W)$

$$
\min _{Q_{1}, Q_{2}} \sum_{y \in \mathscr{Y}}\left|\sum_{s \in \mathscr{G}} W(y \mid x, s) Q_{1}(s)-\sum_{s \in \mathscr{S}} W(y \mid \tilde{x}, \tilde{s}) Q_{2}(\tilde{s})\right|>0
$$

where $Q_{1}$ and $Q_{2}$ range over the distributions on $\mathscr{S}$. Denoting by $\varepsilon_{2}=\varepsilon_{2}(W)$ the minimum of these minima for pairs $(x, \tilde{x})$ not connected by and edge in $G(W)$, it follows that if $P_{X \tilde{x}}(x, \tilde{x})>0$ and $x \sim \tilde{x}$ does not hold then

$$
\sum_{y \in \mathscr{Y}}|V(y \mid x, \tilde{x})-V(y \mid x, \tilde{x})| \geqq \varepsilon_{2}
$$

This and (4.16) yield the desired contradiction with (4.15) if $\eta$ is chosen sufficiently small.

Now we turn to the
Proof of Theorem 1. Consider an AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$, fix some $\varepsilon>0, \delta>0$, $n \geqq n_{0}, P \in \mathscr{P}_{n}(\mathscr{X})$ as in Theorem 1, and suppose that

$$
\begin{equation*}
R \leqq \min (C(P), D(P))-\delta \tag{4.17}
\end{equation*}
$$

This is not a real restriction compared with the condition $R \leqq \min (C(P), D(P))$ of Theorem 1. In fact, if the assertion of Theorem 1 is true under the hypothesis (4.17) then, applying if for $R-\frac{\delta}{2}$ and $\frac{\delta}{2}$ in the role of $R$ and $\delta$, the same assertion follows for every $R \leqq \min (C(P), D(P))$. Define a length- $n$ block code $(f, \varphi)$ as follows: Let the message set be the set $\mathscr{C}$ of Lemma 2 and the encoder $f$ be the identity mapping on $\mathscr{C}$. Let the decoder $\varphi$ map each $\mathbf{y} \in \mathscr{Y}^{n}$ into an $\mathbf{x} \in \mathscr{C}$ which for some $\mathbf{s} \in \mathscr{S}^{n}$ satisfies (4.9), (4.10). If no such $\mathbf{s} \in \mathscr{S}^{n}$ and $\mathbf{x} \in \mathscr{X}^{n}$ exist, $\varphi(\mathbf{y})$ may be arbitrary. Here, the threshold $\eta$ of (4.9), (4.10) is chosen to satisfy Lemma $3, \eta<\frac{\delta}{2}$, and the additional condition that for every triple of RV's $\hat{X} \hat{S} Y$ and a RV $\hat{Y}$ with $P_{\hat{Y} \mid \hat{S} \hat{X}} \stackrel{A}{=} W$ we have

$$
\begin{equation*}
I(\hat{X} \wedge Y) \geqq(\hat{X} \wedge \hat{Y})-\frac{\delta}{2} \quad \text { if } \quad D\left(P_{Y \mid \hat{X} \hat{S}} \| W \mid P_{\hat{X} \hat{S}}\right) \leqq \eta \tag{4.18}
\end{equation*}
$$

(Such a choice is possible by inequality (2.3) and the uniform continuity of $I(X$ $\wedge Y$ ) as a function of $P_{X Y}$.) We claim that this code $(f, \varphi)$ has maximum probability of error less than $\varepsilon$, i.e.,

$$
\begin{equation*}
e(\mathbf{x}, \mathbf{s}) \leqq \varepsilon \quad \text { for every } \quad \mathbf{x} \in \mathscr{C}, \mathbf{s} \in \mathscr{P}^{n} \tag{4.19}
\end{equation*}
$$

(cf. (2.1)), provided that $n_{0}=n_{0}(W, \varepsilon, \delta)$ is sufficiently large.
Fix an $\mathbf{x} \in \mathscr{C}$ and $\mathbf{s} \in \mathscr{S}^{n}$, and consider the subsets of $\mathscr{Y}^{n}$

$$
\begin{aligned}
& \mathscr{A} \stackrel{\Delta}{=}\left\{\mathbf{y}: D\left(P_{\mathbf{y} \mid \mathbf{x}, \mathbf{s}} \| W \mid P_{\mathbf{x}, \mathbf{s}}\right) \geqq \eta\right\} \\
& \mathscr{B} \stackrel{\Delta}{=}\{\mathbf{y}: I(\hat{\mathbf{x}} \wedge \mathbf{y} \mid \mathbf{x}, \mathbf{s}) \geqq \eta \text { for some } \hat{\mathbf{x}} \in \mathscr{C}(\mathbf{y})\}
\end{aligned}
$$

where

$$
\mathscr{C}(\mathbf{y}) \stackrel{\Delta}{=}\left\{\hat{\mathbf{x}}: \hat{\mathbf{x}} \in \mathscr{C}, D\left(P_{\mathbf{y} \mid \hat{\mathbf{x}}, \hat{\mathbf{s}}} \| W \mid P_{\hat{\mathbf{x}}, \hat{\mathbf{s}}}\right)<\eta \quad \text { for some } \quad \hat{\mathbf{s}} \in \mathscr{S}^{n}\right\}
$$

By the definition of our decoder $\varphi$ an error $\varphi(\mathbf{y}) \neq \mathbf{x}$ can occur only if $\mathbf{y} \in \mathscr{A}$ $\cup \mathscr{B}$, thus

$$
\begin{equation*}
e(\mathbf{x}, \mathbf{s}) \leqq W^{n}(\mathscr{A} \mid \mathbf{x}, \mathbf{s})+W^{n}(\mathscr{B} \mid \mathbf{x}, \mathbf{s}) . \tag{4.20}
\end{equation*}
$$

By (2.7), (2.9) and (2.5) we have

$$
\begin{equation*}
W^{n}(\mathscr{A} \mid \mathbf{x}, \mathbf{s}) \leqq(n+1)^{|\mathscr{X}||S||\mathscr{Y}|} \exp (-n \delta) \tag{4.21}
\end{equation*}
$$

In order to bound $W^{n}(\mathscr{B} \mid \mathbf{x}, \mathbf{s})$, we consider separately the intersections of $\mathscr{B}$ with the various $V$-shells of $(\mathbf{x}, \mathbf{s})$ :

$$
\begin{equation*}
W^{n}(\mathscr{B} \mid \mathbf{x}, \mathbf{s})=\sum_{V \in \mathscr{H}_{n}(\mathscr{Q} \mid P \mathbf{x}, \mathbf{s})} W^{n}\left(\mathscr{B} \cap \mathscr{T}_{V}(\mathbf{x}, \mathbf{s}) \mid \mathbf{x}, \mathbf{s}\right) \tag{4.22}
\end{equation*}
$$

For notational convenience, joint types of length- $n$ sequences will be represented as joint distributions of RV's. The cardinality of $\mathscr{B} \cap \mathscr{T}_{V}(\mathbf{x}, \mathbf{s})$ is bounded from above by the number of pairs $(\hat{\mathbf{x}}, \mathbf{y}) \in \mathscr{C} \times \mathscr{Y}^{n}$ such that $P_{\mathrm{x}, \mathbf{s}, \hat{\mathbf{x}}, \mathbf{y}}=P_{X S \hat{X} Y}$ for

RV's $X, S, Y$ with joint distribution given by

$$
\begin{equation*}
P_{X S Y}(x, s, y) \stackrel{\Delta}{=} P_{\mathbf{x}, \mathbf{s}}(x, s) V(y \mid x, s) \tag{4.23}
\end{equation*}
$$

and some RV $\hat{X}$ such that $P_{\hat{X}}=P$ and

$$
\begin{gather*}
I(\hat{X} \wedge Y \mid X S) \geqq \eta  \tag{4.24}\\
D\left(P_{Y \mid \hat{X} \hat{S}} \| W \mid P_{\hat{X} \hat{S}}\right) \leqq \eta \quad \text { for some RV } \hat{S} \tag{4.25}
\end{gather*}
$$

By Lemma 2 (ii), the number of sequences $\hat{\mathbf{x}} \in \mathscr{C}$ with $P_{\mathbf{x}, \mathbf{s}, \hat{\mathbf{x}}}=P_{X S \hat{X}}$ is at most

$$
3(n+1)^{|x|} \exp \left\{n|R-I(X S \wedge \hat{X})|^{+}\right\}
$$

while for every such $\hat{\mathbf{x}}$ the number of sequences $\mathbf{y} \in \mathscr{Y} Y^{n}$ with $P_{\mathbf{x}, \mathbf{s}, \hat{\mathbf{x}}, \mathbf{y}}=P_{X S \hat{X} Y}$ is, by (2.7), at most

$$
\exp \{n H(Y \mid X S \widehat{X})\}=\exp \{n[H(Y \mid X S)-I(\hat{X} \wedge Y \mid X S)]\}
$$

Combining the last two bounds and using (2.4) we get

$$
\begin{align*}
\mid \mathscr{B} \cap \mathscr{T}_{V}(\mathbf{x}, \mathbf{s}) \leqq & (n+1)^{|\mathscr{P}|^{2}|\mathscr{S}||\mathscr{Y}|} 3(n+1)^{|\mathscr{P}|} \exp \{n[H(Y \mid X S) \\
& \left.\left.-\min \left(I(\hat{X} \wedge Y \mid X S)-|R-I(X S \wedge \hat{X})|^{+}\right)\right]\right\}, \tag{4.26}
\end{align*}
$$

where $P_{X S Y}$ is given by (4.23) and the minimum is taken for all RV's $\hat{X}$ satisfying $P_{\bar{X}}=P$ and (4.24), (4.25).

Now we show that this last minimum can not be less than $\eta$. To verify this, on occount of (4.24) it suffices to consider RV's $\hat{X}$ with $I(X S \wedge \hat{X})<R$. Then

$$
\begin{aligned}
& I(\hat{X} \wedge Y \mid X S)-|R-I(X S \wedge \hat{X})|^{+} \\
& \quad=I(\hat{X} \wedge Y \mid X S)-R+I(X S \wedge \hat{X})=I(\hat{X} \wedge Y X S)-R \\
& \quad \geqq I(\hat{X} \wedge Y)-R \geqq C(P)-\frac{\delta}{2}-R
\end{aligned}
$$

where the last step follows from (4.25) by assumption (4.18) and the definition of $C(P)$, cf. (1.3), (1.4). Since $R \leqq C(P)-\delta$ and $\eta \leqq \frac{\delta}{2}$ by assumption, our claim that the minimum in (4.26) is not less than $\eta$ is herewith established. Using this result and (2.9), the bound (4.26) yields

$$
\begin{equation*}
W^{n}(\mathscr{B} \cap \mathscr{T}(\mathbf{x}, \mathbf{s}) \mid \mathbf{x}, \mathbf{s}) \leqq 3(n+1)^{|\mathscr{X}|^{2}|\mathscr{F}||\mathscr{Y}|+|\mathscr{P}|} \exp (-n \eta) \tag{4.27}
\end{equation*}
$$

Comparing (4.20), (4.21), (4.22) and (4.27) completes the proof of (4.19).
Remark. We have actually proved that under the conditions of Theorem 1 the maximum probability of error of the optimal length- $n$ block code tends to zero exponentially as $n \rightarrow \infty$. Counting more carefully, we could have got tighter exponential bounds quite easily. Still, it remains to be seen whether these improved bounds are tight in any interesting case.

## 5. States Known at the Receiver

As pointed out in the Introduction, our results have immediate implications for an AVC whose states are known at the receiver. Formally, a length- $n$ block code for an AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ with states known at the receiver is a pair of mappings $f: \mathscr{M} \rightarrow \mathscr{X}^{n}, \varphi: \mathscr{Y}^{n} \times \mathscr{S}^{n} \rightarrow \mathscr{M}^{\prime}$ where $\mathscr{M}^{\prime} \supset \mathscr{M}$. The remaining definitions are the same as in Section 2 except that the analogue of $e(m, s)$ of formula (2.1) is now defined by

$$
e^{\prime}(m, \mathbf{s}) \stackrel{\Delta}{=} W^{n}(\{y: \varphi(\mathbf{y}, \mathbf{s}) \neq m\} \mid f(m), \mathbf{s}) .
$$

Obviously, the above $(f, \varphi)$ and $e^{\prime}(m, s)$ are the same as a length- $n$ block code in the original sense and the corresponding $e(m, s)$ for the new AVC $\left\{W^{\prime}: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y} \times \mathscr{S}\right\}$ defined by (1.6). Hence, applying our results to this new AVC, we get their analogues for the AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ with states known at the receiver. The relevant quantities of formulas (1.3) and (1.5) now have the analogues

$$
\begin{aligned}
& C^{\prime}(P) \stackrel{A}{=} \min _{\substack{P_{X}=P \\
P_{Y \mid X S}=W}} I(X \wedge Y S), \\
& D^{\prime}(P) \stackrel{\Delta}{\stackrel{y}{\substack{\operatorname{Pr}_{1}\left(X X^{\prime} W^{\prime} X^{\prime}\right)=1 \\
P_{X}=P X^{\prime}=P}} \mid} I\left(X \wedge X^{\prime}\right) .
\end{aligned}
$$

The definition of $D^{\prime}(P)$ becomes simple upon observing that in the graph of $W^{\prime}$ two elements $x_{1}$ and $x_{2}$ of $\mathscr{X}$ are connected by an edge iff there exists an $s \in \mathscr{S}$ such that

$$
W\left(y \mid x_{1}, s\right)=W\left(y \mid x_{2}, s\right) \quad \text { for every } \quad y \in \mathscr{Y} .
$$

In particular, the analogue of Theorem 3 is
Theorem 4. Suppose that the AVC $\{W: \mathscr{X} \times \mathscr{S} \rightarrow \mathscr{Y}\}$ has the property that for a distribution $P_{0}$ achieving $\max C^{\prime}(P)$ we have $D^{\prime}\left(P_{0}\right) \geqq C^{\prime}\left(P_{0}\right)$. Then the capacity for maximum probability of error $C_{m}^{\prime}$ of this $A V C$ with states known at the receiver is

$$
C_{m}^{\prime}=\max _{P} C^{\prime}(P)=C^{\prime}\left(P_{0}\right) .
$$
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