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## 1. Theorem

Let $B(t)$ denote a standard Brownian motion on the line. It is well known that the local asymptotic behaviour of sample paths at a prescribed time $t_{0} \geqq 0$ and the uniform asymptotic behaviour on the interval $0 \leqq t \leqq 1$ are given by

$$
\begin{equation*}
\varlimsup_{h \downarrow 0} \frac{B\left(t_{0}+h\right)-B\left(t_{0}\right)}{(2 h \log \log 1 / h)^{\frac{1}{F}}}=1, \text { a.s., } \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\varlimsup_{\substack{|t \rightarrow s| \downarrow 0 \\ 0 \leq t, s \leq 1}} \frac{B(t)-B(s)}{\left(2|t-s| \log 1 /|t-s|^{\frac{1}{p}}\right.}=1, \text { a.s., } \tag{1.2}
\end{equation*}
$$

respectively.
These arguments show that there exist almost surely some time points which violate (1.1). About this phenomena, S. Orey and S.J. Taylor [6] have obtained the following results:

Set

$$
E(\alpha)=\left\{0 \leqq t \leqq 1 ; \varlimsup_{h \downarrow 0} \frac{B(t+h)-B(t)}{(2 \alpha h \log 1 / h)^{\frac{2}{2}}} \geqq 1\right\},
$$

and

$$
F(\beta)=\left\{0 \leqq t \leqq 1 ; \varlimsup_{h \downarrow 0} \frac{B(t+h)-B(t)}{(2 \beta h \log \log 1 / h)^{\frac{1}{7}}} \geqq 1\right\} .
$$

Then, they have

$$
\operatorname{dim} E(\alpha)=1-\alpha \quad(0<\alpha \leqq 1) \text { a.s. }
$$

and

$$
\begin{aligned}
\phi_{\gamma}-m(F(\beta)) & =0 \quad(\gamma<\beta-1) \text { a.s. }, \\
& =+\infty(\gamma>\beta-1) \text { a.s. },
\end{aligned}
$$

where $\phi_{\gamma}-m$ denotes the Hausdorff measure with respect to $\phi_{\gamma}(s)=s(\log 1 / s)^{\gamma}$ $(\gamma>0)$.

Motivated by their results, we investigate irregularity points of a Brownian path under slightly different formulation, but give the exact Hausdorff measure of the set according to an integral test.

Let $\left\{B^{d}(t, \omega) ; 0 \leqq t \leqq 1, \omega \in \Omega\right\}$ be a standard Brownian motion in $R^{d}$ on a complete probability space ( $\Omega, \mathscr{B}, P$ ) and $\phi$ be a positive continuous function such that

$$
\begin{equation*}
\phi(x) \uparrow+\infty \quad(x \downarrow 0)^{1} \tag{1.3}
\end{equation*}
$$

Then we know that for each $0<t<1$,

$$
\begin{aligned}
& P\left(\exists\left\{\left(u_{n}, v_{n}\right)\right\} \in \mathscr{S},\right. \\
& \left.\quad\left\|B^{d}\left(t+u_{n}, \omega\right)-B^{d}\left(t-v_{n}, \omega\right)\right\|>\sqrt{u_{n}+v_{n}} \phi\left(u_{n}+v_{n}\right)\right)^{2}=0
\end{aligned}
$$

if and only if

$$
\begin{equation*}
\int_{+0} x^{-1} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} d x<+\infty \tag{1.4}
\end{equation*}
$$

where $\mathscr{S}$ is a class of all couples $\left\{\left(u_{n}, v_{n}\right)\right\}_{n=1}^{\infty}$ of two sequences such that $u_{n} \geqq 0$, $v_{n} \geqq 0, \frac{1}{2} \geqq u_{n}+v_{n}>0$ and $u_{n}+v_{n} \downarrow 0(n \uparrow+\infty)$, and

$$
\begin{aligned}
& P(\exists \delta(\omega)>0, \quad 0<\forall|t-s|<\delta(\omega) \\
& \left.\quad\left\|B^{d}(t, \omega)-B^{d}(s, \omega)\right\| \leqq \sqrt{|t-s|} \phi(|t-s|)\right)=0
\end{aligned}
$$

if and only if

$$
\begin{equation*}
\int_{+0} x^{-2} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} d x=+\infty \tag{1.5}
\end{equation*}
$$

Therefore under the conditions (1.3), (1.4) and (1.5)

$$
\begin{aligned}
& E(\phi, \omega)=\left\{0<t<1 ; \exists\left\{\left(u_{n}, v_{n}\right)\right\} \in \mathscr{S}\right. \\
& \left.\quad\left\|B^{d}\left(t+u_{n}, \omega\right)-B^{d}\left(t-v_{n}, \omega\right)\right\|>\sqrt{u_{n}+v_{n}} \phi\left(u_{n}+v_{n}\right)\right\}
\end{aligned}
$$

has Lebesgue measure 0 but is a non-empty set almost surely ([6]). So we are interested to give a more exact measure - Hausdorff measure - of this set.

We denote by $h-m(A)$ the Hausdorff measure of a measurable set $A$ for a Hausdorff measure function $h(x)$, that is, a positive continuous function such that

$$
\begin{equation*}
h(x) \downarrow 0 \quad(x \downarrow 0) \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
h(x) / x \uparrow+\infty \quad(x \downarrow 0) \tag{1.7}
\end{equation*}
$$

[^0]Then, we will prove the following:
Theorem. Under the conditions (1.3), (1.4), (1.6), (1.7) and

$$
\begin{align*}
& \exists n_{0}, \quad \forall n \geqq n_{0} \\
& \phi\left(2^{-n-2}\right) \leqq 2^{10} 10^{-3} \phi\left(2^{-n-2} n^{5}\right), \tag{1.8}
\end{align*}
$$

we claim that

$$
h-m(E(\phi, \omega))=0 \quad(\text { resp. }+\infty) \text { a.s. }
$$

if and only if an integral test

$$
I(h, \phi)=\int_{+0} x^{-2} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} h(x) d x
$$

converges (resp. diverges).
Examples. (i) Let $\phi(x)=\sqrt{2 a \log 1 / x}, 0<\alpha \leqq 1$, then

$$
h-m(E(\phi, \omega))=0 \quad \text { (resp. }+\infty) \text { a.s. }
$$

if and only if

$$
\int_{+0} x^{\alpha-2}(\log 1 / x)^{1+\alpha / 2} h(x) d x<+\infty \quad(\text { resp. }=+\infty)
$$

in particular,

$$
\begin{aligned}
h_{\varepsilon}-m(E(\phi, \omega)) & =0 & & \text { if } \varepsilon>0 \\
& =+\infty & & \text { if } \varepsilon \leqq 0 \text { a.s. }
\end{aligned}
$$

where

$$
h_{\varepsilon}(x)=x^{1-\alpha}(\log 1 / x)^{-2-\varepsilon-d / 2} .
$$

(ii) Let $\phi(x)=\sqrt{2 \beta \log \log 1 / x}, \beta>1$, then

$$
h-m(E(\phi, \omega))=0 \quad(\text { resp. }+\infty) \text { a.s. }
$$

if and only if

$$
\int_{+0} x^{-2}(\log 1 / x)^{-\beta}(\log \log 1 / x)^{1+d / 2} h(x) d x<+\infty \quad(\text { resp } .=+\infty)
$$

in particular

$$
\begin{aligned}
h_{\varepsilon}-m(E(\phi, \omega)) & =0 & & \text { if } \varepsilon>0 \\
& =+\infty & & \text { if } \varepsilon \leqq 0 \text { a.s. }
\end{aligned}
$$

where

$$
h_{\varepsilon}(x)=x(\log 1 / x)^{\beta-1}(\log \log 1 / x)^{-2-\varepsilon-d / 2} .
$$

## 2. Preliminary Lemmas

Before starting the proof of our theorem, we prepare some preliminary lemmas about the normal distribution in $R^{2 d}$, most of which are already well known.

Let ( $X, Y$ ) be a random variable in $R^{2}$ having the bivariate normal density centered at the origin with $E X^{2}=E Y^{2}=1$ and $E X Y=\rho$, and $\left(X_{i}, Y_{i}\right), 1 \leqq i \leqq d$ be independent copies of $(X, Y)$. Set

$$
X^{d}=\left(X_{1}, \ldots, X_{d}\right), \quad Y^{d}=\left(Y_{1}, \ldots, Y_{d}\right)
$$

and

$$
\Phi_{d}(x)=P\left(\left\|X^{d}\right\| \geqq x\right)
$$

then we have
Lemma 1. For all $x \geqq \sqrt{2 d}$,

$$
\begin{equation*}
2 a_{1} x^{d-2} e^{-x^{2} / 2}>\Phi_{d}(x)>a_{1} x^{d-2} e^{-x^{2} / 2} \tag{2.1}
\end{equation*}
$$

where $a_{1}=2\left(\Gamma(d / 2) 2^{d / 2}\right)^{-1}$ if $d \geqq 2$ and $a_{1}=(\sqrt{2 \pi})^{-1}$ if $d=1$.
Lemma 2. (i) For all $y \geqq x \geqq \sqrt{2 d}$ and $|\rho x y| \leqq 1$,

$$
\begin{equation*}
P\left(\left\|X^{d}\right\| \geqq x,\left\|Y^{d}\right\| \geqq y\right)<a_{2} \Phi_{d}(x) \Phi_{d}(y) \tag{2.2}
\end{equation*}
$$

where $a_{2}=\left(10+2^{d / 2} a_{1}^{-1}\right)$.
(ii) For all $x \geqq \sqrt{2 d}$,

$$
\begin{equation*}
P\left(\left\|X^{d}\right\| \geqq x,\left\|Y^{d}\right\| \geqq x\right)<a_{3} e^{-(1-|\rho|) x^{2} / 32} \Phi_{d}(x) \tag{2.3}
\end{equation*}
$$

where $a_{3}=2^{d / 2} d^{d / 2} a_{1}+2^{3 d / 2} d^{d / 2}$.
(iii) For all $y \geqq x \geqq \sqrt{2 d}$ and $x \geqq(1+|\rho|) y / 2+\sqrt{2 d}$,

$$
\begin{align*}
& P\left(\left\|X^{d}\right\| \geqq x,\left\|Y^{d}\right\| \geqq y\right) \\
& \quad<\left(2 a_{1} y^{d-2}+a_{4}\right) e^{-(2 x-y-|\rho| y)^{2} / 8} \Phi_{d}(y), \tag{2.4}
\end{align*}
$$

where $a_{4}=2^{3 d / 2} d^{d / 2}+2 a_{1}$.
Here, the exact values of $a_{1}, \ldots, a_{4}$ are not essential in the sequel.
Since (i) and (ii) are essentially proved in [5, Lemma 1.5 and 1.6], we give a proof of (iii).

Without loss of generality, we can assume that $\rho>0$. Then we have

$$
\begin{aligned}
P\left(\left\|X^{d}\right\| \geqq x,\left\|Y^{d}\right\| \geqq y\right)= & P\left(\left\|X^{d}\right\| \geqq x, \frac{1+\rho}{2 \rho} y \geqq\left\|Y^{d}\right\| \geqq y\right) \\
& +P\left(\left\|X^{d}\right\| \geqq x,\left\|Y^{d}\right\| \geqq \frac{1+\rho}{2 \rho} y\right)=I_{1}+I_{2} .
\end{aligned}
$$

Since $X$ is expressed with a standard normal random variable $Z$ independent of $Y$ by

$$
X=\rho Y+\sqrt{1-\rho^{2}} Z
$$

it follows that

$$
\begin{aligned}
I_{1} & \leqq P\left(\left\|Z^{d}\right\| \geqq \frac{x-\rho\left\|Y^{d}\right\|}{\sqrt{1-\rho^{2}}}, \frac{1+\rho}{2 \rho} y \geqq\left\|Y^{d}\right\| \geqq y\right) \\
& \leqq \Phi_{d}(y) \Phi_{d}\left(\frac{2 x-y-\rho y}{2 \sqrt{1-\rho^{2}}}\right)<2 a_{1}\left(y^{d-2}+1\right) e^{-(2 x-y-\rho y)^{2} / 8} \Phi_{d}(y) .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
I_{2} & <\Phi_{d}\left(\frac{1+\rho}{2 \rho} y\right) \\
& <2 a_{1}\left(\frac{1+\rho}{2 \rho} y\right)^{d-2} e^{-(1+\rho)^{2} y^{2} /\left(8 \rho^{2}\right)} \\
& <2 a_{1}(y / \rho)^{d-2} e^{-(1-\rho) y^{2} /\left(8 \rho^{2}\right)-y^{2} / 2} \\
& <a_{1} 2^{3 d / 2} d^{d / 2} y^{d-2} e^{-(1-\rho) y^{2} / 8-y^{2} / 2} \\
& <2^{3 d / 2} d^{d / 2} e^{-(1-\rho) y^{2} / 8} \Phi_{d}(y) \\
& <2^{3 d / 2} d^{d / 2} e^{-(2 x-y-\rho y)^{2} / 8} \Phi_{d}(y) .
\end{aligned}
$$

Summing up the inequalities for $I_{1}$ and $I_{2}$ we have (2,4).

## 3. Proof when $I(h, \phi)<+\infty$

To prove that the convergence of $I(h, \phi)$ implies $h-m(E(\phi, \omega))=0$ a.s., we need a lemma which is an extention to $d$-dimensional case of Lemma 2 in [3].

Let ( $S, m$ ) denote a compact metric space which satisfies the following condition; There exist a constant $c_{1}$ and a positive integer $N$ such that

$$
\begin{equation*}
N(\varepsilon, K) \leqq c_{1}(d(K) / \varepsilon)^{N}, \quad(0<\varepsilon \leqq d(K)) \tag{3.1}
\end{equation*}
$$

holds for any closed ball $K$ of $S$, where $N(\varepsilon, K)$ is the minimal cardinal number of $\varepsilon$ nets on $K$ (a subset $A$ of $K$ is said to be a $\varepsilon$-net on $K$ if for any $t \in K$, there exists $s \in A$ such that $d(s, t) \leqq \varepsilon)$ and $d(K)$ is the diameter of $K$.

Let $\{X(t) ; t \in S\}$ be a path continuous centered Gaussian process with $E X(t)^{2}=1$ for all $t \in S$ and $\left\{X_{i}(t)\right\}_{i=1}^{d}$ be independent copies of $\{X(t)\}$. We consider a $d$ dimensional Gaussian process

$$
X^{d}(t)=\left(X_{1}(t), \ldots, X_{d}(t)\right) .
$$

Moreover we assume that there exist a positive constant $\eta$ and a positive nondecreasing continuous function $\sigma$ with $\sigma(0)=0$ such that

$$
\begin{equation*}
E(X(s)-X(t))^{2} \leqq \eta^{2} \sigma^{2}(m(s, t)) \tag{3.2}
\end{equation*}
$$

Then we have
Lemma 3. [4] If there exist two positive constants $c_{2}$ and $\alpha$ such that

$$
\begin{equation*}
\frac{\sigma(t x)}{\sigma(x)} \leqq c_{2} t^{x} \tag{3.3}
\end{equation*}
$$

holds for any $0<t \leqq 1$ and $0<x \leqq d(S)$, then

$$
\begin{equation*}
P\left(\sup _{t \in S}\left\|X^{d}(t)\right\| \geqq x\right) \leqq c_{1} c_{3} c_{5} N\left(\frac{1}{2} \sigma^{-1}(1 /(\eta x)), S\right) \Phi_{d}(x) \tag{3.4}
\end{equation*}
$$

holds for any $x \geqq 1+\sqrt{\pi} c_{2} c_{4} / \sqrt{\alpha}$, where

$$
\begin{aligned}
& c_{3}=4 e^{\sqrt{\pi} c_{2} c_{4} /(2 \sqrt{\alpha})+\pi c_{2}^{2} c_{4}^{2} /(4 \alpha)} \\
& c_{4}>\sqrt{N}(\sqrt{2}+1) 2^{5 / 2} \\
& c_{5}=e^{4 N}+\sum_{k=2}^{\infty} e^{N 2^{k+1}} q_{k}(<+\infty) \\
& q_{k}=\Phi_{d}\left(c_{4}(\sqrt{2}-1) 2^{(k-3) / 2}-\left(1+\frac{\sqrt{\pi} c_{2} c_{4}}{2 \sqrt{\alpha}}\right) / \sqrt{3}\right)
\end{aligned}
$$

and $\sigma^{-1}(x)=\inf \{y ; \sigma(y)=x\}$.
We remark that $c_{1}, c_{3}$ and $c_{5}$ are independent of $x$ and $\eta$.
Proof. This lemma is proved just the same manner as that of Lemma 2 in [3] by taking account of Lemma 1 and 2. First we take a closed ball $K$ of $S$ such that

$$
\begin{equation*}
0 \leqq \eta x \sigma(d(K)) \leqq 1 \tag{3.5}
\end{equation*}
$$

and let $\left\{t_{i}^{(n)}\right\}, 1 \leqq i \leqq N\left(\varepsilon_{n}, K\right)$ be the minimal $\varepsilon_{n}$-net on $K$, where

$$
\varepsilon_{n}=d(K) e^{-2^{n+1}}, \quad n=0,1,2, \ldots,
$$

Setting

$$
x_{n}=c_{4} \eta(\sqrt{2}-1) 2^{(n-1) / 2} \sigma\left(\varepsilon_{n-1}\right), \quad n=1,2, \ldots
$$

we have

$$
\begin{align*}
\sum_{k=1}^{\infty} x_{k} & <c_{4} \eta \int_{0}^{\infty} \sigma\left(d(K) e^{-u^{2}}\right) d u \\
& \left.\leqq \frac{\sqrt{\pi} c_{2} c_{4}}{2 \sqrt{\alpha} x} \quad \text { (in (3.3) let } t=e^{-u^{2}} \text { and } x=d(K)\right) . \tag{3.6}
\end{align*}
$$

Now let

$$
\begin{aligned}
& A=\left\{\sup _{t \in K}\left\|X^{d}(t)\right\|>x+\sum_{k=1}^{\infty} x_{k}\right\} \quad(x \geqq 1) \\
& A_{n}^{(j, i)}=\left\{\left\|X^{d}\left(t_{i}^{(j)}\right)\right\| \geqq x+\sum_{k=1}^{n} x_{k}\right\}, \\
& A_{n}=\bigcup_{\substack{1 \leqq i \leqslant N \\
1 \leqq j \\
1 \leqslant j \leq n}} A_{n}^{(j, i)},
\end{aligned}
$$

and

$$
A_{n}^{\infty}=\left\{\max _{1 \leqq i \leq N\left(\varepsilon_{j}, K\right)}\left\|X^{d}\left(t_{i}^{(j)}\right)\right\| \geqq x+\sum_{k=1}^{\infty} x_{k}\right\} .
$$

Since we have

$$
A \subset \bigcup_{n=1}^{\infty} A_{n}^{\infty}, \quad A_{n}^{\infty} \subset A_{n+1}^{\infty}, \quad \text { and } \quad A_{n}^{\infty} \subset A_{n},
$$

it follows that

$$
P(A) \leqq \lim _{n \rightarrow \infty} P\left(A_{n}\right) .
$$

For $P\left(A_{n}\right)$, we have

$$
\begin{aligned}
P\left(A_{n}\right) & \leqq P\left(A_{n-1}\right)+P\left(A_{n} \cap A_{n-1}^{c}\right) \\
& \leqq P\left(A_{n-1}\right)+\sum_{i=1}^{N\left(\varepsilon_{n}, K\right)} P\left(A_{n}^{(n, i)} \cap A_{n-1}^{\left(n-1, i^{\prime}\right) c}\right),
\end{aligned}
$$

where $i^{\prime}$ is chosen such that $m\left(t_{i}^{(n)}, t_{i^{\prime}}^{(n-1)}\right) \leqq \varepsilon_{n-1}$. To estimate the last term, we write

$$
X\left(t_{i^{\prime}}^{(n-1)}\right)=r X\left(t_{i}^{(n)}\right)+\sqrt{1-r^{2}} Z
$$

where $Z$ is a standard normal random variable independent of $X\left(t_{i}^{(n)}\right)$ and

$$
\begin{align*}
r & =E X\left(t_{i^{\prime}}^{(n-1)}\right) X\left(t_{i}^{(n)}\right) \\
& =1-E\left(X\left(t_{i}^{(n)}\right)-X\left(t_{i^{\prime}}^{(n-1)}\right)\right)^{2} / 2 \\
& \geqq 1-\eta^{2} \sigma^{2}\left(m\left(t_{i}^{(n)}, t_{i^{\prime}}^{(n-1)}\right)\right) / 2 \\
& \geqq 1-\eta^{2} \sigma^{2}\left(\varepsilon_{n-1}\right) / 2 \\
& \geqq 1-\eta^{2} \sigma^{2}(d(K)) / 2 \\
& \geqq 1-1 /\left(2 x^{2}\right) \geqq \frac{1}{2} . \tag{3.7}
\end{align*}
$$

By the triangular inequality, we have

$$
\left\|X^{d}\left(t_{i^{\prime}}^{(n-1)}\right)\right\| \geqq r\left\|X^{d}\left(t_{i}^{(n)}\right)\right\|-\sqrt{1-r^{2}}\left\|Z^{d}\right\|
$$

Therefore we have

$$
\begin{aligned}
& P\left(A_{n}^{(n, i)} \cap A_{n-1}^{\left(n-1, i^{\prime}\right) c}\right) \\
& \quad \leqq P\left(\left\|X^{d}\left(t_{i}^{(n)}\right)\right\| \geqq x+\sum_{k=1}^{n} x_{k}, \sqrt{1-r^{2}}\left\|Z^{d}\right\| \geqq r x_{n}-(1-r)\left(x+\sum_{k=1}^{n-1} x_{k}\right)\right) \\
& \quad \leqq \Phi_{d}(x) \Phi_{d}\left(\frac{r x_{n}-(1-r)\left(x+\sum_{k=1}^{n-1} x_{k}\right)}{\sqrt{1-r^{2}}}\right) .
\end{aligned}
$$

Combining (3.5), (3.6) and (3.7), we have

$$
\begin{aligned}
& \frac{r x_{n}}{\sqrt{1-r^{2}}} \geqq c_{4}(\sqrt{2}-1) 2^{(n-3) / 2} \\
& \frac{1-r}{\sqrt{1-r^{2}}}\left(x+\sum_{k=1}^{n-1} x_{k}\right) \leqq \frac{\sqrt{1-r}}{\sqrt{1+r}}\left(x+\sum_{k=1}^{\infty} x_{k}\right) \\
& \leqq \eta \sigma\left(\varepsilon_{n-1}\right)\left(x+\frac{\sqrt{\pi} c_{2} c_{4}}{2 \sqrt{\alpha} x}\right) / \sqrt{3} \\
& \leqq\left(1+\frac{\sqrt{\pi} c_{2} c_{4}}{2 \sqrt{\alpha}}\right) / \sqrt{3}
\end{aligned}
$$

and so

$$
\Phi_{d}\left(\frac{r x_{n}-(1-r)\left(x+\sum_{k=1}^{n-1} x_{k}\right)}{\sqrt{1-r^{2}}}\right) \leqq q_{n}
$$

It follows that

$$
P\left(A_{n}\right) \leqq P\left(A_{n-1}\right)+q_{n} N\left(\varepsilon_{n}, K\right) \Phi_{d}(x)
$$

By induction it follows from (3.1) that

$$
P\left(A_{n}\right) \leqq c_{1}\left(e^{4 N}+\sum_{k=2}^{n} e^{N 2^{k+1}} q_{k}\right) \Phi_{d}(x) .
$$

If we choose the constant $c_{4}$ greater than $\sqrt{N}(\sqrt{2}+1) 2^{5 / 2}$, then by virtue of Lemma 1,

$$
\sum_{k=2}^{\infty} e^{N 2^{k+1}} q_{k}
$$

converges, and so we have

$$
P(A) \leqq c_{1} c_{5} \Phi_{i}(x)
$$

Finally let $\left\{s_{i}\right\}, 1 \leqq i \leqq N\left(\frac{1}{2} \sigma^{-1}(1 /(\eta x)), S\right)$ be the minimal $\sigma^{-1}(1 /(\eta x)) / 2-$ net on $S$ and set

$$
K_{i}=\left\{s ; m\left(s, s_{i}\right) \leqq \sigma^{-1}(1 /(\eta x)) / 2\right\}
$$

Then $K_{i}$ is a closed ball of $S$ such that

$$
d\left(K_{i}\right) \leqq \sigma^{-1}(1 /(\eta x)),
$$

and

$$
0 \leqq \eta x \sigma\left(d\left(K_{i}\right)\right) \leqq 1
$$

Therefore we have

$$
\begin{aligned}
& P\left(\sup _{t \in S}\left\|X^{d}(t)\right\|>x+\sum_{k=1}^{\infty} x_{k}\right) \\
& \quad \leqq \sum_{i=1}^{N\left(\frac{1}{2} \sigma^{-1}(1 /(\eta x)), S\right)} P\left(\sup _{t \in K_{i}}\left\|X^{d}(t)\right\|>x+\sum_{k=1}^{\infty} x_{k}\right) \\
& \quad \leqq c_{1} c_{5} N\left(\frac{1}{2} \sigma^{-1}(1 /(\eta x)), S\right) \Phi_{d}(x) .
\end{aligned}
$$

Setting

$$
y=x+\frac{\sqrt{\pi} c_{2} c_{4}}{2 \sqrt{\alpha} x}
$$

we have

$$
\begin{aligned}
& y \leqq x+\sqrt{\pi} c_{2} c_{4} /(2 \sqrt{\alpha}) \\
& N\left(\frac{1}{2} \sigma^{-1}(1 /(\eta x)), S\right) \leqq N\left(\frac{1}{2} \sigma^{-1}(1 /(\eta y)), S\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{d}(x) & =\Phi_{d}\left(y-\sqrt{\pi} c_{2} c_{4} /(2 \sqrt{\alpha} x)\right. \\
& \leqq 4 a_{1} y^{d-2} e^{-y^{2} / 2+\frac{\sqrt{\pi} c_{2} c_{4} y}{2 \sqrt{\alpha} x}} \\
& \leqq c_{3} \Phi_{d}(y) .
\end{aligned}
$$

This completes the proof of Lemma 3.
Now we begin the proof of Theorem when $I(h, \phi)<+\infty$. Let

$$
\begin{aligned}
& {[s, t]=\{u ; s \leqq u \leqq t\},} \\
& K=\left\{(s, t) \in[0,1]^{2} ; 0<t-s \leqq \frac{1}{2}\right\}=\bigcup_{n=1}^{\infty} \bigcup_{i=1}^{2^{n+1}-1} K_{n, i}, \\
& K_{n, i}=\left\{(s, t) ; 2^{-n-1} \leqq t-s \leqq 2^{-n}, i 2^{-n-1} \leqq t \leqq(i+1) 2^{-n-1}\right\}, \\
& n=1,2, \ldots, 1 \leqq i \leqq 2^{n+1}-1, \\
& I_{n, i}=\left\{t ;(i-2) 2^{-n-1} \leqq t \leqq(i+1) 2^{-n-1}\right\}, \quad i=2,3, \ldots, 2^{n+1}-1, \\
& I_{n, 1}=\left\{t ; 0 \leqq t \leqq 2^{-n}\right\},
\end{aligned}
$$

and

$$
A_{n, i}=\left\{\omega ; \sup _{(s, t) \in K_{n, i}}\left\|B^{d}(t, \omega)-B^{d}(s, \omega)\right\| / \sqrt{t-S} \geqq \phi\left(2^{-n}\right)\right\} .
$$

We denote by $X_{n, i}$ the indicator function of $A_{n, i}$ and for convenience we understand that $1 \cdot I=I$ and $0 I=\phi$ for a time interval $I$. Then for each $\omega$, we set

$$
I_{n}(\omega)=\bigcup_{i=1}^{2^{n+1}-1} X_{n, i} I_{n, i} \quad \text { and } \quad I(\omega)=\bigcap_{m=1}^{\infty} \bigcup_{n \geqq m} I_{n}(\omega) .
$$

Now we show that

$$
\begin{equation*}
E(\phi, \omega) \subset I(\omega) \tag{3.8}
\end{equation*}
$$

In fact, for each $t \in E(\phi, \omega)$, by definition there exists $\left\{\left(u_{n}, v_{n}\right)\right\} \in \mathscr{S}$ such that

$$
\left\|B^{d}\left(t+u_{n}, \omega\right)-B^{d}\left(t-v_{n}, \omega\right)\right\| \geqq \sqrt{u_{n}+v_{n}} \phi\left(u_{n}+v_{n}\right) .
$$

On the other hand, for each $n$ there exists $\left(m_{n}, i_{n}\right)$ such that $m_{n} \uparrow+\infty(n \uparrow+\infty)$ and $\left(t-v_{n}, t+u_{n}\right) \in K_{m_{n}, i_{n}}$. So we have

$$
\begin{aligned}
& \sup _{\left(s^{\prime}, t^{\prime}\right) \in K_{m_{n}}, i_{n}}\left\|B^{d}\left(t^{\prime}, \omega\right)-B^{d}\left(s^{\prime}, \omega\right)\right\| / \sqrt{t^{\prime}-s^{\prime}} \\
& \quad \geqq\left\|B^{d}\left(t+u_{n}, \omega\right)-B^{d}\left(t-v_{n}, \omega\right)\right\| / \sqrt{u_{n}+v_{n}} \\
& \quad \geqq \phi\left(u_{n}+v_{n}\right) \geqq \phi\left(2^{-m_{n}}\right) .
\end{aligned}
$$

Since this means $\omega \in A_{m_{n}, i_{n}}$, we have

$$
t \in\left[t-v_{n}, t+u_{n}\right] \subset X_{m_{n}, i_{n}} I_{m_{n}, i_{n}} \quad \text { for all } n
$$

which implies (3.8).
In order to apply Lemma 3 to estimate the probability $P\left(A_{n, i}\right)$, we let $K_{n, i}$ be a compact metric space with the usual two dimensional Euclidean metric, and by easy calculation, we have

$$
E\left(\frac{B(t, \omega)-B(s, \omega)}{\sqrt{t-s}}-\frac{B\left(t^{\prime}, \omega\right)-B\left(s^{\prime}, \omega\right)}{\sqrt{t^{\prime}-s^{\prime}}}\right)^{2} \leqq 2^{n+5 / 2}\left\|(s, t)-\left(s^{\prime}, t^{\prime}\right)\right\|
$$

Therefore setting

$$
\begin{array}{ll}
c_{1}=1, & c_{2}=1, \quad c_{4}>8(\sqrt{2}+1) \\
N=2, & \alpha=1 / 2 \quad \text { and } \quad \sigma(x)=\sqrt{x}
\end{array}
$$

in Lemma 3, we have

$$
\begin{align*}
& P\left(\sup _{(s, t) \in \mathbb{K}_{n, i}}\left\|B^{d}(t, \omega)-B^{d}(s, \omega)\right\| / \sqrt{t-s} \geqq \phi\left(2^{-n}\right)\right) \\
& \quad \leqq 5 \cdot 2^{5} c_{3} c_{5} \phi^{4}\left(2^{-n}\right) \Phi_{d}\left(\phi\left(2^{-n}\right)\right), \quad \text { for } \phi\left(2^{-n}\right) \geqq 1+\sqrt{\pi} c_{4} \sqrt{2} \tag{3.9}
\end{align*}
$$

Combining Lemma 1 and (3.9), we have

$$
\begin{aligned}
& \sum_{n}^{2^{n+1}} \sum_{i=1}^{-1} P\left(A_{n, i}\right) h\left(\left|I_{n, i}\right|\right)^{3} \\
& \quad \leqq \sum_{n} 5 \cdot 2^{5} c_{3} c_{5} 2^{n+1} \phi^{4}\left(2^{-n}\right) \Phi_{d}\left(\phi\left(2^{-n}\right)\right) h\left(3 \cdot 2^{-n-1}\right) \\
& \quad \leqq 3 \cdot 5 \cdot 2^{8} a_{1} c_{3} c_{5} \sum_{n}\left(3 \cdot 2^{-n}-3 \cdot 2^{-n-1}\right)\left(3 \cdot 2^{-n}\right)^{-2} \phi^{d+2}\left(3 \cdot 2^{-n-1}\right) \\
& \quad \cdot e^{-\phi^{2}\left(3 \cdot 2^{-n-1}\right) / 2} h\left(3 \cdot 2^{-n-1}\right) \\
& \quad \leqq 3 \cdot 5 \cdot 2^{8} a_{1} c_{3} c_{5} \int_{+0} x^{-2} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} h(x) d x<+\infty
\end{aligned}
$$

[^1]It follows that

$$
\sum_{n} \sum_{i=1}^{2^{n+1}-1} h\left(X_{n, i}\left|I_{n, i}\right|\right)<+\infty \quad \text { a.s. }
$$

With the help of Theorem 3.2 of Roger's book [7], we have

$$
h-m(I(\omega))=0 \quad \text { a.s. }
$$

This yields the proof of Theorem when $I(h, \phi)<+\infty$.
Remark. To prove the convergent case of $I(h, \phi)$, we have used only the conditions (1.3) and (1.6).

Remark. For a Gaussian process $\{X(t) ; 0 \leqq t \leqq 1\}$ such that

$$
E(X(t)-X(s))^{2} \leqq \sigma^{2}(|t-s|)
$$

if Lemma 3 is applicable, then

$$
\int_{+0}\left[\sigma^{-1}(\sigma(x) / \phi(x))\right]^{-2} \phi^{d-2}(x) e^{-\phi^{2}(x) / 2} h(x) d x<+\infty
$$

implies $h-m\left(E_{\sigma}(\phi, \omega)\right)=0$ a.s., where $E_{\sigma}(\phi, \omega)$ is a $\omega$-set replacing $\sigma(x)$ instead of $\sqrt{x}$ in $E(\phi, \omega)$.

## 4. Proof when $I(h, \phi)=+\infty$

The proof of this part is much more complicated than that of the previous section.
First we need the following lemma to impose an additional condition on $\phi(x)$.
Lemma 4. Without loss of generality, we can assume that $\phi(x)$ satisfies the following condition:

$$
\begin{equation*}
\phi(x) \leqq \sqrt{3 \log 1 / x} \tag{4.1}
\end{equation*}
$$

Proof. Let

$$
\bar{\phi}(x)=\min (\phi(x), \sqrt{3 \log 1 / x})
$$

then by the same technique as that of Lemma 1 of [3], we can prove that $I(h, \bar{\phi})=$ $+\infty$. Since $\phi(x)$ and $\sqrt{3 \log 1 / x}$ satisfy (1.3), (1.4) and (1.8) so does $\bar{\phi}(x)$. Moreover $\sqrt{3 \log 1 / x}$ being of the upper class with respect to the uniform continuity, we have

$$
E(\phi, \omega)=E(\bar{\phi}, \omega) \quad \text { a.s. }
$$

This yields the proof of Lemma 4.
The next lemma allows us to impose an additional condition to $h(x)$.
Lemma 5. Without loss of generality we can assume that $h(x)$ satisfies the following condition:

$$
\begin{equation*}
x^{-1} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} h(x) \leqq 1 \tag{4.2}
\end{equation*}
$$

Proof. It is sufficient to prove that we can construct a positive continuous function $\bar{h}(x)$ such that
(i) $\bar{h}(x) \leqq h(x)$,
(ii) $\bar{h}(x) \downarrow 0 \quad(x \downarrow 0)$,
(iii) $\bar{h}(x) / x \uparrow+\infty \quad(x \downarrow 0)$,
(iv) $I(\bar{h}, \phi)=+\infty$,
(v) $\bar{h}(x)$ satisfies (4.2).

Since we are interested in only small $x$, we can assume that $\phi^{d+2}(x) e^{-\phi^{2}(x) / 2}$ is non-decreasing and also multiplying by a constant, if necessary, we can assume that there exists $\varepsilon_{n_{0}}=2^{-n_{0}}$ such that

$$
\varepsilon_{n_{0}}^{-1} \phi^{d+2}\left(\varepsilon_{n_{0}}\right) e^{-\phi^{2}\left(\varepsilon_{n_{0}}\right) / 2} h\left(\varepsilon_{n_{0}}\right) \leqq 1 / 2
$$

By (1.3) and (1.6), we have

$$
\begin{align*}
x^{-1} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} h(x) & \leqq 2 \varepsilon_{n_{0}}^{-1} \phi^{d+2}\left(\varepsilon_{n_{0}}\right) e^{-\phi^{2}\left(\varepsilon_{n_{0}}\right) / 2} h\left(\varepsilon_{n_{0}}\right) \\
& \leqq 1 \quad \text { for } \varepsilon_{n_{0}+1} \leqq x \leqq \varepsilon_{n_{0}} . \tag{4.3}
\end{align*}
$$

Let $n_{1}$ be the first $n\left(>n_{0}\right)$ which violates the inequality

$$
\begin{equation*}
\varepsilon_{n}^{-1} \phi^{d+2}\left(\varepsilon_{n}\right) e^{-\phi^{2}\left(\varepsilon_{n}\right) / 2} h\left(\varepsilon_{n}\right) \leqq 1 / 2, \quad\left(\varepsilon_{n}=2^{-n}\right) \tag{4.4}
\end{equation*}
$$

If there is no such $n_{1}$, taking account of (4.3), $h(x)$ satisfies (4.2) for all $x \leqq \varepsilon_{n_{0}}$, so we have nothing to do. When there is such $n_{1}$, we define a new function $h_{1}(x)$ as follows:

$$
\begin{align*}
h_{1}(x) & =h(x) & & \text { if } \varepsilon_{n_{1}-1} \leqq x \leqq \varepsilon_{n_{0}} \\
& =h\left(\varepsilon_{n_{1}-1}\right) x / \varepsilon_{n_{1}-1} & & \text { if } \varepsilon_{n_{1}} \leqq x \leqq \varepsilon_{n_{1}-1} \\
& =\frac{1}{2} h\left(\varepsilon_{n_{1}-1}\right) h(x) / h\left(\varepsilon_{n_{1}}\right) & & \text { if } x \leqq \varepsilon_{n_{1}} . \tag{4.5}
\end{align*}
$$

Then by (1.6) and (1.7), $h_{1}(x)$ satisfies (i), (ii) and (iii) for all $x \leqq \varepsilon_{n_{0}}$, and (iv) is also fulfilled from $I(h, \phi)=+\infty$. By definition and (4.3), $h_{1}(x)$ satisfies (4.2) for all $\varepsilon_{n_{1}+1} \leqq x \leqq \varepsilon_{n_{0}}$, moreover

$$
\begin{align*}
& \varepsilon_{n_{1}-1}^{-1} \phi^{d+2}\left(\varepsilon_{n_{1}-1}\right) e^{-\phi^{2}\left(\varepsilon_{n_{1}}-1\right) / 2} h_{1}\left(\varepsilon_{n_{1}-1}\right) \\
& \quad \geqq 2^{-1} \varepsilon_{n_{1}}^{-1} \phi^{d+2}\left(\varepsilon_{n_{1}}\right) e^{-\phi^{2}\left(\varepsilon_{n_{1}}\right) / 2} h\left(\varepsilon_{n_{1}}\right) \\
& \quad \geqq 1 / 4 . \tag{4.6}
\end{align*}
$$

By induction assume that we have constructed $h_{m-1}(x)$ which satisfies (i), (ii), (iii) for all $x \leqq \varepsilon_{n_{0}}$ with (iv), (4.4) for all $n_{0} \leqq n \leqq n_{m-1}$, and (4.6) for $n_{m-1}-1$. Then let $n_{m}$ be the first $n\left(>n_{m-1}\right)$ which violates (4.4) for $h_{m-1}(x)$ instead of $h(x)$. If there is no such $n$, we define $\bar{h}(x)$ by $h_{m-1}(x)$ then $\bar{h}(x)$ is a desired function by taking account of (4.3). If there exists such $n_{m}$, then $h_{m}(x)$ is defined by

$$
\begin{aligned}
h_{m}(x) & =h_{m-1}(x) & & \text { if } \varepsilon_{n_{m}-1} \leqq x \leqq \varepsilon_{n_{0}} \\
& =h_{m-1}\left(\varepsilon_{n_{m}-1}\right) x / \varepsilon_{n_{m}-1} & & \text { if } \varepsilon_{n_{m}} \leqq x \leqq \varepsilon_{n_{m}-1} \\
& =\frac{1}{2} h_{m-1}\left(\varepsilon_{n_{m}-1}\right) h_{m-1}(x) / h_{m-1}\left(\varepsilon_{n_{m}}\right) & & \text { if } x \leqq \varepsilon_{n_{m}} .
\end{aligned}
$$

Then by the same procedure with $h_{1}(x), h_{m}(x)$ satisfies (i), (ii) and (iii) for all $x \leqq \varepsilon_{n_{0}}$ with (iv), (4.2) for all $\varepsilon_{n_{m}+1} \leqq x \leqq \varepsilon_{n_{0}}$ and (4.6) for $n_{k}-1,1 \leqq k \leqq m$. Now it is enough to investigate the case that there exists an infinite sequence of such $\left\{n_{m}\right\}_{m=1}^{\infty}$. Let

$$
\bar{h}(x)=h_{m}(x) \quad \text { if } \varepsilon_{n_{m+1}-1} \leqq x \leqq \varepsilon_{n_{0}} .
$$

Then obviously $\bar{h}(x)$ satisfies (i), (ii) and (v). By (4.6) we have

$$
\begin{aligned}
I(\bar{h}, \phi) & =\int_{+0} x^{-2} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} \bar{h}(x) d x \\
& \geqq \sum_{m} \int_{\varepsilon_{n_{m}-1}}^{\varepsilon_{n_{m}}-2} x^{-2} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} h_{m}(x) d x \\
& \geqq \sum_{m} \frac{1}{2} \varepsilon_{n_{m}-1}^{-1} \phi^{d+2}\left(\varepsilon_{n_{m}-1}\right) e^{-\phi^{2}\left(\varepsilon_{n_{m}-1}\right) / 2} h_{m}\left(\varepsilon_{n_{m}-1}\right) \\
& \geqq \sum_{m} \frac{1}{8}=+\infty .
\end{aligned}
$$

Since $\bar{h}(x) / x$ is monotone by definition, if we assume that $\bar{h}(x) / x$ is bounded, say by $C$, then we have

$$
\int_{+0} x^{-2} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} \bar{h}(x) d x \leqq C \int_{+0} x^{-1} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} d x<+\infty,
$$

which contradicts with (iv), which shows that (iii) is verified. This completes the proof of Lemma 5.

Now we begin the proof of our Theorem when $I(h, \phi)=+\infty$, with the help of several lemmas. We recall that by virtue of Lemma 4 and Lemma 5, we can assume that $\phi(x)$ and $h(x)$ satisfy the additional conditions (4.1) and (4.2) respectively.

For sufficiently large $n$, let

$$
\begin{aligned}
& \varepsilon_{n}=2^{-n}, \quad \delta_{n}=a_{5} \varepsilon_{n+2} / \phi^{2}\left(\varepsilon_{n+2}\right), \quad a_{5}=10^{5} d^{d / 2} 2^{3 d / 2}, \\
& A_{n}=\left[\varepsilon_{n+2} / \delta_{n}\right]^{4}, \\
& A_{k, i, j}^{(n)}=\left\{\omega ;\left\|B^{d}\left(k \varepsilon_{n}+2 \varepsilon_{n+2}+j \delta_{n}, \omega\right)-B^{d}\left(k \varepsilon_{n}+i \delta_{n}, \omega\right)\right\|\right. \\
& \left.\quad \geqq \sqrt{2 \varepsilon_{n+2}+(j-i) \delta_{n}} \phi\left(\varepsilon_{n+2}\right)\right\},\left(1 \leqq i, j \leqq \Delta_{n}, 0 \leqq k \leqq 2^{n}-1\right)
\end{aligned}
$$

$$
X_{n, k}=\text { the indicator function of } \underset{1 \leqq i, j \leqq A_{n}}{\bigcup} A_{k, i, j}^{(n)} \text { for } 0 \leqq k \leqq 2^{n}-1,
$$

$$
=0 \text { otherwise, }
$$

and
$P\left(X_{n, k}=1\right)=p_{n}$.
Then we have

## Lemma 6.

$$
\begin{align*}
& 2 a_{1} a_{5}^{-2} \phi^{d+2}\left(\varepsilon_{n+2}\right) e^{-\phi^{2}\left(\varepsilon_{n+2}\right) / 2} \geqq \sum_{i, j} P\left(A_{k, i, j}^{(n)}\right) \\
& \quad \geqq p_{n} \geqq 0.8 \sum_{i, j} P\left(A_{k, i, j}^{(n)}\right) \geqq 0.2 a_{1} a_{5}^{-2} \phi^{d+2}\left(\varepsilon_{n+2}\right) e^{-\phi^{2}\left(\varepsilon_{n+2}\right) / 2} . \tag{4.7}
\end{align*}
$$

[^2]Proof. Since we have

$$
\sum_{i, j} P\left(A_{0, i, j}^{(n)}\right) \geqq p_{n} \geqq \sum_{i, j} P\left(A_{0, i, j}^{(n)}\right)-\sum_{(i, j) \neq\left(i^{\prime}, j^{\prime}\right)} P\left(A_{0, i, j}^{(n)} \cap A_{0, i^{\prime}, j}^{(n)}\right),
$$

let us find the upper bound of the last term by (2.3).

## Setting

$$
\begin{aligned}
& X=\frac{B\left(2 \varepsilon_{n+2}+j \delta_{n}\right)-B\left(i \delta_{n}\right)}{\sqrt{2 \varepsilon_{n+2}+(j-i) \delta_{n}}}, \\
& Y=\frac{B\left(2 \varepsilon_{n+2}+j^{\prime} \delta_{n}\right)-B\left(i^{\prime} \delta_{n}\right)}{\sqrt{2 \varepsilon_{n+2}+\left(j^{\prime}-i^{\prime}\right) \delta_{n}}},
\end{aligned}
$$

we have

$$
\begin{aligned}
1-E X Y & \geqq\left(\left|j-j^{\prime}\right|+\left|i-i^{\prime}\right|\right) 3^{-1} \varepsilon_{n}^{-1} \delta_{n} \\
& =\left(\left|j-j^{\prime}\right|+\left|i-i^{\prime}\right|\right) 12^{-1} a_{5} \phi^{-2}\left(\varepsilon_{n+2}\right) .
\end{aligned}
$$

Applying Lemma 2, (ii), we have

$$
P\left(A_{0, i, j}^{(n)} \cap A_{0, i^{\prime}, j^{\prime}}^{(n)}\right) \leqq a_{3} e^{-a_{5}\left(\left|j-j^{\prime}\right|+\left|i-i^{\prime}\right|\right) / 384} \Phi_{d}\left(\phi\left(\varepsilon_{n+2}\right)\right),
$$

and

$$
\begin{aligned}
& \sum_{(i, j) \neq\left(i^{\prime}, j^{\prime}\right)} P\left(A_{0, i, j}^{(n)} \cap A_{0, i^{\prime}, j^{\prime}}^{(n)}\right) \\
& \quad \leqq 4 a_{3} \sum_{i, j} \sum_{k=1}^{\infty} \sum_{k^{\prime}=0}^{k} e^{-a_{5} k / 384} \Phi_{d}\left(\phi\left(\varepsilon_{n+2}\right)\right) \\
& \quad \leqq 0.2 \sum_{i, j} \Phi_{d}\left(\phi\left(\varepsilon_{n+2}\right)\right) .
\end{aligned}
$$

It follows that

$$
P\left(X_{n, 0}=1\right) \geqq 0.8 \sum_{i, j} P\left(A_{0, i, j}^{(n)}\right) .
$$

The rest of (4.7) are easily obtained by (2.1).
Now for each sufficiently large $n$, we correspond three integers $n^{\prime \prime}>n^{\prime}>\bar{n}(>n)$, which are possibly choosen from (1.6), (1.7), (4.2) and $I(h, \phi)=+\infty$, satisfying the following conditions:

$$
\begin{align*}
& 2^{25} h\left(\varepsilon_{n+2}\right) \varepsilon_{n+2}^{-1} \geqq h\left(\varepsilon_{\bar{n}+2}\right) \varepsilon_{n+2}^{-1} \geqq 2^{24} h\left(\varepsilon_{n+2}\right) \varepsilon_{n+2}^{-1},  \tag{4.8}\\
& \frac{h\left(\varepsilon_{n^{\prime}+2}\right)}{\varepsilon_{n+2} h\left(\varepsilon_{n+2}\right)} \leqq n^{-2},  \tag{4.9}\\
& h\left(\varepsilon_{n^{\prime}+2}\right) \varepsilon_{\bar{n}+2} \geqq 4 a_{2} h\left(\varepsilon_{\bar{n}+2}\right) \varepsilon_{n^{\prime}+2}, \tag{4.10}
\end{align*}
$$

and

$$
\begin{equation*}
2^{-5} h\left(\varepsilon_{\bar{n}+2}\right) \varepsilon_{\bar{n}+2}^{-1} \leqq \sum_{m=n^{\prime}}^{n^{\prime \prime}} h\left(\varepsilon_{m+2}\right) p_{m} \varepsilon_{m+2}^{-1} \leqq 2^{-4} h\left(\varepsilon_{\bar{n}+2}\right) \varepsilon_{\bar{n}+2}^{-1} . \tag{4.11}
\end{equation*}
$$

Since we are interested in only large $n$, we assume that $n$ satisfies the following conditions:

$$
\begin{align*}
& \int_{+0}^{2-n-1} x^{-1} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} d x<20^{-1} a_{1}^{-1} a_{2}^{-1} a_{5}^{2}  \tag{4.12}\\
& \log \phi\left(\varepsilon_{n+2}\right)\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{n+2}\right)+a_{4} \phi^{4}\left(\varepsilon_{n+2}\right)\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{n+2}\right)}<0.02 a_{5}^{2} \tag{4.13}
\end{align*}
$$

and

$$
\begin{equation*}
\phi\left(\varepsilon_{n+2}\right)>10^{4} d^{d} \tag{4.14}
\end{equation*}
$$

Let

$$
\begin{aligned}
& I_{n, k}=\left\{t ; k \varepsilon_{n}+\varepsilon_{n+2}<t<k \varepsilon_{n}+2 \varepsilon_{n+2}\right\}, \\
& b_{n, m}=\left[\frac{\varepsilon_{\bar{n}+2} h\left(\varepsilon_{m+2}\right)}{h\left(\varepsilon_{\bar{n}+2}\right) \varepsilon_{m+2}}\right]+1, \quad n^{\prime} \leqq m \leqq n^{\prime \prime}, \\
& Y_{m, k^{\prime}}^{(n)}=\prod_{b_{n, m} \geqq|s| \geqq 1}\left(1-X_{m, k^{\prime}+s}\right) \prod_{b_{n, m-1} \geqq|s| \geqq 1}\left(1-X_{m-1,\left[k^{\prime} / 2\right]+s}\right) \\
& \cdots \prod_{b_{n, n^{\prime}} \geqq|s| \geqq 1}\left(1-X_{n^{\prime},\left[k^{\prime} 2^{n^{\prime}-m_{]}}+s\right.}\right) \text {, } \\
& Z_{m, k^{\prime}}^{(n)}=\prod_{m-n^{\prime} \geqq s \geqq 1}\left(1-X_{m-s,\left[k^{\prime} 2-s\right]}\right), \\
& I_{m}^{(n, k)}=\left\{X_{m, k^{\prime}} \cdot Y_{m, k^{\prime}}^{(n)} \cdot Z_{m, k^{\prime}}^{(n)} I_{m, k^{\prime}} ; k^{\prime} \text { varies such that } k \varepsilon_{n} \leqq k^{\prime} \varepsilon_{m}<(k+1) \varepsilon_{n}\right\}, \\
& I^{(n, k)}=\bigcup_{n^{\prime} \leqq m \leqq n^{\prime \prime}} I_{m}^{(n, k)}, \\
& H_{m}^{(n, k)}=\sum_{I_{m, k^{\prime}} \in I_{m}^{(n, k)}} h\left(\left|I_{m, k^{\prime}}\right|\right),
\end{aligned}
$$

and

$$
H^{(n, k)}=\sum_{m=n^{\prime}}^{n^{\prime \prime}} H_{m}^{(n, k)}
$$

here we recall that $1 \cdot I=I$ and $0 I=\phi$, and we exclude $\phi$ from a family of open intervals $I_{m}^{(n, k)}$ which depends on a path.

Under the above formulation we prove the following:

## Lemma 7.

$$
\begin{equation*}
E H^{(n, k)} \leqq 2^{21} h\left(\varepsilon_{n+2}\right) \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
E H^{(n, k)} \geqq 2^{17} h\left(\varepsilon_{n+2}\right) \tag{4.16}
\end{equation*}
$$

Proof. Easily we have

$$
\left.E H_{m}^{(n, k)} \leqq \sum_{k^{\prime}=k 2^{m-n}}^{(k+1) 2^{m-n}-1} E X_{m, k^{\prime}} h\left(\mid I_{m, k^{\prime}}\right)\right)=\varepsilon_{n+2} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}
$$

and

$$
E H^{(n, k)} \leqq \varepsilon_{n+2} \sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m} \leqq 2^{21} h\left(\varepsilon_{n+2}\right), \quad \text { (by (4.8) and (4.11)). }
$$

It is more complicated to prove (4.16) than that of (4.15). First we have

$$
\begin{align*}
E H_{m}^{(n, k)} \geqq & \sum_{k^{\prime}=k 2^{m-n}}^{(k+1) 2^{m-n}-1} h\left(\varepsilon_{m+2}\right) E\left\{X _ { m , k ^ { \prime } } \left(1-\sum_{j=n^{\prime}}^{m-1} X_{j,\left[k^{\prime} 2^{j-m}\right]}\right.\right. \\
& \left.\left.-\sum_{j=n^{\prime}}^{m} \sum_{b_{n, j} \geqq|s| \geqq 1} X_{j,\left[k^{\prime} 2^{j-m}\right]+s}\right)\right\} \\
= & { }_{k=1)}^{(k+1) \sum_{k^{m-n}-1}^{\left(k 2^{m-n}\right.}} h\left(\varepsilon_{m+2}\right)\left(p_{m}-\sum_{j=n^{\prime}}^{m-1} E X_{m, k^{\prime}} X_{j,\left[k^{\prime} 2^{j-m}\right]}\right. \\
& \left.-\sum_{j=n^{\prime}}^{m} \sum_{b_{n, j} \geqq|s| \geqq 1} p_{m} p_{j}\right) . \tag{4.17}
\end{align*}
$$

For the third term, we have

$$
\begin{align*}
\sum_{j=n^{\prime}}^{m} \sum_{b_{n, j} \geqq|s| \geqq 1} p_{m} p_{j} & \leqq 2 p_{m} \sum_{j=n^{\prime}}^{m} b_{n, j} p_{j} \\
& \leqq 4 p_{m} \sum_{j=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{\bar{n}+2} h\left(\varepsilon_{j+2}\right) h\left(\varepsilon_{\bar{n}+2}\right)^{-1} \varepsilon_{j+2}^{-1} p_{j} \\
& \leqq 2^{-2} p_{m} \quad(\text { by }(4.11)) . \tag{4.18}
\end{align*}
$$

To estimate the second term, setting

$$
\begin{aligned}
& X=\frac{B\left(\bar{k}_{\varepsilon_{j}}+2 \varepsilon_{j+2}+v^{\prime} \delta_{j}\right)-B\left(\bar{k} \varepsilon_{j}+u^{\prime} \delta_{j}\right)}{\sqrt{2 \varepsilon_{j+2}+\left(v^{\prime}-u^{\prime}\right) \delta_{j}}}, \quad\left(\bar{k}=\left[k^{\prime} 2^{j-m}\right]\right) \\
& Y=\frac{B\left(k^{\prime} \varepsilon_{m}+2 \varepsilon_{m+2}+v \delta_{m}\right)-B\left(k^{\prime} \varepsilon_{m}+u \delta_{m}\right)}{\sqrt{2 \varepsilon_{m+2}+(v-u) \delta_{m}}},
\end{aligned}
$$

for $n^{\prime} \leqq j \leqq m-1$, we have

$$
\begin{equation*}
0 \leqq E X Y \leqq \sqrt{3} / 2 \quad \text { if } j=m-1, \tag{4.19}
\end{equation*}
$$

and

$$
0 \leqq E X Y \leqq \sqrt{3} 2^{(j-m) / 2} \quad \text { if } n^{\prime} \leqq j \leqq m-2
$$

We divide into the following two cases:
Case (I). Assume that $m-10 \log \phi\left(\varepsilon_{m+2}\right) \leqq j \leqq m-1$.
By Lemma 4, we have

$$
m-10 \log \phi\left(\varepsilon_{m+2}\right) \geqq m-6 \log m,
$$

and

$$
\varepsilon_{j+2} \leqq \varepsilon_{m+2} m^{5}
$$

Combining this with (1.3) and (1.8), we have

$$
\phi\left(\varepsilon_{m+2}\right) / \phi\left(\varepsilon_{j+2}\right) \leqq \phi\left(\varepsilon_{m+2}\right) / \phi\left(\varepsilon_{m+2} m^{5}\right) \leqq 2^{10} 10^{-3}
$$

With the help of (4.14) and (4.19), we have

$$
2^{-1}(1+r) \phi\left(\varepsilon_{m+2}\right)+\sqrt{2 d} \leqq 0.935 \phi\left(\varepsilon_{m+2}\right) \leqq 0.975 \phi\left(\varepsilon_{m+2}\right) \leqq \phi\left(\varepsilon_{j+2}\right)
$$

where $r=E X Y$.
It follows from (2.1), (2.4) and (4.7) that

$$
\begin{aligned}
E X_{m, k^{\prime}} X_{j, \bar{k}} & \leqq \sum_{u, v} \sum_{u^{\prime}, v^{\prime}} P\left(A_{k^{\prime}, u, v}^{(m)} \cap A_{k, u^{\prime}, v^{\prime}}^{(j)}\right) \\
& \leqq \sum_{u, v} \sum_{u^{\prime}, v^{\prime}}\left(2 a_{1} \phi^{d-2}\left(\varepsilon_{m+2}\right)+a_{4}\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{m+2}\right)} \Phi_{d}\left(\phi\left(\varepsilon_{m+2}\right)\right) \\
& \leqq 1.25 a_{5}^{-2}\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{m+2}\right)+a_{4} \phi^{4}\left(\varepsilon_{m+2}\right)\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{m+2}\right)} p_{m} .
\end{aligned}
$$

Therefore we have

$$
\begin{align*}
& \sum_{m-10 \log \phi\left(\varepsilon_{m+2}\right) \leqq j \leqq m-1} E X_{m, k^{\prime}} X_{j, \bar{k}} \\
& \leqq 12.5 a_{5}^{-2} p_{m} \log \phi\left(\varepsilon_{m+2}\right)\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{m+2}\right)+a_{4} \phi^{4}\left(\varepsilon_{m+2}\right)\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{m+2}\right)} \\
& \leqq 4^{-1} p_{m} . \quad(\text { by }(4.13)) \tag{4.20}
\end{align*}
$$

Case (II). Assume that $n^{\prime} \leqq j \leqq m-10 \log \phi\left(\varepsilon_{m+2}\right)$.
By (4.19)

$$
\begin{aligned}
r \phi\left(\varepsilon_{m+2}\right) \phi\left(\varepsilon_{j+2}\right) & \leqq \phi^{2}\left(\varepsilon_{m+2}\right) \sqrt{32-5 \log \phi\left(\varepsilon_{m+2}\right)} \\
& \leqq \sqrt{3} \phi^{-1}\left(\varepsilon_{m+2}\right)<1
\end{aligned}
$$

It follows from (2.1) and (2.2) that

$$
\begin{aligned}
E X_{m, k^{\prime}} X_{j, \bar{k}} & \leqq \sum_{u, v} \sum_{u^{\prime}, v^{\prime}} a_{2} \Phi_{d}\left(\phi\left(\varepsilon_{m+2}\right)\right) \Phi_{d}\left(\phi\left(\varepsilon_{j+2}\right)\right) \\
& \leqq 2.5 a_{1} a_{2} a_{5}^{-2} p_{m} \phi^{d+2}\left(\varepsilon_{j+2}\right) e^{-\phi^{2}\left(\varepsilon_{j+2}\right) / 2}
\end{aligned}
$$

Hence by (4.12), we have

$$
\begin{align*}
& \sum_{n^{\prime} \leqq j \leqq m-10 \log \phi\left(\varepsilon_{m+2}\right)} E X_{m, k^{\prime}} X_{j, k} \\
& \leqq 2.5 a_{1} a_{2} a_{5}^{-2} p_{m} \sum_{j=n^{\prime}}^{\infty} \phi^{d+2}\left(\varepsilon_{j+2}\right) e^{-\phi^{2}\left(\varepsilon_{j+2}\right) / 2} \\
& \leqq 5 a_{1} a_{2} a_{5}^{-2} p_{m} \int_{+0}^{2-n^{\prime-1}} x^{-1} \phi^{d+2}(x) e^{-\phi^{2}(x) / 2} d x \\
& \leqq 4^{-1} p_{m} . \tag{4.21}
\end{align*}
$$

Combining (4.17), (4.18), (4.20) and (4.21), we have

$$
E H_{m}^{(n, k)} \geqq 4^{-1} \varepsilon_{n+2} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}
$$

and

$$
E H^{(n, k)} \geqq 4^{-1} \varepsilon_{n+2} \sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m} \geqq 2^{17} h\left(\varepsilon_{n+2}\right),
$$

(by (4.8) and (4.11)).
This completes the proof of (4.16).
Lemma 8. Let

$$
L^{(n, k)}=E\left(H^{(n, k)}-E H^{(n, k)}\right)^{2} .
$$

Then

$$
\begin{equation*}
L^{(n, k)} \leqq 2^{24} n^{-2} \varepsilon_{n+2} h^{2}\left(\varepsilon_{n+2}\right) . \tag{4.22}
\end{equation*}
$$

Proof. We calculate $L^{(n, k)}$ by dividing several parts:

$$
\begin{aligned}
L^{(n, k)}= & \sum_{m=n^{\prime}}^{n^{\prime \prime}} E\left(H_{m}^{(n, k)}-E H_{m}^{(n, k)}\right)^{2}+2 \sum_{n^{\prime} \leqq m<m^{\prime} \leqq n^{\prime \prime}} E\left(H_{m}^{(n, k)}-E H_{m}^{(n, k)}\right)\left(H_{m^{\prime}}^{(n, k)}-E H_{m}^{(n, k)}\right) \\
= & \sum_{m=n^{\prime}}^{n^{\prime \prime}} L_{m}^{(1)}+2 \sum_{n^{\prime} \leqq m<m^{\prime} \leqq n^{\prime \prime}} L_{m, m^{\prime}}^{(2)} . \\
L_{m}^{(1)}= & E\left(H_{m}^{(n, k)}-E H_{m}^{(n, k)}\right)^{2} \\
= & \sum_{k^{\prime}=k 2^{m-n}}^{(k+1) 2^{m-n}-1} h^{2}\left(\varepsilon_{m+2}\right) E\left(X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}-E X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}\right)^{2} \\
& +2 \sum_{k 2^{m-n} \leqq k^{\prime}<k^{\prime \prime} \leqq(k+1) 2^{m-n-1}} h^{2}\left(\varepsilon_{m+2}\right) E\left(X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}\right. \\
& \left.-E X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}\right)\left(X_{m, k^{\prime \prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime \prime}}^{(n)}-E X_{m, k^{\prime \prime}} Y_{m, k^{\prime \prime}}^{(n)} Z_{m, k^{\prime \prime}}^{(n)}\right) \\
= & L_{m, 1}^{(1)}+L_{m, 2}^{(1)} .
\end{aligned}
$$

Obviously we have

$$
\begin{equation*}
L_{m, 1}^{(1)} \leqq \sum_{k^{\prime}=k 2^{m-n}}^{(k+1) 2^{m-n}-1} h^{2}\left(\varepsilon_{m+2}\right) E X_{m, k^{\prime}}=\varepsilon_{m+2}^{-1} \varepsilon_{n+2} h^{2}\left(\varepsilon_{m+2}\right) p_{m} \tag{4.23}
\end{equation*}
$$

Since $X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}$, is independent of $X_{m, k^{\prime \prime}} Y_{m, k^{\prime \prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}$, if $\left|k^{\prime}-k^{\prime \prime}\right|>4 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{m}^{-1}$, it follows that

$$
\begin{align*}
L_{m, 2}^{(1)} & \leqq 2 \sum_{\substack{k 2^{m-n} n \leqq k^{\prime}<k^{\prime \prime} \\
\leqq k^{\prime}+4 b_{n}^{\prime \prime} \\
<(k+1)^{\prime} \sum_{n}^{\prime} \varepsilon_{m}^{\prime \prime} m^{\prime}}} h^{2}\left(\varepsilon_{m+2}\right) E X_{m, k^{\prime}} X_{m, k^{\prime \prime}} \\
& \leqq 8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n} \varepsilon_{m}^{-2} h^{2}\left(\varepsilon_{m+2}\right) p_{m}^{2} . \tag{4.24}
\end{align*}
$$

For $L_{m, m^{\prime}}^{(2)}$, setting

$$
L_{m, m^{\prime}}^{(2)}=\sum_{k^{\prime}=k 2^{m-n}}^{(k+1) 2^{2 m-n}-1} \sum_{k^{\prime \prime}=2^{2^{\prime}-n}}^{(k+1) 2^{m^{\prime}-n}-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) E \bar{X}_{m, k^{\prime}}^{(k)} \bar{X}_{m^{\prime}, k^{\prime \prime}}^{(n)},
$$

where

$$
\bar{X}_{m, k^{\prime}}^{(n)}=X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)}, Z_{m, k^{\prime}}^{(n)}-E X_{m, k^{\prime}} Y_{m, k^{\prime}}^{(n)} Z_{m, k^{\prime}}^{(n)}
$$

and

$$
\bar{X}_{m^{\prime}, k^{\prime \prime}}^{(n)}=X_{m^{\prime}, k^{\prime \prime}} Y_{m^{\prime}, k^{\prime \prime}}^{(n)} Z_{m^{\prime}, k^{\prime \prime}}^{(n)}-E X_{m^{\prime}, k^{\prime \prime}} Y_{m^{\prime}, k^{\prime \prime}}^{(n)} Z_{m^{\prime}, k^{\prime \prime}}^{(n)}
$$

we estimate $E \bar{X}_{m, k^{\prime}}^{(n)} \bar{X}_{m}^{(n)}, k^{\prime \prime}$ by dividing into three cases:
Case (I). If $k^{\prime \prime} \varepsilon_{m^{\prime}}-\left(k^{\prime}+1\right) \varepsilon_{m}>4 b_{n, n^{\prime}} \varepsilon_{n^{\prime}}$ or $k^{\prime} \varepsilon_{m}-\left(k^{\prime \prime}+1\right) \varepsilon_{m^{\prime}}>4 b_{n, n^{\prime}} \varepsilon_{n^{\prime}}$, then we have $E X_{m, k^{\prime}}^{(n)} \bar{X}_{m^{\prime}, k^{\prime \prime}}^{(n)}=0$ because $\bar{X}_{m, k^{\prime}}^{(n)}$ is independent of $\bar{X}_{m^{\prime}, k^{\prime \prime}}^{(n)}$.

Case (II). If $0 \leqq k^{\prime \prime} \varepsilon_{m^{\prime}}-\left(k^{\prime}+1\right) \varepsilon_{m} \leqq 4 b_{n, n^{\prime}} \varepsilon_{n^{\prime}}$ or $0 \leqq k^{\prime} \varepsilon_{m}-\left(k^{\prime \prime}+1\right) \varepsilon_{m^{\prime}} \leqq 4 b_{n, n^{\prime}} \varepsilon_{n^{\prime}}$, then we have

$$
E \bar{X}_{m, k}^{(n)} \bar{X}_{m, k^{\prime \prime}}^{(n)} \leqq E X_{m, k^{\prime}} X_{m^{\prime}, k^{\prime \prime}}=p_{m} p_{m^{\prime}}
$$

Case (III). In case of $k^{\prime} \varepsilon_{m} \leqq k^{\prime \prime} \varepsilon_{m^{\prime}}<\left(k^{\prime \prime}+1\right) \varepsilon_{m^{\prime}} \leqq\left(k^{\prime}+1\right) \varepsilon_{m}$, it is more difficult than the previous ones. If $1 \leqq m^{\prime}-m \leqq 10 \log \phi\left(\varepsilon_{m^{\prime}+2}\right)$, by the same argument as the case (I) of the proof of Lemma 7, we have

$$
\begin{aligned}
E \bar{X}_{m, k^{\prime}}^{(n)} \bar{X}_{m^{\prime}, k^{\prime \prime}}^{(n)} & \leqq E X_{m, k^{\prime}} X_{m^{\prime}, k^{\prime \prime}} \\
& \leqq 1.25 p_{m^{\prime}} a_{5}^{-2}\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{m^{\prime}+2}\right)+a_{4} \phi^{4}\left(\varepsilon_{m^{\prime}+2}\right)\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{m^{\prime}}+2\right)}
\end{aligned}
$$

On the contrary, if $m^{\prime}-m>10 \log \phi\left(\varepsilon_{m^{\prime}+2}\right)$, then by the same argument as the case (II) of the proof of Lemma 7, we have

$$
\begin{aligned}
E \bar{X}_{m, k^{\prime}}^{(s)} \bar{X}_{m^{\prime}, k^{\prime \prime}}^{(n)} & \leqq E X_{m, k^{\prime}} X_{m^{\prime}, k^{\prime \prime}} \\
& \leqq 2.5 a_{1} a_{2} a_{5}^{-2} p_{m^{\prime}} \phi^{d+2}\left(\varepsilon_{m+2}\right) e^{-\phi^{2}\left(\varepsilon_{m+2}\right) / 2} \\
& \leqq 12.5 a_{2} p_{m} p_{m^{\prime}}
\end{aligned}
$$

Summing up all cases, if $1 \leqq m^{\prime}-m \leqq 10 \log \phi\left(\varepsilon_{m^{\prime}+2}\right)$, then

$$
\begin{align*}
L_{m, m^{\prime}}^{(2)} \leqq & \sum_{k^{\prime}=k 2^{m-n}}^{(k+1) 2^{m-n}-1}\left(8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}}\right. \\
& +1.25 \varepsilon_{m} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m^{\prime}} a_{5}^{-2}\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{m^{\prime}+2}\right)\right. \\
& \left.\left.+a_{4} \phi^{4}\left(\varepsilon_{m^{\prime}}+2\right)\right) e^{-8 \cdot 10^{-4}} \phi^{2}\left(\varepsilon_{m^{\prime}+2}\right)\right) \\
& \leqq 8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n} \varepsilon_{m}^{-1} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}} \\
& +1.25 \varepsilon_{n} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m^{\prime}} a_{5}^{-2}\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{m^{\prime}+2}\right)\right. \\
& \left.+a_{4} \phi^{4}\left(\varepsilon_{m^{\prime}+2}\right)\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{m^{\prime}+2}\right)} \tag{4.25}
\end{align*}
$$

and if $m^{\prime}-m>10 \log \phi\left(\varepsilon_{m^{\prime}+2}\right)$, then

$$
\begin{align*}
L_{m, m^{\prime}}^{(2)} \leqq & \sum_{k=k 2^{m-n}}^{(k+1) 2^{m-n}-1}\left(8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}}\right. \\
& \left.+12.5 a_{2} \varepsilon_{m} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}}\right) \\
= & 8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n} \varepsilon_{m}^{-1} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}} \\
& +12.5 a_{2} \varepsilon_{n} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}} \tag{4.26}
\end{align*}
$$

Combining (4.10), (4.13), (4.23), (4.24), (4.25) and (4.26), we have

$$
\begin{aligned}
& L^{(n, k)} \leqq \sum_{m=n^{\prime}}^{n^{\prime \prime}}\left(\varepsilon_{m+2}^{-1} \varepsilon_{n+2} h^{2}\left(\varepsilon_{m+2}\right) p_{m}+8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n} \varepsilon_{m}^{-2} h^{2}\left(\varepsilon_{m+2}\right) p_{m}^{2}\right) \\
& +2 \sum_{\substack{n^{\prime} \leq m<m^{\prime} \leq n^{\prime \prime} \\
m^{\prime \prime}-m \leqq 10}}\left\{8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n} \varepsilon_{m}^{-1} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}}\right. \\
& +1.25 \varepsilon_{n} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m^{\prime}} a_{5}^{-2}\left(2 a_{1} \phi^{d+2}\left(\varepsilon_{m^{\prime}+2}\right)\right. \\
& \left.\left.+a_{4} \phi^{4}\left(\varepsilon_{m^{\prime}+2}\right)\right) e^{-8 \cdot 10^{-4} \phi^{2}\left(\varepsilon_{m^{\prime}}+2\right)}\right\} \\
& +2 \sum_{\substack{n^{\prime} \leq m<m^{\prime} \leq n^{\prime \prime} \\
m^{\prime}-m>10 \\
\log \bar{\phi}\left(\varepsilon_{m^{\prime}}+2\right)}}\left(8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n} \varepsilon_{m}^{-1} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}}\right. \\
& \left.+12.5 a_{2} \varepsilon_{n} \varepsilon_{m^{\prime}}^{-1} h\left(\varepsilon_{m+2}\right) h\left(\varepsilon_{m^{\prime}+2}\right) p_{m} p_{m^{\prime}}\right) \\
& \leqq \varepsilon_{n+2} h\left(\varepsilon_{n^{\prime}+2}\right)\left(\sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}\right) \\
& +\left(8 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n+2}+12.5 a_{2} \varepsilon_{n+2} \varepsilon_{n^{\prime}+2}\right)\left(\sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}\right)^{2} \\
& +2^{-1} \varepsilon_{n+2} h\left(\varepsilon_{n^{\prime}+2}\right)\left(\sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}\right) \\
& \leqq 2 \varepsilon_{n+2} h\left(\varepsilon_{n^{\prime}+2}\right)\left(\sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}\right) \\
& +9 b_{n, n^{\prime}} \varepsilon_{n^{\prime}} \varepsilon_{n+2}\left(\sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m}\right)^{2} \\
& \leqq 2^{24} n^{-2} \varepsilon_{n+2} h^{2}\left(\varepsilon_{n+2}\right) \text {, }
\end{aligned}
$$

(by (4.8)-(4.11) and the definition of $b_{n, n^{\prime}}$ ). This yields Lemma 8.
By virtue of (4.16), (4.22) and Čebyšev's inequality, we have

$$
\begin{aligned}
P(0 \leqq \exists k & \left.\leqq 2^{n}-1,\left|H^{(n, k)}-E H^{(n, k)}\right| \geqq \frac{1}{2} E H^{(n, k)}\right) \\
& \leqq 2^{-10} n^{-2}
\end{aligned}
$$

which is a convergent sequence of $n$. Therefore by Borel-Cantelli lemma, there exists almost surely finite integer $n(\omega)$ such that for all $n \geqq n(\omega)$ and all $0 \leqq k \leqq 2^{n}-1$,

$$
\begin{array}{rlr}
H^{(n, k)} & \geqq \frac{1}{2} E H^{(n, k)} \\
& \geqq 2^{-3} \varepsilon_{n+2} \sum_{m=n^{\prime}}^{n^{\prime \prime}} \varepsilon_{m+2}^{-1} h\left(\varepsilon_{m+2}\right) p_{m} \\
& \geqq 2^{-8} \varepsilon_{n+2} \varepsilon_{\bar{n}+2}^{-1} h\left(\varepsilon_{\bar{n}+2}\right) & (\text { by }(4.11)) \\
& \geqq 2^{16} h\left(\varepsilon_{n+2}\right) & (\text { by }(4.8)) \\
& \geqq 2^{14} h\left(\varepsilon_{n}\right) & \text { (by }(1.7)) . \tag{4.27}
\end{array}
$$

The final step will be cleared if for any positive number $M(>1)$, we can construct a subset $N$ of $E(\phi, \omega)$ almost surely such that the Hausdorff outer measure $h-m^{*}(N)$ is greater than $M$. With the help of Jarnik's method [2] for diophantine approximation theory, we will accomplish this procedure.

First by (1.7) we can choose sufficiently large $n(\geqq n(\omega))$ such that

$$
\begin{equation*}
h\left(\varepsilon_{n+2}\right) \varepsilon_{n+2}^{-1} \geqq 2^{13} M \tag{4.28}
\end{equation*}
$$

Now let

$$
\mathfrak{J}_{1}=\left\{I^{(n, k)} ; 0 \leqq k \leqq 2^{n}-1\right\}
$$

We recall that the $Y_{m, k^{\prime}}^{(m)}$ and $Z_{m, k^{\prime}}^{(n)}$ in the definition of $I_{m}^{(n, k)}$ force all the intervals of $I^{(n, k)}$ (they are at least two by (4.27)) to be disjoint-even separated by a certain distance. Since they are contained in $\left[k \varepsilon_{n}+\varepsilon_{n^{\prime}+2},(k+1) \varepsilon_{n}-2 \varepsilon_{n^{\prime}+2}\right]$, all the intervals of $\mathfrak{I}_{1}$ are also disjoint-even separated by a certain distance.

$$
\begin{equation*}
\sum_{I \in \mathfrak{J}_{1}} h(|I|)=\sum_{k=0}^{2^{n}-1} H^{(n, k)} \geqq 2^{14} \varepsilon_{n+2}^{-1} h\left(\varepsilon_{n+2}\right) \geqq 2^{27} M \tag{4.29}
\end{equation*}
$$

For each $I \in \mathfrak{I}_{1}$, there exist $n(I)$ and $k(I)$ such that

$$
I=\left\{t ; k(I) \varepsilon_{n(I)}<t<(k(I)+1) \varepsilon_{n(I)}\right\} .
$$

Therefore setting

$$
\mathfrak{I}(I)=I^{(n(i), k(I))}
$$

and

$$
\mathfrak{I}_{2}=\bigcup_{I \in \mathfrak{I}_{1}} \mathfrak{I}(I)
$$

we have

$$
\begin{equation*}
\sum_{I^{\prime} \in \mathfrak{\Im}(I)} h\left(\left|I^{\prime}\right|\right)=H^{(n(I), k(I))} \geqq 2^{14} h(|I|) . \tag{4.30}
\end{equation*}
$$

By induction we can construct a family of open intervals

$$
\mathfrak{J}_{n+1}=\bigcup_{I \in \mathfrak{J}_{n}} \mathfrak{J}(I)
$$

which consists of mutually disjoint open intervals-even separated by a certain distance as is explained above.

By definition, for any $I \in \mathfrak{I}_{n+1}$ there exists the unique $I^{\prime} \in \mathfrak{I}_{n}$ such that $I \subset I^{\prime}$. Let

$$
V_{n}=\bigcup_{X \in \mathfrak{J}_{n}} I, \quad N=\bigcap_{n=1}^{\infty} V_{n},
$$

then obviously we have

$$
\overline{V_{n+1}} \subset V_{n}, \quad N \subset E(\phi, \omega),
$$

and so $N$ is compact.
Let $\mathfrak{Y}_{\delta}$ be any covering of $N$ by open intervals, each element of which has the length less than $\delta$. Since $N$ is compact, there exists a finite sub-covering $\mathfrak{A}_{\delta}^{f}$ of $\mathfrak{A}_{\delta}$. If $\delta$ is less than the minimum of the distances between the elements of $\mathfrak{I}_{1}$, each element $W$ of $\mathfrak{U}_{\delta}^{f}$ has non-empty intersection with only one element from $\mathfrak{J}_{1}$. We denote by $W^{\prime}$ the intersection of $W$ with such element from $\mathfrak{I}_{1}$ and let $\mathfrak{X}_{\delta}^{\prime f}$ be a set of all elements of $W^{\prime}$. Then $\mathfrak{U}_{\delta}^{\prime f}$ is a finite covering of $N$ by open intervals such that each element of $\mathfrak{A}_{\delta}^{\prime f}$ is included by a unique open interval of $\mathfrak{I}_{1}$.

Let

$$
A\left(\mathfrak{U}_{\delta}\right)=\sum_{I \in \mathfrak{U}_{\delta}} h(|I|),
$$

then clearly

$$
\Lambda\left(\mathfrak{H}_{\delta}\right) \geqq \Lambda\left(\mathfrak{H}_{\delta}^{f}\right) \geqq \Lambda\left(\mathfrak{H}_{\delta}^{\prime f}\right)
$$

Now we define some terminologies.
Definition 1. We say that a time set $W$ meets with another time set $I$ when $W \cap I \neq \phi$.
Definition 2. We say that an open interval $W$ is of degree $n$ when $W$ is included by an open interval $I$ of $\mathfrak{I}_{n}$, and meets with at least two different elements of $\mathfrak{J}(I)$.

Definition 3. We say that an open interval is normal when its degree is defined.
We remark that the degree for an open interval is uniquely defined if it is possibly defined, in fact if an open interval $W$ is of degree $n$, then there exists the unique $I$ of $\mathfrak{I}_{n}$ which includes $W$, and it is impossible that $W$ meets with two different intervals of $\mathfrak{I}_{1}$ for any $l \leqq n$.

Since $W$ in the cover is an open set, there exists $n$ such that $W$ will meet with at least two intervals of some $\mathfrak{I}_{n}$. Let $n$ be the minimal such value. Then restrict $W$ to the intervals of $\Im_{n-1}$ it meets. Now the restricted interval $W^{\prime}$ is of degree $n-1$ and nothing was lost. The family $\mathfrak{H}_{\delta}^{* f}$ of all such $W^{\prime}$ is also a covering of $N$ by open intervals such that

$$
A\left(\mathfrak{A}_{\delta}^{\prime f}\right) \geqq A\left(\mathfrak{U}_{\delta}^{* f}\right) .
$$

The above arguments conclude that it is sufficient to consider only finite coverings which consist of normal intervals.
Definition 4 . We say that a point $P$ attaches to a normal interval $W$ of degree $n$ which is included by $J \in \mathfrak{I}_{n}$ when there exists $I \in \mathfrak{J}(J)$ such that $I$ meets with $W$ and includes $P$.

We remark that every point $P$ of $W \cap N$ attaches to the normal interval $W$.

Definition 5. A finite family of normal intervals $\mathfrak{Q d}_{\delta}^{e}$ having the lengths less than $\delta$, is said to be an estimating system of $N$ when each point of $N$ attaches to some elements of $\mathfrak{Q d}_{\delta}^{e}$.

We remark that the previous $\mathfrak{H}_{\delta}^{* f}$ is an estimating system of $N$.
Definition6. An estimating system is said to be irreducible when $\mathfrak{A}_{j}^{e}$ does not contain proper sub-family which is an estimating system.

We remark that any estimating system contains at least one irreducible estimating system.
Definition 7. An estimating system is said to be of degree $l$ when it contains at least one open interval of degree $l$ but does not contain any open intervals of degree $n$, $n \geqq l+1$.

Since each estimating system consists of only finite normal intervals, we can always define our degree.

For an estimating system $\mathfrak{V}_{\delta}^{e}$ of degree $l$, let

$$
\bar{A}\left(\mathfrak{H}_{\delta}^{e}\right)=\sum_{\substack{w \in \mathscr{U}_{\delta}^{e} \\ \text { of degree } \leq(l-1)}} h(|w|)+2^{-14} \sum_{\substack{w \in \mathscr{H}^{e} \\ \text { of degree } l}} h(|w|) \quad \text { if } l>1,
$$

and

$$
\bar{A}\left(\mathfrak{H}_{\delta}^{e}\right)=2^{-14} \sum_{w \in \mathfrak{Q}_{\delta}^{\varepsilon}} h(|w|) \quad \text { if } l=1
$$

then

$$
\begin{aligned}
h-m^{*}(N) & \geqq \liminf _{\delta \downarrow 0} \inf _{\mathfrak{Q}_{\delta}^{\delta}} A\left(\mathfrak{H}_{\delta}^{e}\right) \\
& \geqq \liminf _{\delta \downarrow 0} \inf _{\delta}^{\delta} \bar{A}\left(\mathfrak{Q}_{\delta}^{e}\right),
\end{aligned}
$$

where "inf" runs among all irreducible estimating system of $N$ having the lengths less than $\delta$.

Now we prove two key lemmas in the Jarnik's method.
Lemma 9. Let $W$ be a normal interval of degree $l$, which is included by an open interval $J$ of $\mathfrak{J}_{l}$ and we assume that $W$ meets with intervals $I_{j}$ of $\mathfrak{J}(J), j=1,2, \ldots, t \geqq 2$ (by definition). Then

$$
\begin{equation*}
|W| \geqq 2^{-27}|J| h(|J|)^{-1} \sum_{j=1}^{t} h\left(\left|I_{j}\right|\right) . \tag{4.31}
\end{equation*}
$$

Proof. Reordering $\left\{I_{j}\right\}_{j=1}^{t}$ if necessary, we can assume that $\left\{I_{j}\right\}_{j=1}^{t}$ are placed in order in the interval $J=\left\{t ; k \varepsilon_{n}<t<(k+1) \varepsilon_{n}\right\}$. Assume that $I_{1} \in I_{m}^{(n, k)}$ and $I_{2} \in I_{m}^{(n, k)}$, $m \leqq m^{\prime}$ then the distance $d\left(I_{1}, I_{2}\right)$ between $I_{1}$ and $I_{2}$ is greater than $b_{n, m} \varepsilon_{m}$ and we have

$$
\begin{aligned}
d\left(I_{1}, I_{2}\right) & \geqq 2^{-2}\left(b_{n, m} \varepsilon_{m}+b_{n, m^{\prime}} \varepsilon_{m^{\prime}}\right) \quad\left(\text { by } b_{n, m} \varepsilon_{m} \geqq 2^{-1} b_{n, m^{\prime}} \varepsilon_{m^{\prime}}\right) \\
& \geqq\left(h\left(\varepsilon_{m+2}\right)+h\left(\varepsilon_{m^{\prime}+2}\right)\right) \varepsilon_{\bar{n}+2} h\left(\varepsilon_{\bar{n}+2}\right)^{-1} \\
& \geqq\left(h\left(\left|I_{1}\right|\right)+h\left(\left|I_{2}\right|\right)\right) 2^{-25} \varepsilon_{n+2} h\left(\varepsilon_{n+2}\right)^{-1} \quad(\text { by }(4.8)) \\
& \geqq 2^{-27}|J| h(|J|)^{-1}\left(h\left(\left|I_{1}\right|+h\left(\left|I_{2}\right|\right)\right) .\right.
\end{aligned}
$$

It follows that

$$
|W| \geqq \sum_{j=1}^{t-1} d\left(I_{j}, I_{j+1}\right) \geqq 2^{-27}|J| h(|J|)^{-1} \sum_{j=1}^{t} h\left(\left|I_{j}\right|\right)
$$

Lemma 10. Let $\mathfrak{S}_{\dot{\delta}}^{e}$ be an irreducible estimating system of $N$ of degree $l(>1)$, then there exists an estimating system $\mathfrak{Y l}_{\delta^{\prime}}^{\prime e}$ of degree $(l-1)$ such that

$$
\bar{\Lambda}\left(\mathfrak{Q}_{\delta}^{e}\right) \geqq \bar{\Lambda}\left(\mathfrak{Q}_{\delta^{\prime}}^{\prime e}\right) .
$$

Since each normal interval of degree $l$ (there exists at least one by definition) is contained in a unique open interval of $\mathfrak{I}_{l-1}\left(\operatorname{not} \mathfrak{I}_{l}!\right)$, let $J_{1}, \ldots, J_{t}, t \geqq 1$ be different such intervals of $\mathfrak{I}_{l-1}$. Set

$$
\mathfrak{H}_{\delta^{\prime}}^{\prime e}=\mathfrak{A}_{\delta}^{e} \cup\left\{\mathrm{~J}_{i}\right\}_{i=1}^{t}-\bigcup_{i=1}^{t}\left\{W \subset J_{i} ; W \in \mathfrak{H}_{\delta_{\delta}}^{e} \text { of degree } l \text { or } l-1\right\} .
$$

We show that $\mathfrak{S}_{\dot{\delta}^{\prime}}^{\prime e}$ is an estimating system of $N$ of degree $(l-1)$. In fact each $J_{i}$ is a normal interval of degree ( $l-1$ ), so we need only to prove that $\mathfrak{G}_{j^{\prime}}^{\prime e}$ is an estimating system of $N$. If $W \in \mathfrak{H}_{\dot{\delta}}^{e}$ is of degree $l$, for each point $P$ of $N$ which attaches to $W$, there exists $I \in \mathfrak{I}_{l+1}$ such that $I$ meets with $W$ and $P \in I$, but $W$ is included by some $J_{i}$ and $I$ is included by $J_{i}$, so $P$ attaches to $J_{i}$. On the contrary, if $W \in \mathfrak{A} \mathscr{A}_{\delta}^{e}$ is of degree $(l-1)$ included by $J_{i}$, then for each point $P$ on $N$ which attaches to $W$, there exists $I \in \mathfrak{I}_{l}$ such that $I$ meets with $W$ and $P \in I$, but again $I$ is included by $J_{i}$, so $P$ attaches to $J_{i}$. This concluds that $\mathfrak{A}_{\delta^{\prime}}^{\prime e}$ is an estimating system of $N$.

Next we show that any normal interval $W$ of $\mathfrak{A}_{\dot{\delta}}^{e}$ to which a point $P$ of $N \cap J_{i}$ attaches is of degree $(l-1)$ or $l$. In fact suppose that $W$ is of degree $m<l-1$, then there exists an interval $J \in \dot{\mathfrak{J}}_{m+1}$ such that $P \in J$ and $J$ meets with $W$, but this implies that $J_{i}$ is included by $J$ because of $m+1 \leqq l-1$. Therefore every point $P$ of $N \cap J_{i}$ attaches to $W$. On the other hand, by definition there exists at least one $W^{\prime} \subset J_{i}$ and in $\mathfrak{U}_{\delta}^{e}, W^{\prime}$ of degree $l$. If $P$ attaches to $W^{\prime}$, then $P \in J_{i}$ since $W^{\prime}$ is of degree $l$ and $J_{i}$ is in $\mathfrak{\Im}_{l-1}$. Therefore every point $P$ of $N$ which attaches to $W^{\prime}$, attaches also to $W$. This follows that the family that excludes $W^{\prime}$ from $\mathfrak{U}_{\delta \delta}^{e}$ is also an estimating system, which contradicts the irreducibility of $\mathfrak{H}_{\delta}^{e}$.

Let $W_{1} \ldots W_{m}$ be normal intervals of degree ( $l-1$ ) included by $J_{i}$ (it may be $m=0$ ) and assume that $\mathfrak{J}\left(J_{i}\right)$ consists of $\left\{U_{1} \ldots U_{\bar{a}}, U_{\bar{a}+1}, \ldots, U_{a}\right\}$, where $U_{j}$ meets with at least one of $\left\{W_{k}\right\}_{k=1}^{m}$ for $1 \leqq j \leqq \bar{a}$, but does not meet with any $W_{k}, 1 \leqq k \leqq m$ for $\bar{a}<j \leqq a$. By (4.30), we have

$$
\sum_{j=1}^{a} h\left(\left|U_{j}\right|\right) \geqq 2^{14} h\left(\left|J_{i}\right|\right)
$$

We proceed by dividing into two cases.
(I) If $\sum_{j=1}^{\bar{a}} h\left(\left|U_{j}\right|\right) \geqq 2^{13} h\left(\left|J_{i}\right|\right)$, by Lemma 9 we have

$$
\left|W_{k}\right| \geqq 2^{-27}\left|J_{i}\right| h\left(\left|J_{i}\right|\right)^{-1} \sum_{(k)}^{\prime} h\left(\left|U_{j}\right|\right),
$$

where $\sum_{(k)}^{\prime}$ sums up all $U_{j}^{\prime} s$ which meet with $W_{k}$, and

$$
\begin{aligned}
\sum_{k=1}^{m} h\left(\left|W_{k}\right|\right) & \geqq h\left(\sum_{k=1}^{m}\left|W_{k}\right|\right) \quad(\text { by }(1.7)) \\
& \geqq h\left(2^{-27}\left|J_{i}\right| h\left(\left|J_{i}\right|\right)^{-1} \sum_{k=1}^{m} \sum_{(k)}^{\prime} h\left(\left|U_{j}\right|\right)\right) \\
& \geqq h\left(2^{-27}\left|J_{i}\right| h\left(\left|J_{i}\right|\right)^{-1} \sum_{j=1}^{\bar{a}} h\left(\left|U_{j}\right|\right)\right) \\
& \geqq h\left(2^{-14}\left|J_{i}\right|\right) \\
& \geqq 2^{-14} h\left(\left|J_{i}\right|\right) .
\end{aligned}
$$

(II) On the contrary we assume that

$$
\sum_{j=\bar{a}+1}^{a} h\left(\left|U_{j}\right|\right) \geqq 2^{13} h\left(\left|J_{i}\right|\right) .
$$

By definition, $U_{s} ; \bar{a}<s \leqq a$ does not meet with any $W_{k}, 1 \leqq k \leqq m$, so any point $P$ of $N \cap U_{s}$ can not attach to a normal interval of degree ( $l-1$ ), this follows that there exists at least one normal interval $V$ of degree $l$ included by $U_{s}$ and $P$ attaches to $V$, because every point of $N \cap J_{i}$ must attach to a normal interval of degree $l$ or $(l-1)$. Now let $V_{1} \ldots V_{b}, b \geqq 1$ be the elements of $\mathfrak{H}_{\dot{\delta}}^{e}$ of degree $l$ included by $U_{s}$, then by Lemma 9,

$$
\left|V_{k}\right| \geqq 2^{-27}\left|U_{s}\right| h\left(\left|U_{s}\right|\right)^{-1} \sum_{(k)} h(|I|),
$$

where $\sum_{(k)}^{\prime}$ sums up all $I \in \mathfrak{J}\left(U_{s}\right)$ which meets with $V_{k}$, and

$$
\begin{aligned}
\sum_{k=1}^{b} h\left(\left|V_{k}\right|\right) & \geqq h\left(\sum_{k=1}^{b}\left|V_{k}\right|\right) \\
& \geqq h\left(2^{-27}\left|U_{s}\right| h\left(\left|U_{s}\right|\right)^{-1} \sum_{k=1}^{b} \sum_{(k)}^{\prime} h(|I|)\right) \\
& \geqq h\left(2^{-27}\left|U_{s}\right| h\left(\left|U_{s}\right|\right)^{-1} \sum_{I \in \Im\left(U_{s}\right)} h(|I|)\right) \\
& \geqq h\left(2^{-13}\left|U_{s}\right|\right) \geqq 2^{-13} h\left(\left|U_{s}\right|\right) \quad(\text { by }(4.30)) .
\end{aligned}
$$

Finally we have

$$
\sum^{\prime} h(|V|) \geqq \sum_{\bar{a}<s \leqq a} 2^{-13} h\left(\left|U_{s}\right|\right) \geqq h\left(\left|J_{i}\right|\right),
$$

where $\sum^{\prime}$ sums up all $V \in \mathfrak{A}_{\delta}^{e}$ of degree $l$ included by $J_{i}$. Taking account of the definition of $\bar{\Lambda}$ we conclude Lemma 10.

At last we have reached the final step of the proof. With the help of Lemma 10, it is sufficient to estimate $\bar{\Lambda}\left(\mathfrak{H}_{\delta}^{e}\right)$ of an estimating system of degree 1 . By (4.31)

$$
\begin{aligned}
\bar{A}\left(\mathfrak{U}_{\delta}^{e}\right) & =2^{-14} \sum_{W \in \mathfrak{R} \delta} h(|W|) \\
& \geqq 2^{-14} \sum_{\substack{W \in \mathfrak{A}_{\delta}^{e} \\
W \subset J \in \mathfrak{S}_{1}}} h\left(2^{-27}|J| h(|J|)^{-1} \sum^{\prime} h\left(\left|I_{j}\right|\right)\right) \\
& \geqq 2^{-14} \sum_{J \in \mathfrak{I}_{1}} h\left(2^{-27}|J| h(|J|)^{-1} \sum_{\substack{W \in J \\
W \in \mathfrak{R}_{\delta}^{E}}} \sum^{\prime} h\left(\left|I_{j}\right|\right)\right) \\
& \geqq 2^{-14} \sum_{J \in \mathfrak{S}_{1}} h\left(2^{-27}|J| h(|J|)^{-1} \sum_{I \in \mathfrak{S}(J)} h(|I|)\right) \\
& \geqq 2^{-14} \sum_{J \in \mathfrak{I}_{1}} h\left(2^{-13}|J|\right) \\
& \geqq 2^{-27} \sum_{J \in \mathfrak{S}_{1}} h(|J|) \geqq M,
\end{aligned}
$$

where $\sum^{\prime}$ ' sums up all $I_{j} \in \mathfrak{I}(J)$ which meets with $W$, and each point of $N \cap I_{j}$ must attach to at least one $W \subset J$.

This completes the proof!
The author would like to thank the referee for his helpful comments and suggestions.
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[^0]:    1 We write $f(x) \downarrow 0(x \uparrow 0)$ to indicate $f(x)$ tends to zero as $x$ decreases to zero, and $f(x) \leqq f(y)$ for $0<x \leqq y$ sufficiently small. Similar expressions are to be interpreted analogously
    2 We denote by $\|x\|, x \in R^{d}$ the usual Euclidean norm

[^1]:    3 We denote by $|I|$ the Lebesgue measuer of a time set $I$

[^2]:    4 We denote by $[x]$ the integral part of $x$

