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## §1. Introduction

Let $a(x)=\left\{a_{i j}(x) ; i, j=1, \ldots, d\right\}$ and $\alpha(x)=\left\{\alpha_{i j}(x) ; i, j=2, \ldots, d\right\}$ be two systems of $C_{b}^{2}\left(R^{d}\right)$ functions, where $C_{b}^{k}\left(R^{d}\right)$ is the class of all functions which has bounded continuous derivatives up to the $k$-th order. We assume that $a(x)$ and $\alpha(x)$ are non-negative definite matrices for each $x$ and $a_{11}(x) \geqq c$ for some positive constant $c$. Suppose that a bounded measure $\mu$ is given which is singular with respect to Lebesgue measure and set $\eta(d x)=\mu\left(d x_{1}\right) d x_{2} \ldots d x_{d}$. Consider the following symmetric form $\mathscr{E}$ defined by

$$
\begin{align*}
\mathscr{E}(f, g)=\frac{1}{2} & \sum_{i, j=1}^{d} \int_{R^{d}} a_{i j}(x) \partial_{i} f(x) \partial_{j} g(x) d x \\
& +\frac{1}{2} \sum_{i, j=2}^{d} \int_{R^{a}} \alpha_{i j}(x) \partial_{i} f(x) \partial_{j} g(x) \eta(d x) \tag{1.1}
\end{align*}
$$

for $f, g \in C_{0}^{\infty}\left(R^{d}\right)$, where $C_{0}^{\infty}\left(R^{d}\right)$ is the class of all $C^{\infty}\left(R^{d}\right)$ functions with compact support.

By a result of Fukushima [1], if $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$ is closable on $L^{2}(d x)$, then there exists a $d x$-symmetric diffusion process $X^{0}(t)$, outside some set of capacity zero, associated with the smallest closed extension ( $\mathscr{E}^{0}, \mathscr{D}\left(\mathscr{E}^{0}\right)$ ) of $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right.$ ) on $L^{2}(d x)$.

The purpose of this paper is to characterize $X^{0}(t)$ as a unique solution of a stochastic differential equation (SDE) (2.1). As a consequence of this result, $X^{0}(t)$ can be supposed to be a diffusion process without exceptional set. The idea of the proof is as follows. In §3, we shall prove that the SDE (2.1) has a unique (in the sense of distribution) solution $X(t)$ and that the Dirichlet form of $X(t)$ on $L^{2}(d x)$ coincides with $\mathscr{E}$ on $C_{0}^{\infty}\left(R^{d}\right)$. Hence, for the proofs of existence of $X^{0}(t)$ and equivalence of $X^{0}(t)$ and $X(t)$, it is enough to show that $X(t)$ is $d x$-symmetric and that $C_{0}^{\infty}\left(R^{d}\right)$ is a core of the Dirichlet space as-
sociated with $X(t)$. But the direct proof of these facts seems to be difficult ${ }^{1}$. Hence we shall show that $X^{0}(t)$ exists and satisfies (2.1) for quasi-everywhere (q.e.) starting points, where quasi-everywhere means except on a set of capacity zero. If these results have been proved, the equivalence of $X^{0}(t)$ and $X(t)$ follows from the uniqueness of the solution of (2.1).

The SDE (2.1) contains the continuous additive functional (CAF) $\ell_{\mu}(t)$ which is the CAF associated with the smooth measure $a_{11}(x) \eta(d x)$. Generally, for a given smooth measure, to describe the concrete form of the associated CAF is not easy but it is easy if the smooth measure is absolutely continuous relative to the basic measure. Moreover, it is easy to show that ( $\left.\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$ is closable on $L^{2}(d v)$, where $v(d x)=d x+\eta(d x)$. By these reasons, we shall first take $d \nu$ as the basic measure, that is, we shall consider $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$ on $L^{2}(d v)$.

In $\S 4$ we shall show the existence of the diffusion process $X^{v}(t)$ associated with the smallest closed extension $\left(\mathscr{E}^{v}, \mathscr{D}\left(\mathscr{E}^{v}\right)\right)$ of $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$ on $L^{2}(d v)$. Also, by using the stochastic calculus due to Fukushima [1], we shall show that the support of the CAF $\phi_{A}(t)$ of $X^{\nu}(t)$ associated with the smooth measure $d x$ is equal to $R^{d}$ q.e. In $\S 5$ we shall show that $X^{0}(t) \equiv X^{v}\left(\phi_{\Lambda}^{-1}(t)\right)$ is the diffusion process associated with ( $\mathscr{E}^{0}, \mathscr{D}\left(\mathscr{E}^{\circ}\right)$ ). This follows from the general result concerning to the time change of Markov processes associated with Dirichlet forms. Such a problem is discussed by Silverstein [9]. In §6 we shall also start with $X^{v}(t)$. By an argument similar to Stroock and Varadhan [10; Theorem 4.5.2], we can represent $X^{v}(t)$ by using Brownian motions, $\phi_{A}(t)$ and the CAF associated with $d \eta$. Changing the time by $\phi_{A}(t)$, we can show that $X^{0}(t)$ satisfies (2.1). Similar equations are treated by $S$. Watanabe [12].

Analytically, Tomisaki [11] constructed the diffusion process without exceptional set in the case $a_{i j}=\alpha_{i j}$ for $i, j \geqq 2, a_{i j} \in C^{[d-1) / 2]+1}\left(R^{d}\right)$ and $a(x)$ is strictly positive definite. As for the probabilistic constructions of diffusion processes such as $X^{0}(t)$, there is a work of Ikeda and Watanabe [2].

## §2. Main Results

Let $\sigma(x)=\left\{\sigma_{i j}(x) ; i, j=1, \ldots, d\right\}$ and $\tau(x)=\left\{\tau_{i j}(x) ; i, j=2, \ldots, d\right\}$ be two matrices satisfying $\sigma \cdot{ }^{t} \sigma=a, \tau \cdot{ }^{t} \tau=\alpha / a_{11},\|\sigma(x)-\sigma(y)\| \leqq K|x-y|$ and $\|\tau(x)-\tau(y)\| \leqq K \mid x$ $-y \mid$ for some constant $K$, where

$$
\|\sigma(x)-\sigma(y)\|=\sum_{i, j=1}^{d}\left|\sigma_{i j}(x)-\sigma_{i j}(y)\right|
$$

and

$$
\|\tau(x)-\tau(y)\|=\sum_{i, j=2}^{d}\left|\tau_{i j}(x)-\tau_{i j}(y)\right| .
$$

In our case, such matrices exist [10; Theorem 5.2.3]. Set $b_{i}=\frac{1}{2} \sum_{j=1}^{d} \partial_{j} a_{j i}, \beta_{i}$
1 $=\frac{1}{2 a_{11}} \sum_{j=2}^{d} \partial_{j} \alpha_{j i}$ and $\tau_{i 1}=\tau_{1 j}=\beta_{1}=0$. Consider the following SDE

[^0]\[

$$
\begin{align*}
d X_{i}(t)= & \sum_{j=1}^{d} \sigma_{i j}(X(t)) d B_{j}(t)+b_{i}(X(t)) d t \\
& +\sum_{j=1}^{d} \tau_{i j}(X(t)) d M_{j}(t)+\beta_{i}(X(t)) \ell_{\mu}(d t), \tag{2.1}
\end{align*}
$$
\]

where $B(t)=\left\{B_{i}(t) ; i=1, \ldots, d\right\}, M(t)=\left\{M_{i}(t) ; i=2, \ldots, d\right\}$ and $\ell_{\mu}(\mathrm{t})$ are stochastic processes satisfying the following conditions.
(i) $B(t)$ is a $d$-dimensional Brownian motion.
(ii) $\ell_{\mu}(t)=\int \ell\left(t, x_{1}\right) \mu\left(d x_{1}\right)$, where $L(t)=\left\{\ell\left(t, x_{1}\right) ; x_{1} \in R^{1}\right\}$ is a family of $\left(t, x_{1}\right)$ continuous non-negative increasing processes satisfying

$$
\int_{0}^{t} I_{\left\{X_{1}(s)=x_{1}\right\}} \ell\left(d s, x_{1}\right)=\ell\left(t, x_{1}\right)
$$

for all $x_{1} \in R^{1}$ and $t \geqq 0$, and

$$
\int_{0}^{t} f\left(X_{1}(s)\right) a_{11}(X(s)) d s=\int_{R^{1}} \ell\left(t, x_{1}\right) f\left(x_{1}\right) d x_{1}
$$

for all $t \geqq 0$ and $f \in C_{0}\left(R^{1}\right)$.
(iii) $M(t)$ is a family of continuous local martingales satisfying $\left\langle M_{i}, M_{j}\right\rangle(t)$ $=\delta_{i j} \ell_{\mu}(t)$ and $\left\langle B_{i}, M_{j}\right\rangle(t)=0$.

The solution of $(2.1)$ is defined as a system $\{X(t), B(t), M(t), L(t)\}$ satisfying the conditions (i)-(iii) and Eq. (2.1). If the distribution of $X(t)$ is uniquely determined by that of $X(0)$, then we shall say that the solution of (2.1) is unique (in the sense of distribution). Then we have the following
Theorem 1. The SDE (2.1) has a unique solution $X(t)$. . Moreover, the Dirichlet form of $X(t)$ on $L^{2}(d x)$ is an extension of $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$.

Let $d v,\left(\mathscr{E}^{\mathscr{v}}, \mathscr{D}\left(\mathscr{E}^{v}\right)\right)$ and $X^{v}$ be those introduced in $\S 1$. Let $\Lambda$ be a Borel set in $R^{1}$ with full Lebesgue measure satisfying $\mu(\Lambda)=0$ and let $\phi_{A}(t)$ be the CAF of $X^{v}(t)$ defined by

$$
\begin{equation*}
\phi_{A}(t)=\int_{0}^{t} I_{\Lambda}\left(X_{1}^{v}(s)\right) d s, \tag{2.2}
\end{equation*}
$$

where $X_{1}^{v}(s)$ is the first coordinate of $X^{v}(s)$. Since $I_{A}\left(x_{1}\right)$ is a density of $d x$ relative to $d v, \phi_{\Lambda}(t)$ is the CAF associated with the smooth measure $d x$. It is shown that $\phi_{A}(t)$ is strictly increasing. Let $X^{0}(t)$ be the time changed process of $X^{v}(t)$ by $\phi_{A}(t)$, that is, $X^{0}(t)=X^{v}\left(\left(\phi_{A}\right)^{-1}(t)\right)$. Then we have the following.
Theorem 2. $X^{0}(t)$ is the diffusion process associated with the Dirichlet form $\left(\mathscr{E}^{0}, \mathscr{D}\left(\mathscr{E}^{0}\right)\right)$.

Let $\left(\Omega, P_{x}\right)$ be the probability space on which $X^{0}(t)$ is defined. A probability space $\left(\tilde{\Omega}, \tilde{P}_{x}\right)$ is called an enlargement of $\left(\Omega, P_{x}\right)$ if there exists a mapping $i$ of $\tilde{\Omega}$ onto $\Omega$ such that $P_{x}=\tilde{P}_{x} \circ i^{-1}$. In this case we shall write $X^{0}(t, \tilde{\omega})$ in place of $X^{0}(t, i \circ \tilde{\omega})$.

Theorem 3. There exists an enlargement $\left(\tilde{\Omega}, \tilde{P}_{x}\right)$ of $\left(\Omega, P_{x}\right)$ such that, for q.e.x, $\left(X^{0}(t), \tilde{\Omega}, \tilde{P}_{x}\right)$ satisfies the $\operatorname{SDE}(2.1)$ with initial condition $X(0)=x$.

## § 3. The SDE (2.1)

In this section, we shall prove Theorem 1 . But we shall discuss under slightly more general setting. Let $\sigma(x)=\left\{\sigma_{i j}(x) ; 1 \leqq i, j \leqq d\right\}$ and $\tau(x)=\left\{\tau_{i j}(x) ; 2 \leqq i, j \leqq d\right\}$ be the matrices in §2 and let $b(x)=\left\{b_{i}(x) ; 1 \leqq i \leqq d\right\}$ and $\beta(x)=\left\{\beta_{i}(x) ; 2 \leqq i \leqq d\right\}$ be arbitrary systems of functions on $R^{d}$ satisfying

$$
\sum_{i=1}^{d}\left|b_{i}(x)-b_{i}(y)\right| \leqq K|x-y| \quad \text { and } \quad \sum_{i=2}^{d}\left|\beta_{i}(x)-\beta_{i}(y)\right| \leqq K|x-y|
$$

for some constant $K$. Note that the functions $b_{i}(x)$ and $\beta_{i}(x)$ in $\S 2$ satisfy these conditions. Transforming by an orthogonal matrix, we may assume that $\sigma_{1 j}(x)$ $=\delta_{1 j} \sqrt{a_{11}(x)}$ for $1 \leqq j \leqq d$. In this section, unless otherwise stated, we shall consider the SDE (2.1) having these coefficients. For the definition of the solution and its uniqueness, see $\S 2$. Then we have the following theorem.
Theorem 3.1. For any probability measure $\xi$ on $R^{d}$, there exists a solution of the Eq. (2.1) which has $\xi$ as the initial distribution. Moreover, the uniqueness of the solution of (2.1) holds.
Proof. The proof is similar to the proof of [3; Theorem IV-7.2], so that we shall only sketch it. If $(X, B, M, L)$ is a solution of (2.1) corresponding to the coefficients $(\sigma, b, \tau, \beta)$ then the time changed process $\left(X^{a}, B^{a}, M^{a}, L^{a}\right)$ of $(X, B, M, L)$ by $\phi_{a}(t)=\int_{0}^{t} a_{11}(X(s)) \dot{d s}$, that is, $X^{a}(t)=X\left(\phi_{a}^{-1}(t)\right)$,

$$
B^{a}(t)=\int_{0}^{t} \sqrt{a_{11}\left(X^{a}(s)\right)} d B\left(\phi_{a}^{-1}(s)\right), \quad M^{a}(t)=M\left(\phi_{a}^{-1}(t)\right)
$$

and $L^{a}(t)=\left\{\ell^{a}\left(t, x_{1}\right) ; x_{1} \in R^{1}\right\}$, where $\ell^{a}\left(t, x_{1}\right)=\ell\left(\phi_{a}^{-1}(t), x_{1}\right)$, is a solution corresponding to the coefficients $(\tilde{\sigma}, \tilde{b}, \tau, \beta)$, where $\tilde{\sigma}=\sigma / \sqrt{a_{11}}$ and $\tilde{b}=b / a_{11}$. Conversely, $(X, B, M, L)$ is obtained from $\left(X^{a}, B^{a}, M^{a}, L^{a}\right)$ by a time change by $\psi_{a}(t)$ $=\int_{0}^{t}\left(1 / a_{11}\right)\left(X^{a}(s)\right) d s$. Hence it is enough to, and will, assume that $a_{11}=1$.

First, we shall consider the case $b_{1}=0$. On a suitable probability space $(\Omega, P)$, take mutually independent random variables $X(0), B(t)$ and $\hat{B}(t)$ satisfying the following conditions; $X(0)=\left(X_{1}(0), \ldots, X_{d}(0)\right)$ is a $d$-dimensional random variable with $\xi$ as the distribution, $B(t)=\left(B_{1}(t), \ldots, B_{d}(t)\right)$ is a d-dimensional Brownian motion such that $B(0)=0$ and $\hat{B}(t)=\left(\hat{B}_{2}(t), \ldots, \hat{B}_{d}(t)\right)$ is a (d -1)-dimensional Brownian motion such that $\hat{B}(0)=0$. Set $X_{1}(t)=X_{1}(0)+B_{1}(t)$ and let $\mathrm{t}\left(t, x_{1}\right)$ be the local time of $B_{1}(t)$ at $x_{1}$. Set $\ell\left(t, x_{1}\right)=2 \mathrm{t}\left(t, x_{1}-X_{1}(0)\right)$. Using these processes, define $\ell_{\mu}(t)$ and $M(t)$ by $\ell_{\mu}(t)=\int \ell\left(t, x_{1}\right) \mu\left(d x_{1}\right)$ and $M_{i}(t)$ $=\hat{B}_{i}\left(\ell_{\mu}(t)\right)$. Then they satisfy (i)-(iii) of the definition of the solution. Hence it is enough to construct $\left(X_{2}(t), \ldots, X_{d}(t)\right)$ satisfying (2.1). It is constructed by the
usual successive approximation method. For $2 \leqq i \leqq d$ and $n \geqq 0$, define $X^{(n)}(t)$ $=\left(X_{2}^{(n)}(t), \ldots, X_{d}^{(n)}(t)\right)$ inductively by

$$
\begin{aligned}
X_{i}^{(0)}(t)= & X_{i}(0), \\
X_{i}^{(n)}(t)= & X_{i}(0)+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{i j}\left(X_{1}(s), X^{(n-1)}(s)\right) d B_{j}(s) \\
& +\int_{0}^{t} b_{i}\left(X_{1}(s), X^{(n-1)}(s)\right) d s+\sum_{j=2}^{d} \int_{0}^{t} \tau_{i j}\left(X_{1}(s), X^{(n-1)}(s)\right) d M_{j}(s) \\
& +\int_{0}^{t} \beta_{i}\left(X_{1}(s), X^{(n-1)}(s)\right) \ell_{\mu}(d s) .
\end{aligned}
$$

Then, by an obvious modification of the proof of [3; Theorem IV-7.2], for almost all $\omega, X_{i}^{(n)}(t)$ converges uniformly on every finite $t$-interval to $X_{i}(t)(i$ $=2, \ldots, d)$ satisfying (2.1).

For given $X(0)$, it is easy to see that the distribution of $X(t)$ is uniquely determined.
If $b_{1} \neq 0$, then the theorem follows from the transformation of the drift. That is, for a solution ( $X, \hat{B}, M, L$ ) on $(\Omega, \hat{P})$ of (2.1) corresponding to the coefficients $\left(\sigma, b-\sigma \cdot{ }_{1} b_{1}, \tau, \beta\right)$, define the measure $P$ and a system of processes $B(t)$ $=\left(B_{1}(t), \ldots, B_{d}(t)\right)$ by

$$
\begin{gather*}
P(D)=\hat{E}\left[\exp \left\{\int_{0}^{t} b_{1}(X(s)) d \hat{B}_{1}(s)-\frac{1}{2} \int_{0}^{t} b_{1}^{2}(X(s)) d s\right\}: D\right]  \tag{3.1}\\
D \in \sigma(X(s) ; s \leqq t), B_{1}(t)=\hat{B}_{1}(t)-\int_{0}^{t} b_{1}^{2}(X(s)) d s
\end{gather*}
$$

and $B_{i}(t)=\widehat{B}_{i}(t)$ for $i \geqq 2$. Then the process $(X, B, M, L)$ on $(\Omega, P)$ is a solution of (2.1) corresponding to the coefficients $(\sigma, b, \tau, \beta)$. The proof of the uniqueness is similar to [3; Theorem IV-7.2].

In this section $(X, B, M, L)$ on $\left(\Omega, P_{x}\right)$ denotes the solution of (2.1) corresponding to the coefficients $(\sigma, b, \tau, \beta)$ and initial condition $X(0)=x$. Also denote by $E_{x}[\cdot]$ the expectation relative to $P_{x}$. As in the proof of Theorem 3.1, denote by $\left(X^{a}, B^{a}, M^{a}, L^{a}\right)$ the solution corresponding to the coefficients $(\tilde{\sigma}, \tilde{b}, \tau, \beta)$ obtained by a time change of $(X, B, M, L)$ by $\phi_{a}(t)$. Then $X_{1}^{a}(t)=X_{1}^{a}(0)$ $+B_{1}^{a}(t)$ is a Brownian motion and $\frac{1}{2} \ell^{a}\left(t, x_{1}\right)$ is its local time at $x_{1}$. Thus, for all $x=\left(x_{1}, \ldots, x_{d}\right)$, since

$$
\begin{equation*}
P_{x}\left[\ell^{a}\left(t, x_{1}\right) \in d s\right]=\frac{2}{\sqrt{2 \pi t}} e^{-s^{2} / 2 t} d s \tag{3.2}
\end{equation*}
$$

(see Ito and McKean [4; p. 45]), we have

$$
\begin{equation*}
E_{x}\left[\ell^{a}\left(t, x_{1}\right)\right]=\sqrt{\frac{2 t}{\pi}} \quad \text { and } \quad E_{x}\left[\ell^{a}\left(t, x_{1}\right)^{2}\right]=t \tag{3.3}
\end{equation*}
$$

Moreover, since

$$
\begin{align*}
E_{x}\left[\ell^{a}\left(t, y_{1}\right)\right] & =\int_{0}^{t} \sqrt{\frac{2(t-s)}{\pi}} \frac{\left|y_{1}-x_{1}\right|}{2 \sqrt{\pi s^{3}}} \exp \left(-\frac{\left|y_{1}-x_{1}\right|^{2}}{2 s}\right) d s \\
& =\int_{0}^{1} \frac{\sqrt{1-s}}{\sqrt{2} \pi} \frac{\left|x_{1}-y_{1}\right|}{\sqrt{s^{3}}} \exp \left(-\frac{\left|x_{1}-y_{1}\right|^{2}}{2 t s}\right) d s \tag{3.4}
\end{align*}
$$

(see [4; p. 25]), it follows that

$$
\begin{equation*}
\int_{R^{1}} E_{x}\left[\ell^{a}\left(t, y_{1}\right)\right] d x_{1}=\frac{t}{2} \quad \text { and } \quad \int_{R^{1}} E_{x}\left[\ell^{a}\left(t, y_{1}\right)^{2}\right] d x_{1}=C_{1} t \sqrt{t} \tag{3.5}
\end{equation*}
$$

where $C_{1}=\frac{4}{3} \sqrt{\frac{2}{\pi}}$.
Lemma 3.1. For any positive constant $C$ and $t \geqq 0$,

$$
\begin{equation*}
E_{x}\left[\exp \left\{C \ell_{\mu}^{a}(t)\right\}\right] \leqq 2 \exp \left(C_{2} t\right) \tag{3.6}
\end{equation*}
$$

where $C_{2}=\mu\left(R^{1}\right)^{2} C^{2} / 2$ and $\ell_{\mu}^{a}(t)=\int \ell^{a}\left(t, x_{1}\right) \mu\left(d x_{1}\right)$.
Proof. Since $E_{x}\left[\exp \left\{C \ell_{\mu}^{a}(t)\right\}\right] \leqq E_{x}\left[\exp \left\{C \mu\left(R^{1}\right) \ell^{a}\left(t, x_{1}\right)\right\}\right]$, (3.6) follows easily from (3.2).

To calculate the Dirichlet form of $X(t)$, we shall provide a lemma similar to Stroock and Varadhan [10; Theorem 4.2.1].

Lemma 3.2. For all $T>0$, there exist positive constants $C_{3}$ and $C_{4}$ such that

$$
\begin{equation*}
P\left[\max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right] \leqq C_{3} \exp \left(-C_{4} \lambda^{4 / 3} t^{-1 / 3}\right), \tag{3.7}
\end{equation*}
$$

for all $\lambda>0$ and $t \leqq T$.
Proof. Suppose that $a_{11}=1$ and $b_{1}=0$. For $\rho>0$ and $\theta=\left(\theta_{1}, \ldots, \theta_{d}\right)$ such that $|\theta|$ $=1$, set

$$
\begin{aligned}
Y_{\rho \theta}(t)= & \sum_{i, j=1}^{d} \rho \int_{0}^{t} \theta_{i} \sigma_{i j}(X(s)) d B_{j}(s) \\
& +\sum_{i, j=2}^{d} \rho \int_{0}^{t} \theta_{i} \tau_{i j}(X(s)) d M_{j}(s)
\end{aligned}
$$

Then

$$
\left\langle Y_{\rho \theta}\right\rangle(t)=\rho^{2} \int_{0}^{t}\langle\theta, a(X(s)) \theta\rangle d s+\rho^{2} \int_{0}^{t}\langle\theta, \alpha(X(s)) \theta\rangle \ell_{\mu}(d s) .
$$

Hence, for an upper bound $C_{5}$ of $a, b, \alpha$ and $\beta$, we have

$$
\begin{aligned}
& P\left[\max _{0 \leqq s \leqq t}\langle\rho \theta, X(s)-X(0)\rangle \geqq \rho \lambda\right] \\
&= P\left[\operatorname { m a x } _ { 0 \leqq s \leqq t } \operatorname { e x p } \left\{Y_{\rho \theta}(s)-\frac{1}{2}\left\langle Y_{\rho \theta}\right\rangle(s)\right.\right. \\
&+\int_{0}^{s}\left(\rho\langle\theta, b(X(u))\rangle+\frac{1}{2} \rho^{2}\langle\theta, a(X(u)) \theta\rangle\right) d u \\
&\left.\left.+\int_{0}^{s}\left(\rho\langle\theta, \beta(X(u))\rangle+\frac{1}{2} \rho^{2}\langle\theta, \alpha(X(u)) \theta\rangle\right) \ell_{\mu}(d u)\right\} \geqq e^{\rho \lambda}\right] \\
& \leqq e^{-\rho \lambda} E\left[\operatorname { m a x } _ { 0 \leqq s \leqq t } \operatorname { e x p } \left\{Y_{\rho \theta}(s)-\frac{1}{2}\left\langle Y_{\rho \theta}\right\rangle(s)\right.\right. \\
&+\int_{0}^{s}\left(\rho\langle\theta, b(X(u))\rangle+\frac{1}{2} \rho^{2}\langle\theta, a(X(u)) \theta\rangle\right) d u \\
&\left.\left.\quad+\int_{0}^{s}\left(\rho\langle\theta, \beta(X(u))\rangle+\frac{1}{2} \rho^{2}\langle\theta, \alpha(X(u)) \theta\rangle\right) \ell_{\mu}(d u)\right\}\right] \\
& \leqq e^{-\rho \lambda} E\left[\max _{0 \leqq s \leqq t} \exp \left\{Y_{\rho \theta}(s)-\frac{1}{2}\left\langle Y_{\rho \theta}\right\rangle(s)\right\} \exp \left\{C_{5}\left(\rho+\frac{\rho^{2}}{2}\right)\left(t+\ell_{\mu}(t)\right)\right\}\right] \\
& \leqq e^{-\rho \lambda} E\left[\max _{0 \leqq s \leq t} \exp \left\{2 Y_{\rho \theta}(s)-\left\langle Y_{\rho \theta}\right\rangle(s)\right\}\right]^{1 / 2} \\
& \quad \times E\left[\exp \left\{C_{5}\left(2 \rho+\rho^{2}\right)\left(t+\ell_{\mu}(t)\right)\right\}\right]^{1 / 2} .
\end{aligned}
$$

By Lemma 3.1 and Novikov's result [3], for any constant $C$, the process $\exp \left\{C Y_{\rho \theta}(t)-\frac{C^{2}}{2}\left\langle Y_{\rho \theta}\right\rangle(t)\right\}(t \geqq 0)$ is a martingale and

$$
E\left[\exp \left\{C Y_{\rho \theta}(t)-\frac{C^{2}}{2}\left\langle Y_{\rho \theta}\right\rangle(t)\right\}\right]=1
$$

Hence, by the martingale inequality

$$
\begin{aligned}
E & {\left[\max _{0 \leqq s \leqq t} \exp \left\{2 Y_{\rho \theta}(s)-\left\langle Y_{\rho \theta}\right\rangle(s)\right\}\right] } \\
& \leqq 4 E\left[\exp \left\{2 Y_{\rho \theta}(t)-\left\langle Y_{\rho \theta}\right\rangle(t)\right\}\right] \\
& =4 E\left[\exp \left\{2 Y_{\rho \theta}(t)-4\left\langle Y_{\rho \theta}\right\rangle(t)\right\} \exp \left\{3\left\langle Y_{\rho \theta}\right\rangle(t)\right\}\right] \\
& \leqq 4 E\left[\exp \left\{4 Y_{\rho \theta}(t)-8\left\langle Y_{\rho \theta}\right\rangle(t)\right\}\right]^{1 / 2} E\left[\exp \left\{6\left\langle Y_{\rho \theta}\right\rangle(t)\right\}\right]^{1 / 2} \\
& =4 E\left[\exp \left\{6\left\langle Y_{\rho \theta}\right\rangle(t)\right\}\right]^{1 / 2} \leqq 4 E\left[\exp \left\{6 C_{5} \rho^{2}\left(t+\ell_{\mu}(t)\right)\right\}\right]^{1 / 2} .
\end{aligned}
$$

Therefore, by Lemma 3.1,

$$
\begin{aligned}
& P\left[\max _{0 \leqq s \leqq t}\langle\theta, X(s)-X(0)\rangle \geqq \lambda\right] \\
& \quad \leqq 2 e^{-\rho \lambda} E\left[\exp \left\{6 C_{5} \rho^{2}\left(t+\ell_{\mu}(t)\right)\right\}\right]^{1 / 4} \\
& \quad \times E\left[\exp \left\{C_{5}\left(2 \rho+\rho^{2}\right)\left(t+\ell_{\mu}(t)\right)\right\}\right]^{1 / 2} \\
& \quad \leqq 4 \exp \left(-\rho \lambda+C_{6} \rho t+C_{6} \rho^{2} t+C_{6} \rho^{3} t+\frac{C_{6}}{2} \rho^{4} t\right)
\end{aligned}
$$

for some constant $C_{6}$. Set $\rho=\left(\lambda / C_{6} t\right)^{1 / 3}$. Then we have

$$
\begin{aligned}
& P\left[\max _{0 \leqq s \leqq t}\langle\theta, X(s)-X(0)\rangle \geqq \lambda\right] \\
& \quad \leqq 4 \exp \left\{-\frac{1}{2} \lambda^{4 / 3}\left(C_{6} t\right)^{-1 / 3}+\left(C_{6} t\right)^{2 / 3} \lambda^{1 / 3}+\left(C_{6} t\right)^{1 / 3} \lambda^{2 / 3}+\lambda\right\} \\
& \quad \leqq C_{7} \exp \left(-C_{8} \lambda^{4 / 3} t^{-1 / 3}\right)
\end{aligned}
$$

for suitable constants $C_{7}$ and $C_{8}$ depending on $T$. Substituting $-\theta$ for $\theta$ we have

$$
P\left[\max _{0 \leqq s \leqq t}|\langle\theta, X(s)-X(0)\rangle| \geqq \lambda\right] \leqq 2 C_{7} \exp \left(-C_{8} \lambda^{4 / 3} t^{-1 / 3}\right) .
$$

Therefore

$$
P\left[\max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right] \leqq 2 d C_{7} \exp \left(-C_{8} \lambda^{4 / 3} t^{-1 / 3}\right)
$$

Secondly we shall suppose that $a_{11}(x)=1$ and $b_{1}(x) \neq 0$. Let $(X, \hat{B}, M, L)$ on $(\Omega, \hat{P})$ be the solution of (2.1) corresponding to the coefficients $\left(\sigma, b-\sigma .{ }_{1} b_{1}, \tau, \beta\right)$ and $P$ be the measure defined by (3.1). Then

$$
\begin{aligned}
P & {\left[\max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right] } \\
& =\hat{E}\left[\exp \left\{\int_{0}^{t} b_{1}(X(s)) d \hat{B}_{1}(s)-\frac{1}{2} \int_{0}^{t} b_{1}^{2}(X(s)) d s\right\} ; \max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right] \\
& \leqq \hat{E}\left[\exp \left\{2 \int_{0}^{t} b_{1}(X(s)) d \hat{B}_{1}(s)-\int_{0}^{t} b_{1}^{2}(X(s)) d s\right\}\right]^{1 / 2} \\
& \times \hat{P}\left[\max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right]^{1 / 2} .
\end{aligned}
$$

Since

$$
\hat{P}\left[\max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right] \leqq 2 d C_{7} \exp \left(-C_{8} \lambda^{4 / 3} t^{-1 / 3}\right),
$$

by the previous result and

$$
\begin{aligned}
\hat{E} & {\left[\exp \left\{2 \int_{0}^{t} b_{1}(X(s)) d \widehat{B}_{1}(s)-\int_{0}^{t} b_{1}^{2}(X(s)) d s\right\}\right] } \\
& \leqq \widehat{E}\left[\exp \left\{2 \int_{0}^{t} b_{1}(X(s)) d \widehat{B}_{1}(s)-2 \int_{0}^{t} b_{1}^{2}(X(s)) d s\right\}\right] \exp \left(\left\|b_{1}\right\|^{2} t\right) \\
& \leqq \exp \left(\left\|b_{1}\right\|^{2} t\right) \leqq \exp \left(\left\|b_{1}\right\|^{2} T\right)
\end{aligned}
$$

we have the result.
In the general case, since

$$
\begin{aligned}
& P\left[\max _{0 \leqq s \leqq t}|X(s)-X(0)| \geqq \lambda\right] \\
& \quad \leqq P\left[\max _{0 \leqq s \leqq\left\|a_{11}\right\| t}\left|X^{a}(s)-X^{a}(0)\right| \geqq \lambda\right],
\end{aligned}
$$

the result follows from the above case.

Denote by $P_{t}$ the transition function of $\left(X(t), P_{x}\right)$. Then the following corollary holds.

Corollary. If $f$ is a bounded measurable function which vanishes outside a compact set, then $P_{t} f$ is $d v$-integrable.

Proof. Denote by $B_{n}$ the sphere with center 0 and radius $n$. Then it is enough to show that $\int P_{t}\left(x, B_{n}\right) v(d x)<\infty$ for all $n \geqq 1$. Fix $n \geqq 1$. Then, by Lemma 3.2,

$$
\begin{aligned}
P_{t}\left(x, B_{n}\right) & \leqq P_{x}[|X(t)-X(0)| \geqq k-n] \\
& \leqq C_{3} \exp \left\{-C_{4}(k-n)^{4 / 3} t^{-1 / 3}\right\}
\end{aligned}
$$

for all $x \in B_{k+1}-B_{k}(k \geqq n)$. Since $v\left(B_{k+1}\right)-v\left(B_{k}\right) \leqq$ constant $\times(k+1)^{d}$,

$$
\begin{aligned}
\int P_{t}\left(x, B_{n}\right) v(d x) \leqq v\left(B_{n}\right)+ & C_{3} \sum_{k=n}^{\infty} \exp \left\{-C_{4}(k-n)^{4 / 3} t^{-1 / 3}\right\} \\
& \times\left(v\left(B_{k+1}\right)-v\left(B_{k}\right)\right)<\infty
\end{aligned}
$$

Now we shall show the fundamental lemma in this section. Roughly speaking, the lemma shows that the measure $a_{11}(x) \eta(d x)$ is the smooth measure associated with the CAF $\ell_{\mu}(t)$ of $X(t)$.
Lemma 3.3. For all $f, g \in C_{0}^{\infty}\left(R^{d}\right)$,

$$
\begin{gather*}
\lim _{t \rightarrow 0} \frac{1}{t} \int_{R^{a}} f(x) E_{x}\left[\int_{0}^{t} g(X(s)) \ell_{\mu}(d s)\right] d x \\
\quad=\int_{R^{d}} a_{11}(x) f(x) g(x) \eta(d x) \tag{3.8}
\end{gather*}
$$

Proof. Firstly, we shall suppose that $b_{1}=0$. By the definition of $\phi_{a}, X^{a}$ and $\ell^{a}$,

$$
\begin{aligned}
\int f(x) & E_{x}\left[\int_{0}^{t} g(X(s)) \ell_{\mu}(d s)\right] d x \\
= & \int f(x) E_{x}\left[\int_{0}^{\phi_{a}(t)} g\left(X^{a}(s)\right) \ell_{\mu}^{a}(d s)\right] d x \\
= & \int f(x) \int \mu\left(d y_{1}\right) E_{x}\left[\int_{0}^{\phi_{a}(t)} g\left(y_{1}, X_{2}^{a}(s), \ldots, X_{d}^{a}(s)\right) \ell^{a}\left(d s, y_{1}\right)\right] d x \\
= & \int f(x) \int \mu\left(d y_{1}\right) E_{x}\left[\int_{0}^{\phi_{a}(t)} g\left(y_{1}, X_{2}^{a}(0), \ldots, X_{d}^{a}(0)\right) \ell^{a}\left(d s, y_{1}\right)\right] d x \\
& +\int f(x) \int \mu\left(d y_{1}\right) E_{x}\left[\int _ { 0 } ^ { \phi _ { a } ( t ) } \left\{g\left(y_{1}, X_{2}^{a}(s), \ldots, X_{d}^{a}(s)\right)\right.\right. \\
& \left.\left.\quad-g\left(y_{1}, X_{2}^{a}(0), \ldots, X_{d}^{a}(0)\right)\right\} \ell^{a}\left(d s, y_{1}\right)\right] d x \\
= & \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

Note that $\phi_{a}(t)$ is the inverse function of the $\operatorname{CAF} \psi_{a}(t)=\int_{0}^{t}\left(1 / a_{11}\right)\left(X^{a}(s)\right) d s$, and hence a stopping time, of $X^{a}$. Set $Y(t)=\left(X_{2}^{a}(t), \ldots, X_{d}^{a}(t)\right)$. Then by Ito's formula,

$$
\begin{aligned}
\int_{0}^{\phi_{a}(t)} & \left\{g\left(y_{1}, Y(s)\right)-g\left(y_{1}, Y(0)\right)\right\} \ell^{a}\left(d s, y_{1}\right) \\
= & \int_{0}^{\phi_{a}(t)}\left\{\sum_{i=2}^{d} \int_{0}^{s} \partial_{i} g\left(y_{1}, Y(u)\right) d X_{i}^{a}(u)\right. \\
& \left.+\frac{1}{2} \sum_{i, j=2}^{a} \int_{0}^{s} \partial_{i} \partial_{j} g\left(y_{1}, Y(u)\right) d\left\langle X_{i}^{a}, X_{j}^{a}\right\rangle(u)\right\} \ell^{a}\left(d s, y_{1}\right) \\
= & \ell^{a}\left(\phi_{a}(t), y_{1}\right)\left\{\sum_{i=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(u)\right) d X_{i}^{a}(u)\right. \\
& \left.+\frac{1}{2} \sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} \partial_{j} g\left(y_{1}, Y(u)\right) d\left\langle X_{i}^{a}, X_{j}^{a}\right\rangle(u)\right\} \\
& -\sum_{i=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(s)\right) \ell^{a}\left(s, y_{1}\right) d X_{i}^{a}(s) \\
& -\frac{1}{2} \sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} \partial_{j} g\left(y_{1}, Y(s)\right) \ell \ell^{a}\left(s, y_{1}\right) d\left\langle X_{i}^{a}, X_{j}^{a}\right\rangle(s) .
\end{aligned}
$$

Since $\phi_{a}(t) \leqq\left\|a_{11}\right\| t$, we have

$$
\begin{aligned}
& \left|E_{x}\left[\int_{0}^{\phi_{a}(t)}\left\{g\left(y_{1}, Y(s)\right)-g\left(y_{1}, Y(0)\right)\right\} \ell^{a}\left(d s, y_{1}\right)\right]\right| \\
& \leqq E_{x}\left[\ell^{a}\left(\phi_{a}(t), y_{1}\right) \mid \sum_{i=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(s)\right) d X_{i}^{a}\right. \\
& \left.\left.+\frac{1}{2} \sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{1} \partial_{j} g\left(y_{1}, Y(s)\right) d\left\langle X_{i}^{a}, X_{j}^{a}\right\rangle(s) \right\rvert\,\right] \\
& +\mid E_{x}\left[\sum _ { i = 2 } ^ { d } \int _ { 0 } ^ { \phi _ { a } ( t ) } \partial _ { i } g ( y _ { 1 } , Y ( s ) ) \ell ^ { a } ( s , y _ { 1 } ) \left\{\left(b_{i} / a_{11}\right)\left(X^{a}(s)\right) d s\right.\right. \\
& \left.\left.+\beta_{i}\left(X^{a}(s)\right) \ell_{\mu}^{a}(d s)\right\}\right] \\
& +\left\lvert\, E_{x}\left[\frac{1}{2} \sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} \partial_{j} g\left(y_{1}, Y(s)\right) \ell^{a}\left(s, y_{1}\right)\right.\right. \\
& \left.\times\left\{\left(a_{i j} / a_{11}\right)\left(X^{a}(s)\right) d s+\alpha_{i j}\left(X^{a}(s)\right) \ell_{\mu}^{a}(d s)\right\}\right] \\
& \leqq \sqrt{6} E_{x}\left[\ell^{a}\left(\phi_{a}(t), y_{1}\right)^{2}\right]^{1 / 2} \\
& \times E_{x}\left[\left\{\sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(s)\right) \tilde{\sigma}_{i j}\left(X^{a}(s)\right) d B_{j}^{a}(s)\right\}^{2}\right. \\
& +\left\{\sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(s)\right) \tau_{i j}\left(X^{a}(s)\right) d M_{j}^{a}(s)\right\}^{2} \\
& +\left\{\sum_{i=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(s)\right)\left(b_{i} / a_{11}\right)\left(X^{a}(s)\right) d s\right\}^{2} \\
& +\left\{\sum_{i=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} g\left(y_{1}, Y(s)\right) \beta_{i}\left(X^{a}(s)\right) \ell_{\mu}^{a}(d s)\right\}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{4}\left\{\sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} \partial_{j} g\left(y_{1}, Y(s)\right)\left(a_{i j} / a_{11}\right)\left(X^{a}(s)\right) d s\right\}^{2} \\
& \left.+\frac{1}{4}\left\{\sum_{i, j=2}^{d} \int_{0}^{\phi_{a}(t)} \partial_{i} \partial_{j} g\left(y_{1}, Y(s)\right) \alpha_{i j}\left(X^{a}(s)\right) \ell_{\mu}^{a}(d s)\right\}^{2}\right]^{1 / 2} \\
& +\sum_{i=2}^{d} E_{x}\left[\ell ^ { a } ( \phi _ { a } ( t ) , y _ { 1 } ) \left\{\int _ { 0 } ^ { \phi _ { a } ( t ) } | \partial _ { i } g ( y _ { 1 } , Y ( s ) ) | \left(\left|\left(b_{i} / a_{11}\right)\left(x^{a}(s)\right)\right| d s\right.\right.\right. \\
& \left.\left.\left.+\left|\beta_{i}\left(X^{a}(s)\right)\right| \ell_{\mu}^{a}(d s)\right)\right\}\right] \\
& +\frac{1}{2} \sum_{i, j=2}^{d} E_{x}\left[\ell ^ { a } ( \phi _ { a } ( t ) , y _ { 1 } ) \left\{\int_{0}^{\phi_{a}(t)}\left|\partial_{i} \partial_{j} g\left(y_{1}, Y(s)\right)\right|\right.\right. \\
& \left.\left.\quad \times\left(\left|\left(a_{i j} / a_{11}\right)\left(X^{a}(s)\right)\right| d s+\left|\alpha_{i j}\left(X^{a}(s)\right)\right| \ell_{\mu}^{a}(d s)\right)\right\}\right] \\
& \leqq C_{9}\left\{E _ { x } [ \ell ^ { a } ( \| a _ { 1 1 } \| t , y _ { 1 } ) ^ { 2 } ] ^ { 1 / 2 } E _ { x } \left[t+t^{2}+\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t\right)\right.\right. \\
& \left.\quad+\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t\right)^{2}\right]^{1 / 2}+E_{x}\left[\ell^{a}\left(\left\|a_{11}\right\| t, y_{1}\right)\left(t+\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t\right)\right]\right\},
\end{aligned}
$$

for some constant $C_{9}$ depending on $g$. Since $f \in C_{0}^{\infty}\left(R^{d}\right)$, there exist two functions $f_{1}\left(x_{1}\right) \in C_{0}\left(R^{1}\right)$ and $f_{0}\left(x_{2}, \ldots, x_{d}\right) \in C_{0}\left(R^{d-1}\right)$ such that

$$
|f(x)| \leqq f_{1}\left(x_{1}\right) f_{0}\left(x_{2}, \ldots, x_{d}\right)
$$

Hence, by (3.5),

$$
\begin{aligned}
& \lim _{t \rightarrow 0} \frac{1}{t}\left|\int f(x) \operatorname{II} d x\right| \\
& \leqq \lim _{t \rightarrow 0} C_{9} \int \mu\left(d y_{1}\right) \int f_{0}\left(x_{2}, \ldots, x_{d}\right) d x_{2} \ldots d x_{d} \\
& \times\left\{\frac{1}{t} \int f_{1}\left(x_{1}\right) E_{x}\left[\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t, y_{1}\right)^{2}\right] d x_{1}\right\}^{1 / 2} \\
& \times\left\{\frac{1}{t} \int f_{1}\left(x_{1}\right) E_{x}\left[t+t^{2}+\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t\right)+\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t\right)^{2}\right] d x_{1}\right\}^{1 / 2} \\
&+\lim _{t \rightarrow 0} C_{9} \int \mu\left(d y_{1}\right) \int f_{0}\left(x_{2}, \ldots, x_{d}\right) d x_{2} \ldots d x_{d} \\
& \times\left\{\frac{1}{t} \int f_{1}\left(x_{1}\right) E_{x}\left[\ell^{a}\left(\left\|a_{11}\right\| t, y_{1}\right)\left(t+\ell_{\mu}^{a}\left(\left\|a_{11}\right\| t\right)\right)\right] d x_{1}\right\}=0 .
\end{aligned}
$$

Let $\phi_{a, 1}(t)$ be the inverse function of the $\operatorname{CAF} \psi_{a, 1}(t)$ of $X_{1}^{a}(t)$ defined by

$$
\psi_{a, 1}(t)=\int_{0}^{t}\left(1 / a_{11}\right)\left(X_{1}^{a}(s), Y(0)\right) d s
$$

Write the term I as

$$
\begin{aligned}
\mathrm{I} & =\int f(x) E_{x}\left[\int_{0}^{\phi_{a, 1}(t)} g\left(X_{1}^{a}(s), Y(0)\right) \ell_{\mu}^{a}(d s)\right] d x+\int f(x) E_{x}\left[\int_{\phi_{a, 1}(t)}^{\phi_{a}(t)} g\left(X_{1}^{a}(s), Y(0)\right) \ell_{\mu}^{a}(d s)\right] d x \\
& =\mathrm{III}+\mathrm{IV} .
\end{aligned}
$$

The term III is written as

$$
\begin{aligned}
\mathrm{III}= & \int d x_{2} \ldots d x_{d} \int g\left(y_{1}, x_{2}, \ldots, x_{d}\right) \mu\left(d y_{1}\right) \\
& \times \int d x_{1} f\left(x_{1}, \ldots, x_{d}\right) E_{\left(x_{1}, \ldots, x_{d}\right)}\left[\ell^{a}\left(\phi_{a, 1}(t), y_{1}\right)\right] .
\end{aligned}
$$

For fixed $\left(x_{2}, \ldots, x_{d}\right)$, since $\frac{1}{2} \ell^{a}\left(\phi_{a, 1}(t), x_{1}\right)$ is the local time at $x_{1}$ of the 1 dimensional diffusion process $X_{1}^{a}\left(\phi_{a, 1}(t)\right)$ with speed measure $\left(1 / a_{11}\right)\left(x_{1}, \ldots, x_{d}\right) d x_{1}$ (see $[4 ; \S 5.4]$ ), we have

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{1}{t} \mathrm{III}= & \lim _{t \rightarrow 0} \frac{1}{t} \int d x_{2} \ldots d x_{d} \int g\left(y_{1}, x_{2}, \ldots, x_{d}\right) \mu\left(d y_{1}\right) \\
& \times \int f\left(x_{1}, \ldots, x_{d}\right) a_{11}\left(x_{1}, \ldots, x_{d}\right) \\
& \left.\times E_{\left(y_{1}, x_{2}, \ldots, x_{d}\right)}\left[\ell^{a}\left(\phi_{a, 1}(t), x_{1}\right)\right]\left(1 / a_{11}\right)\left(x_{1}, \ldots, x_{d}\right)\right) d x_{1} \\
= & \lim _{t \rightarrow \infty} \frac{1}{t} \int d x_{2} \ldots d x_{d} \int g\left(y_{1}, x_{2}, \ldots, x_{d}\right) \mu\left(d y_{1}\right) \\
& \times E_{\left(y_{1}, x_{2}, \ldots, x_{d}\right)}\left[\int_{0}^{t}\left(f \cdot a_{11}\right)\left(X_{1}^{a}\left(\phi_{a, 1}(s)\right), x_{2}, \ldots, x_{d}\right) d s\right] \\
= & \int g\left(y_{1}, x_{2}, \ldots, x_{d}\right)\left(f \cdot a_{11}\right)\left(y_{1}, x_{2}, \ldots, x_{d}\right) \mu\left(d y_{1}\right) d x_{2} \ldots d x_{d} \\
= & \int g(x) f(x) a_{11}(x) \eta(d x) .
\end{aligned}
$$

Finally we shall show that $\lim _{t \rightarrow 0} \frac{1}{t}$ IV $=0$. Obviously $\phi_{a}(t) \leqq\left\|a_{11}\right\| t$ and $\phi_{a, 1}(t) \leqq\left\|a_{11}\right\| t$. Hence, for all $\varepsilon>0$,

$$
\begin{aligned}
|\mathrm{IV}| \leqq & \|g\| \int|f(x)| d x \int \mu\left(d y_{1}\right) E_{x}\left[\left|\ell^{a}\left(\phi_{a}(t), y_{1}\right)-\ell^{a}\left(\phi_{a, 1}(t), y_{1}\right)\right|\right] \\
\leqq & 2\|g\| \int|f(x)| d x \int \mu\left(d y_{1}\right) E_{x}\left[\ell^{a}\left(\left\|a_{11}\right\| t, y_{1}\right)\right. \\
& \left.\max \left|X^{a}(s)-X^{a}(0)\right| \geqq \varepsilon\right] \\
& \quad+\left\|\mid a_{11}\right\| t \\
& \max \left|\int\right| f(x) \mid d x \int \mu\left(d y_{1}\right) E_{x}\left[\left|\ell^{a}\left(\phi_{a}(t), y_{1}\right)-\ell^{a}\left(\phi_{a, 1}(t)-X_{1}\right)\right| ;\right. \\
& \left.s \leqq \| a_{11}(0) \mid<\varepsilon\right] \\
= & \mathrm{V}+\mathrm{VI} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& E_{x}\left[\ell^{a}\left(\left\|a_{11}\right\| t, y_{1}\right) ; \max _{s \leqq\left\|a_{11}\right\| t}\left|X^{a}(s)-X^{a}(0)\right| \geqq \varepsilon\right] \\
& \quad \leqq E_{x}\left[\ell^{a}\left(\left\|a_{11}\right\| t, y_{1}\right)^{2}\right]^{1 / 2} P_{x}\left[\max _{s \leqq\left\|a_{11}\right\| t}\left|X^{a}(s)-X^{a}(0)\right| \geqq \varepsilon\right]^{1 / 2}
\end{aligned}
$$

by (3.5) and (3.6) we have

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{1}{t} \mathrm{~V}= & \lim _{t \rightarrow 0} \frac{2}{t}\|g\| \int f_{0}\left(x_{2}, \ldots, x_{d}\right) d x_{2} \ldots d x_{d} \\
& \times \int \mu\left(d y_{1}\right)\left\{\int f_{1}\left(x_{1}\right) E_{x}\left[\ell^{a}\left(\left\|a_{11}\right\| t, y_{1}\right)^{2}\right] d x_{1}\right\}^{1 / 2} \\
& \times\left\{\int f_{1}\left(x_{1}\right) E_{x}\left[\max _{s \leqq\left\|a_{11}\right\| t}\left|x^{a}(s)-X^{a}(0)\right| \geqq \varepsilon\right] d x_{1}\right\}^{1 / 2} \\
\leqq & C_{10} \lim _{t \rightarrow 0} t^{-1 / 4} \exp \left\{-C_{4} \varepsilon^{4 / 3}\left(\left\|a_{11}\right\| t\right)^{-1 / 3}\right\}=0
\end{aligned}
$$

for all $\varepsilon>0$.

Set $D=\left\{\omega ; \quad\left|X^{a}(s)-X^{a}(0)\right|<\varepsilon\right.$ for all $\left.s \leqq\left\|a_{11}\right\| t\right\}$. Then, since $\mid a_{11}(x)$ $-a_{11}(y)\left|\leqq C_{11}\right| x-y \mid$ for some constant $C_{11}$,

$$
\begin{aligned}
\mid \phi_{a, 1}(t)- & a_{11}\left(X^{a}(0)\right) t \mid \\
& \leqq \int_{0}^{t} \mid a_{11}\left(X_{1}^{a}\left(\phi_{a, 1}(s), Y(0)\right)-a_{11}\left(X^{a}(0)\right) \mid d s\right. \\
& \left.\leqq C_{11} t \max _{s \leqq\left\|a_{11}\right\| t}\left|X^{a}(s)-X^{a}(0)\right|\right\} \leqq C_{11} t \varepsilon
\end{aligned}
$$

on $D$. Hence, if $\left|y_{1}-X_{1}^{a}(0)\right|<\varepsilon$,

$$
\begin{aligned}
\mid \phi_{a, 1}(t) & -a_{11}\left(y_{1}, Y(0)\right) t\left|\leqq\left|\phi_{a, 1}(t)-a_{11}\left(X^{a}(0)\right) t\right|\right. \\
& +t\left|a_{11}\left(X^{a}(0)\right)-a_{11}\left(y_{1}, Y(0)\right)\right| \leqq 2 C_{11} t \varepsilon
\end{aligned}
$$

on $D$. Since $\ell^{a}\left(\phi_{a}(t), y_{1}\right)=\ell^{a}\left(\phi_{a, 1}(t), y_{1}\right)=0$ on $D$ if $\left|y_{1}-X_{1}^{a}(0)\right| \geqq \varepsilon$, we have

$$
\begin{aligned}
\mathrm{VI} \leqq & 2\|g\|\left\|f_{1}\right\| \int f_{0}\left(x_{2}, \ldots, x_{d}\right) d x_{2} \ldots d x_{d} \int \mu\left(d y_{1}\right) \\
& \times \int E_{x}\left[\ell^{a}\left(a_{11}\left(y_{1}, x_{2}, \ldots, x_{d}\right)+2 C_{11} t \varepsilon, y_{1}\right)\right. \\
& \left.-\ell^{a}\left(a_{11}\left(y_{1}, x_{2}, \ldots, x_{d}\right)-2 C_{11} t \varepsilon, y_{1}\right)\right] d x_{1} \\
= & 4 C_{11} \mu\left(R^{1}\right) t \varepsilon\|g\|\left\|f_{1}\right\| \int f_{0}\left(x_{2}, \ldots, x_{d}\right) d x_{2} \ldots d x_{d}=C_{12} t \varepsilon,
\end{aligned}
$$

by (3.5). Hence $\frac{1}{t} \mathrm{VI} \leqq C_{12} \varepsilon$. Thus we have the result.
Let $A$ and $L$ be the differential operators defined by
and

$$
A g(x)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(x) \partial_{i} \partial_{j} g(x)+\sum_{i=1}^{d} b_{i}(x) \partial_{i} g(x)
$$

$$
\operatorname{Lg}(x)=\frac{1}{2} \sum_{i, j=2}^{d} \alpha_{i j}(x) \partial_{i} \partial_{j} g(x)+a_{11}(x) \sum_{i=2}^{d} \beta_{i} \partial_{i} g(x)
$$

respectively. Then we have
Theorem 3.1. For all $f, g \in C_{0}^{\infty}\left(R^{d}\right)$,

$$
\begin{align*}
\lim _{t \rightarrow 0} & \frac{1}{t} \int_{R^{d}} f(x)\left(I-P_{t}\right) g(x) d x \\
& =-\int_{R^{a}} f(x) A g(x) d x-\int_{R^{a}} f(x) L g(x) \eta(d x) . \tag{3.9}
\end{align*}
$$

Proof. By Ito's formula,

$$
\begin{aligned}
g(X(t)) & -g(X(0)) \\
= & \sum_{i=1}^{d} \int_{0}^{t} \partial_{i} g(X(s)) d X_{i}(s)+\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} \partial_{i} \partial_{j} g(X(s)) d\left\langle X_{i}, X_{j}\right\rangle(s) \\
= & \sum_{i, j=1}^{d} \int_{0}^{t} \partial_{i} g(X(s)) \sigma_{i j}(X(s)) d B_{j}(s)+\int_{0}^{t} A g(X(s)) d s \\
& +\sum_{i, j=2}^{d} \int_{0}^{t} \partial_{i} g(X(s)) \tau_{i j}(X(s)) d M_{j}(s)+\int_{0}^{t} L g(X(s)) / a_{11}(X(s)) \ell_{\mu}(d s) .
\end{aligned}
$$

Hence by Lemmy 3.2,

$$
\begin{aligned}
& \lim _{t \rightarrow 0} \frac{1}{t} \int_{R^{a}} f(x)(I-P) g(x) d x \\
&=-\lim _{t \rightarrow 0} \frac{1}{t} \int_{R^{d}} f(x) E_{x}\left[\int_{0}^{t} A g(x(s)) d s\right] d x \\
&-\lim _{t \rightarrow 0} \frac{1}{t} \int_{R^{d}} f(x) E_{x}\left[\int_{0}^{t} L g(X(s)) / a_{11}(X(s)) \ell_{\mu}(d s)\right] d x \\
&=-\int_{R^{d}} f(x) A g(x) d x-\int_{R^{d}} f(x) L g(x) \eta(d x)
\end{aligned}
$$

Corollary. Let $b_{i}$ and $\beta_{i}$ be those defined in $\S 2$. Then the Dirichlet form on $L^{2}(d x)$ of the solution $X(t)$ of $(2.1)$ is an extension of $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$.

## §4. The Process $X^{\nu}$

Let $\Lambda$ and $\Gamma$ be two Borel sets in $R^{1}$ such that $\Gamma=R^{1}-\Lambda, \mu(\Lambda)=0$ and $\int_{\Gamma} d x_{1}$ $=0$. Since $v(d x)=d x+\eta(d x)$, we have $d x=I_{\Lambda}\left(x_{1}\right) v(d x)$ and $\eta(d x)=I_{\Gamma}\left(x_{1}\right) v(d x)$. Hence, for all $f, g \in C_{0}^{\infty}\left(R^{d}\right)$, the form $\mathscr{E}$ can be written as

$$
\begin{align*}
\mathscr{E}(f, g)= & -\frac{1}{2} \int_{R^{a}} f(x)\left\{I_{A}\left(x_{1}\right) \sum_{i, j=1}^{d} \partial_{i}\left(a_{i j} \partial_{j} g\right)(x)\right. \\
& \left.+I_{\Gamma}\left(x_{1}\right) \sum_{i, j=2}^{d} \partial_{i}\left(\alpha_{i j} \partial_{j} g\right)(x)\right\} v(d x) . \tag{4.1}
\end{align*}
$$

If $f_{n} \in C_{0}^{\infty}\left(R^{d}\right)$ converges to 0 in $L^{2}(d v)$ then (4.1) implies that $\mathscr{E}\left(f_{n}, g\right)$ converges to 0 for all $g \in C_{0}^{\infty}\left(R^{d}\right)$. This implies that the symmetric form $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$ is closable on $L^{2}(d v)$ (see [1; Problem 1.1.2]). Moreover, by the results of Fukushima [1; Theorems 2.1.1 and 2.1.2], its smallest closed extension $\left(\mathscr{E}^{v}, \mathscr{D}\left(\mathscr{E}^{v}\right)\right)$ is a regular Dirichlet form on $L^{2}(d v)$ with local property. By another result of Fukushima [1; Chap. 6], there exists a $d v$-symmetric diffusion process $X^{v}(t)$ on a probability space $\left(\Omega, P_{x}\right)$ associated with $\left(\mathscr{E}^{v}, \mathscr{D}\left(\mathscr{E}^{v}\right)\right)$. As noted in $\S 2$, the increasing process $\phi_{A}(t)$ defined by (2.2) is the CAF of $X^{v}$ associated with the smooth measure $d x$. Set

$$
\begin{equation*}
\phi_{\Gamma}(t)=\int_{0}^{t} I_{\Gamma}\left(X_{1}^{\nu}(s)\right) d s \tag{4.2}
\end{equation*}
$$

Then $\phi_{\Gamma}$ is the CAF associated with $d \eta$. In the rest of this section, we shall show that the increasing process $\phi_{A}(t)$ is strictly increasing.

For the purpose we shall use the stochastic calculus related to $X$. Necessary facts are presented in $[1 ; \S 5.4]$. By noting (4.1), for $f, g \in C_{0}^{\infty}\left(R^{d}\right)$, we have

$$
\begin{equation*}
\mathscr{E}(f, g)+p(f, g)_{v}=\int f(x)\left(p-\mathfrak{g}^{v}\right) g(x) v(d x) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
g^{v} g(x)= & \frac{1}{2} \sum_{i, j=1}^{d} I_{\Lambda}\left(x_{1}\right) \partial_{i}\left(a_{i j} \partial_{j} g\right)(x) \\
& +\frac{1}{2} \sum_{i, j=2}^{d} I_{\Gamma}\left(x_{1}\right) \partial_{i}\left(\alpha_{i j} \partial_{j} g\right)(x)
\end{aligned}
$$

Denote by $V^{p}$ the resolvent of $X^{v}$. Then (4.3) implies $g=V^{p}\left(p-\mathfrak{g}^{v}\right) g$ q.e. Hence, by [1; Theorem 5.2.2], the process $M^{v,[8]}(t)$ defined by

$$
\begin{equation*}
M^{v,[g]}(t)=g\left(X^{v}(t)\right)-g\left(X^{v}(0)\right)-\int_{0}^{t} g^{v} g\left(X^{v}(s)\right) d s \tag{4.4}
\end{equation*}
$$

is a martingale CAF such that

$$
\begin{aligned}
\left\langle M^{v,[g]}\right\rangle(t)= & \int_{0}^{t} \sum_{i, j=1}^{d} a_{i j} \partial_{i} g \partial_{j} g\left(X^{v}(s)\right) \phi_{A}(d s) \\
& +\int_{0}^{t} \sum_{i, j=2}^{d} \alpha_{i j} \partial_{i} g \partial_{j} g\left(X^{v}(s)\right) \phi_{\Gamma}(d s) .
\end{aligned}
$$

In particular, by taking $g \in C_{0}^{\infty}\left(R^{d}\right)$ such that $g(x)=x_{i}$ locally, there exists a system $\left\{M_{i}^{v}(t) ; i=1, \ldots, d\right\}$ of local martingale CAFs satisfying

$$
\begin{align*}
X_{i}^{v}(t)-X_{i}^{v}(0)= & M_{i}^{v}(t)+\int_{0}^{t} b_{i}\left(X^{v}(s)\right) \phi_{A}(d s) \\
& +\int_{0}^{t} \tilde{\beta}_{i}\left(X^{v}(s)\right) \phi_{\Gamma}(d s) \tag{4.5}
\end{align*}
$$

and

$$
\begin{align*}
\left\langle M_{i}^{v}, M_{j}^{v}\right\rangle(t) & =\frac{1}{2}\left\{\left\langle M_{i}^{v}+M_{j}^{v}\right\rangle(t)-\left\langle M_{i}^{v}\right\rangle(t)-\left\langle M_{j}^{v}\right\rangle(t)\right\} \\
& =\int_{0}^{t} a_{i j}\left(X^{v}(s)\right) \phi_{\Lambda}(d s)+\int_{0}^{t} \alpha_{i j}\left(X^{v}(s)\right) \phi_{I}(d s), \tag{4.6}
\end{align*}
$$

where $b_{i}(x)=\frac{1}{2} \sum_{j=1}^{d} \partial_{j} a_{j i}(x), \tilde{\beta}_{i}(x)=\frac{1}{2} \sum_{j=2}^{d} \partial_{j} \alpha_{j i}(x)$ and $\alpha_{1 j}=\alpha_{i 1}=\tilde{\beta}_{1}=0$.
We shall next apply the above discussion to a function which is not smooth. Set $m\left(d x_{1}\right)=d x_{1}+\mu\left(d x_{1}\right)$ and let $k\left(x_{1}\right)$ be a bounded continuous function on $R^{1}$ satisfying the following conditions (a), (b) and (c); (a) $k\left(x_{1}\right) \in L^{2}(d m)$, (b) $k\left(x_{1}\right)$ is absolutely continuous and $\frac{d^{+} k}{d x_{1}} \in L^{2}\left(d x_{1}\right)$, (c) $d\left(\frac{d^{+} k}{d x_{1}}\right)$ is absolutely continuous relative to $d m$ and there exists a version of $\frac{d}{d m} \frac{d+k}{d x_{1}}$
which belongs to $L^{2}(d m) \cap C_{b}\left(R^{1}\right)$.

Let $k_{0}\left(x_{2}, \ldots, x_{d}\right)$ be a $C_{0}^{\infty}\left(R^{d-1}\right)$ function and set $h(x)=k\left(x_{1}\right) k_{0}\left(x_{2}, \ldots, x_{d}\right)$. Denote by $\rho_{n}$ the 1 -dimensional mollifier supported by $\left\{x_{1} ;\left|x_{1}\right| \leqq \frac{1}{n}\right\}$. Set $k_{n}\left(x_{1}\right)$
$=\rho_{n} * k\left(x_{1}\right)$ and $h_{n}(x)=k_{n}\left(x_{1}\right) k_{0}\left(x_{2}, \ldots, x_{d}\right)(n=1, \ldots, d)$.
Lemma 4.1. The function $h$ belongs to $\mathscr{D}\left(\mathscr{E}^{v}\right)$.

Proof. Obviously $h_{n}$ is approximated by $C_{0}^{\infty}\left(R^{d}\right)$ functions in the norm $\mathscr{E}^{v}(\cdot, \cdot)$ $+(\cdot, \cdot)_{v}$. Hence it is enough to remark that $\mathscr{E}^{v}\left(h_{n}-h, h_{n}-h\right)+\left(h_{n}-h, h_{n}-h\right)_{v}$ tends to 0 as $n$ tends to $\infty$.
Lemma 4.2. If we understand $\partial_{1} h(x)$ as $\frac{d^{+} k}{d x_{1}}\left(x_{1}\right) k_{0}\left(x_{2}, \ldots, x_{d}\right)$ then, for all
$f \in C_{0}^{\infty}\left(R^{d}\right)$, $\mathscr{E}^{v}(f, h)=\frac{1}{2} \sum_{i, j=1}^{d} \int_{R^{d}} a_{i j}(x) \partial_{i} f(x) \partial_{j} h(x) d x+\frac{1}{2} \sum_{i, j=2}^{d} \int_{R^{d}} \alpha_{i j}(x) \partial_{i} f(x) \partial_{j} h(x) \eta(d x)$.
Proof. It is easy to see that $\mathscr{E}^{v}\left(f, h_{n}\right)=\mathscr{E}\left(f, h_{n}\right)$. In this equality, since $\partial_{i} h_{n}$ tends to $\partial_{i} h$ in $L^{2}(d v)$ as $n$ tends to infinity, the lemma follows.

For any compact set $K$ of $R^{d}$, choose $k_{0} \in C_{0}^{\infty}\left(R^{d-1}\right)$ so that $k_{0}\left(x_{2}, \ldots, x_{d}\right)=1$ for every $x=\left(x_{1}, \ldots, x_{d}\right) \in K$. Since $h(x)=k\left(x_{1}\right) k_{0}\left(x_{2}, \ldots, x_{d}\right)=k\left(x_{1}\right)$ for $x \in K$ we can see that $k\left(x_{1}\right)$ belongs to $\mathscr{D}_{\text {loc }}\left(\mathscr{E}^{v}\right)$, that is, $k$ equals locally to a function which belongs to $\mathscr{D}\left(\mathscr{E}^{v}\right)$. Thus we can decompose $k\left(X_{1}^{v}(t)\right)-k\left(X_{1}^{v}(0)\right)$ as

$$
\begin{equation*}
k\left(X_{1}^{v}(t)\right)-k\left(X_{1}^{v}(0)\right)=M^{v,[k]}(t)+N^{v,[k]}(t) \tag{4.8}
\end{equation*}
$$

where $M^{v,[k]}(t)$ is a CAF which equals locally to a martingale additive functional and $N^{v,[k]}(t)$ is a CAF which is locally of zero energy ( $[1 ;(5.4 .41)]$ ). As in (4.5), we have an explicit representation of $N^{v,[k]}(t)$.
Lemma 4.3. $N^{v,[k]}(t)$ is given by

$$
\begin{align*}
N^{v,[k]}(t)= & \int_{0}^{t} a_{11}\left(X^{v}(s)\right) \frac{d}{2 d m} \frac{d^{+} k}{d x_{1}}\left(X_{1}^{v}(s)\right) d s \\
& +\int_{0}^{t} b_{1}\left(X^{v}(s)\right) \frac{d^{+} k}{d x_{1}}\left(X_{1}^{v}(s)\right) \phi_{A}(d s) . \tag{4.9}
\end{align*}
$$

Proof. Let $p>0$. By (4.7) we have

$$
\begin{aligned}
& \mathscr{E}^{v}(f, h)+p(f, h)_{v} \\
& =\frac{1}{2} \int_{R^{d}} a_{11}(x) \partial_{1} f(x) \partial_{1} h(x) d x \\
& -\frac{1}{2} \sum_{i \text { or } j \neq 1} \int_{R^{a}} f(x) \partial_{i}\left(a_{i j} \partial_{j} h\right)(x) d x \\
& -\frac{1}{2} \sum_{i, j=2}^{d} \int_{R^{d}} f(x) \partial_{i}\left(\alpha_{i j} \partial_{j} h\right)(x) \eta(d x)+p \int_{R^{d}} f(x) h(x) v(d x) \\
& =-\int_{R^{a}} f(x) a_{11}(x) \frac{d}{2 d m} \frac{d^{+} k}{d x_{1}}\left(x_{1}\right) k_{0}\left(x_{2}, \ldots, x_{d}\right) v(d x) \\
& -\frac{1}{2} \int_{R^{d}} f(x) \partial_{1} a_{11}(x) \partial_{1} h(x) d x \\
& -\frac{1}{2} \sum_{i \operatorname{Or} j \neq 1} \int_{\boldsymbol{R}^{d}} f(x)\left\{a_{i j}(x) \partial_{i} \partial_{j} h(x)+\partial_{i} a_{i j}(x) \partial_{j} h(x)\right\} d x \\
& -\frac{1}{2} \sum_{i, j=2}^{d} \int_{R^{d}} f(x)\left\{\alpha_{i j}(x) \partial_{i} \partial_{j} h(x)+\partial_{i} \alpha_{i j}(x) \partial_{j} h(x)\right\} \eta(d x) \\
& +p \int_{R^{d}} f(x) h(x) v(d x) \\
& =\int_{R^{a}} f(x)\left(p-\mathrm{g}^{v}\right) h(x) v(d x),
\end{aligned}
$$

where

$$
\begin{aligned}
\mathfrak{g}^{v} h(x)= & a_{11}(x) \frac{d}{2 d m} \frac{d^{+} k}{d x_{1}}\left(x_{1}\right) k_{0}\left(x_{2}, \ldots, x_{d}\right) \\
& +\frac{1}{2} I_{\Lambda}\left(x_{1}\right) \sum_{i \text { or } j \neq 1} a_{i j}(x) \partial_{i} \partial_{j} h(x) \\
& +\frac{1}{2} I_{\Gamma}\left(x_{1}\right) \sum_{i, j=2}^{d} \alpha_{i j}(x) \partial_{i} \partial_{j} h(x)+I_{\Lambda}\left(x_{1}\right) \sum_{i=1}^{d} b_{i}(x) \partial_{i} h(x) \\
& +I_{\Gamma}\left(x_{1}\right) \sum_{i=2}^{d} \tilde{\beta}_{i}(x) \partial_{i} h(x) .
\end{aligned}
$$

This implies that $h(x)=V^{p}\left(p-g^{v}\right) h(x)$ q.e. and hence $N^{v,[h]}(t)=\int_{0}^{t} g^{\nu} h\left(X^{v}(s)\right) d s$, where $N^{v,[h]}(t)$ is a CAF of zero energy appearing in the decomposition of $h\left(X^{v}(t)\right)-h\left(X^{v}(0)\right)$. Setting $k_{0}=1$ we have the result.

As for the martingale part $M^{v,[k]}(t)$, by (4.7), it satisfies

$$
\begin{equation*}
\left\langle M^{\nu,[k]}\right\rangle(t)=\int_{0}^{t} a_{11}\left(X^{\nu}(s)\right)\left\{\frac{d^{+} k}{d x_{1}}\left(X_{1}^{v}(s)\right)\right\}^{2} \phi_{\Lambda}(d s) . \tag{4.10}
\end{equation*}
$$

Lemma 4.4. The local martingale CAFs $M^{\nu,[k]}(t)$ and $M_{1}^{\nu}(t)$ are related by

$$
\begin{equation*}
M^{v[k]}(t)=\int_{0}^{t} \frac{d^{+} k}{d x_{1}}\left(X_{1}^{v}(s)\right) d M_{1}^{v}(s) \tag{4.11}
\end{equation*}
$$

Proof. If $k\left(x_{1}\right)$ belongs to $C^{1}\left(R^{1}\right)$, this result is contained in the result of Fukushima [1; Theorem 5.4.3]. In the present case, although $k$ does not belong to $C^{1}\left(R^{1}\right)$, this can be proved similarly. In fact, it is enough to show that, for any compact set $K$, if $f, g$ and $v$ are $C_{0}^{\infty}\left(R^{d}\right)$ functions supported by $K$ and, for all $i(i=1, \ldots, d), u_{i}$ is a $C_{0}^{\infty}\left(R^{d}\right)$ function which is equal to the coordinate function $x_{i}$ on $K$ then

$$
\int f(x) g(x) \mu_{\langle h, v\rangle}(d x)=\sum_{i=1}^{d} \int f(x) g(x) \partial_{i} h(x) \mu_{\left\langle u_{i}, v\right\rangle}(d x),
$$

where $\mu_{\left\langle h_{i} v\right\rangle}$ and $\mu_{\left\langle u_{i}, v\right\rangle}$ are the signed measures associated with $\left\langle M^{v,[h]}, M^{v,[v]}\right\rangle$ and $\left\langle M^{v,\left[u_{i}\right]}, M^{v,[v]}\right\rangle$, respectively. This equality follows easily from

$$
\begin{aligned}
\mu_{\langle h, v\rangle}(d x)= & \sum_{i, j=1}^{d} a_{i j}(x) \partial_{i} h(x) \partial_{j} v(x) d x \\
& +\sum_{i, j=2}^{d} \alpha_{i j}(x) \partial_{i} h(x) \partial_{j} v(x) \eta(d x)
\end{aligned}
$$

and

$$
\mu_{\left\langle u_{i}, v\right\rangle}(d x)=\sum_{j=1}^{d} a_{i j}(x) \partial_{j} v(x) d x+\sum_{j=2}^{d} \alpha_{i j} \partial_{j} v(x) \eta(d x)
$$

on $K$.

Let $\phi_{a}^{v}(t)$ be the CAF of $X^{v}(t)$ defined by

$$
\begin{equation*}
\phi_{a}^{v}(t)=\int_{0}^{t} a_{11}\left(X^{v}(s)\right) d s \tag{4.12}
\end{equation*}
$$

and let $X^{a}(t), M_{i}^{a}(t), M^{a,[k]}(t)$ and $N^{a,[k]}(t)$ be the time changed processes of $X^{v}(t), M_{i}^{v}(t), M^{v,[k]}(t)$ and $N^{v,[k]}(t)$ by $\phi_{a}^{v}(t)$, that is, $X^{a}(t)=X^{v}\left(\left(\phi_{a}^{v}\right)^{-1}(t)\right)$, etc. Then, by (4.6) and (4.11), $M_{1}^{a}(t)$ and $M^{a,[k]}(t)$ are martingale CAFs on $\left(\Omega, P_{x}\right)$ such that

$$
\begin{equation*}
\left\langle M_{1}^{a}\right\rangle(t)=\int_{0}^{t} a_{11}\left(X^{a}(s)\right) \phi_{A}^{a}(d s) \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
M^{a,[k]}(t)=\int_{0}^{t} \frac{d^{+} k}{d x_{1}}\left(X_{1}^{a}(s)\right) d M_{1}^{a}(s) . \tag{4.14}
\end{equation*}
$$

Also, by (4.9), we have

$$
\begin{align*}
N^{a,[k]}(t)= & \int_{0}^{t} \frac{d}{2 d m} \frac{d^{+} k}{d x_{1}}\left(X_{1}^{a}(s)\right) d s \\
& +\int_{0}^{t} b_{1}\left(X^{a}(s)\right) \frac{d^{+} k}{d x_{1}}\left(X_{1}^{a}(s)\right) \phi_{A}^{a}(d s) \tag{4.15}
\end{align*}
$$

where $\phi_{A}^{a}(t)=\phi_{A}\left(\left(\phi_{a}^{v}\right)^{-1}(t)\right)$.
Set $\tilde{b}_{1}(x)=b_{1}(x) / a_{11}(x)$. Let $P_{x}^{a}$ be the measure defined by

$$
P_{x}^{a}(D)=E_{x}\left[\exp \left\{-\int_{0}^{t} \tilde{b}_{1}\left(X^{a}(s)\right) d M_{1}^{a}(s)-\frac{1}{2} \int_{0}^{t} \hat{b}_{1}\left(X^{a}(s)\right)^{2} d\left\langle M_{1}^{a}\right\rangle(s)\right\} ; D\right]
$$

for $D \in \sigma\left(X^{a}(s) ; s \leqq t\right)$. Then, by Girsanov's theorem, for any local martingale CAF $M(t)$ on $\left(\Omega, P_{x}\right)$, the stochastic process $M(t)+\int_{0} \tilde{b}_{1}\left(X^{a}(s)\right) d\left\langle M, M_{1}^{a}\right\rangle(s)$ is a local martingale CAF on ( $\Omega, P_{x}^{a}$ ).
Lemma 4.5. The process

$$
\begin{equation*}
k\left(X_{1}^{a}(t)\right)-k\left(X_{1}^{a}(0)\right)-\int_{0}^{t} \frac{d}{2 d m} \frac{d^{+} k}{d x_{1}}\left(X_{1}^{a}(s)\right) d s \tag{4.16}
\end{equation*}
$$

is a martingale CAF on $\left(\Omega, P_{x}^{a}\right)$.
Proof. Applying the above remark to $M(t)=M^{a,[k]}(t)$ and using (4.13) and (4.14) we can show that

$$
\begin{aligned}
& M^{a,[k]}(t)+\int_{0}^{t} \tilde{b}_{1}\left(X^{a}(s)\right) d\left\langle M^{a,[k]}, M_{1}^{a}\right\rangle(s) \\
& \quad=M^{a,[k]}(t)+\int_{0}^{t} b_{1}\left(X^{a}(s)\right) \frac{d^{+} k}{d x_{1}}\left(X_{1}^{a}(s)\right) \phi_{A}^{a}(d s)
\end{aligned}
$$

is a martingale CAF on $\left(\Omega, P_{x}^{a}\right)$. Hence, by (4.8) and (4.15), the result follows.

Lemma 4.6. Denote by $\left\{W^{p} ; p>0\right\}$ and $\left\{V_{a}^{p} ; p>0\right\}$ the resolvents of 1-dimensional diffusion process with speed measure $2 d m$ and $X^{a}(t)$, respectively. Then there exists a properly exceptional set $N$ of $X^{v}(t)$ such that $V_{a}^{p}\left(x, D \times R^{d-1}\right)$ $=W^{p}\left(x_{1}, D\right)$ for all Borel set $D \subset R^{1}$ and $x \notin N$, where $x_{1}$ is the first coordinate of $x$.

Proof. Since $C_{0}\left(R^{1}\right)$ is separable, it is enough to show that, for all $f_{1} \in C_{0}\left(R^{1}\right)$, there exists a properly exceptional set $N$ such that $V_{a}^{p} f_{1}(x)=W^{p} f_{1}\left(x_{1}\right)$ for $x \notin N$, where $V_{a}^{p} f_{1}(x)=V_{a}^{p}\left(f_{1} \times I_{R^{d-1}}\right)(x)$. Set $k\left(x_{1}\right)=W^{p} f_{1}\left(x_{1}\right)$. Then it satisfies the conditions $(a),(b)$ and (c) preceding Lemma 4.1. Hence, by (4.16), we can show that there exists a properly exceptional set $N$ such that

$$
E_{x}^{a}\left[W^{p} f_{1}\left(X_{1}^{a}(t)\right)\right]-W^{p} f_{1}\left(x_{1}\right)=\int_{0}^{t} E_{x}^{a}\left[\frac{d}{2 d m} \frac{d^{+}}{d x_{1}} W^{p} f_{1}\left(X_{1}^{a}(s)\right)\right] d s
$$

for $x \notin N$. Multiplying $e^{-p t}$ and integrating by $t$ we have

$$
V_{a}^{p}\left(p-\frac{d}{2 d m} \frac{d^{+}}{d x_{1}}\right) W^{p} f_{1}(x)=W^{p} f_{1}\left(x_{1}\right) .
$$

Since $\left(p-\frac{d}{2 d m} \frac{d^{+}}{d x_{1}}\right) W^{p} f_{1}=f_{1}$, the result follows.
Theorem 4.1. For all $x_{1} \in R^{1}$ there exists at least one point $y \notin N$ such that $y_{1}$ $=x_{1}$. Moreover, for $x \notin N$, the distribution of $X_{1}^{a}(t)$ under $P_{x}^{a}$ is independent of $\left(x_{2}, \ldots, x_{d}\right)$. If we denote by $P_{x_{1}}^{a}$ instead of $P_{x}^{a}$ for $x \notin N$ whenever we consider $X_{1}^{a}(t)$, then $\left(X_{1}^{a}(t), P_{x_{1}}^{a}\right)$ is a 1-dimensional diffussion process with speed measure $2 d m$.

Proof. Let $z$ be an arbitrary point of $R^{d}-N$ and let $\left(c_{1}, c_{2}\right)$ be an arbitrary open interval of $R^{1}$. Let $f_{1}$ be a non-negative function supported by [ $c_{1}, c_{2}$ ] such that $\left\langle m, f_{1}\right\rangle>0$. Then $W^{p} f_{1}\left(z_{1}\right)>0$. Hence, by Lemma 4.6, $V_{a}^{p} f_{1}(z)>0$. This implies that the process $X^{a}(t)$ started from $z$ hits the set $\left\{y \in R^{d}\right.$; $\left.c_{1} \leqq y_{1} \leqq c_{2}\right\}$ and hence it hits the hyperplane $\left\{y \in R^{d} ; y_{1}=x_{1}\right\}$ if $z_{1} \leqq x_{1} \leqq c_{1}$ or $c_{2} \leqq x_{1} \leqq z_{1}$. Therefore the hyperplane is not contained in $N$, that is, there exists at least one point $y \notin N$ such that $y_{1}=x_{1}$. Since $\left(c_{1}, c_{2}\right)$ is arbitrary, the first part of the theorem holds. The other parts are obvious by Lemma 4.6.

By the theorem, the support of the $\mathrm{CAF} \phi_{A}^{a}(t)$ coincides with $R^{d}-N$, that is, $\inf \left\{t ; \phi_{A}^{a}(t)>0\right\}=0$ a.s. $P_{x}^{a}$ for all $x \in R^{d}-N$. Turning back to the process $X^{v}(t)$, we have the following theorem.

Theorem 4.2. The support of the CAF $\phi_{\Lambda}(t)$ defined by (2.2) coincides with $R^{d}$ $-N$ for a suitable properly exceptional set $N$.

## §5. Proof of Theorem 2

As was proved in Theorem 4.2, the CAF $\phi_{\Lambda}(t)$ is strictly increasing a.s. $P_{x}$ for $x \in R^{d}-N$. Hence the time changed process $X^{0}(t)=X^{v}\left(\phi_{A}^{-1}(t)\right)$ is a diffusion process on the probability space $\left(\Omega, P_{x} ; x \in R^{d}-N\right)$. To prove that $X^{0}(t)$ is the $d x$-symmetric diffusion process associated with $\left(\mathscr{E}^{0}, \mathscr{D}\left(\mathscr{E}^{\circ}\right)\right.$ ), it is enough to
prove the following result: If $\phi(t)$ is a CAF associated with a measure $\zeta(d x)$ $=a(x) v(d x)$ for some bounded measurable function $a(x)$ and if $P_{x}[\phi(t)>0$ for all $t>0]=1$ q.e., then the time changed process $X^{\xi}(t)=X^{v}\left(\phi^{-1}(t)\right)$ is a $d \xi$ symmetric diffusion process such that the Dirichlet form of $X^{\xi}$ on $L^{2}(d \xi)$ is the smallest closed extension of ( $\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)$ ) on $L^{2}(d \xi)$. Except for Theorem 5.1, we shall suppose that $\xi$ is a general Radon measure associated with a strictly increasing CAF $\phi(t)$.

Some parts of the following results will follow from the results of Silverstein [9; I.8], but we shall present it since, in our case, it follows from elementary calculations.

Denote by $V_{t \phi}^{p q}$ and $V_{\phi t}^{q p}$ the kernels defined by

$$
\begin{aligned}
& V_{t \phi}^{p q} f(x)=E_{x}\left[\int_{0}^{\infty} \exp (-p t-q \phi(t)) f\left(X^{v}(t)\right) d \phi(t)\right], \\
& V_{\phi t}^{q p} f(x)=E_{x}\left[\int_{0}^{\infty} \exp (-p t-q \phi(t)) f\left(X^{v}(t)\right) d t\right] .
\end{aligned}
$$

If $V_{t \phi}^{r 0}|f|$ is bounded for some $r \geqq 0$ and a bounded measurable function $f$, then

$$
\begin{equation*}
V_{t \phi}^{p q} f-V_{t \phi}^{r s} f+(p-r) V_{\phi t}^{q p} V_{t \phi}^{r s} f+(q-s) V_{t \phi}^{p q} V_{t \phi}^{r s} f=0 \tag{5.1}
\end{equation*}
$$

for all $p, q, r, s \geqq 0$ such that $p+q>0$ and $r+s>0$ (see [5, 6]). Similarly, if $V_{\phi t}^{s 0}|f|$ is bounded for some $s \geqq 0$ and a bounded measurable function $f$, then

$$
\begin{equation*}
V_{\phi t}^{q p} f-V_{\phi t}^{s r} f+(p-r) V_{\phi t}^{q p} V_{\phi t}^{s r} f+(q-s) V_{t \phi}^{p q} V_{\phi t}^{s r} f=0 \tag{5.2}
\end{equation*}
$$

for all $p, q, r, s \geqq 0$ such that $p+q>0$ and $r+s>0$. Note that (5.1) [resp. (5.2)] holds for all bounded measurable function $f$ if $q, s>0$ [resp. $p, r>0$ ]. If $p>0$ and $f>0$, then by (5.2),

$$
p V_{t \phi}^{p 0} V_{\phi t}^{p p} f=V^{p} f-V_{\phi t}^{p p} f \leqq V^{p} f \leqq\|f\| / p .
$$

Moreover, since $V_{\phi t}^{p p} f$ is finely continuous, the set $F_{n}^{(1)}=\left\{x ; V_{\phi t}^{p p} f(x) \geqq \frac{1}{n}\right\}$ is a finely closed set satisfying $F_{n}^{(1)} \rightarrow R^{d}-N$ and $V_{t \phi}^{p 0}\left(x, F_{n}^{(1)}\right) \leqq n\|f\| / p^{2}$ for $x \in R^{d}$ $-N$. By a similar argument, there exists a sequence $\left\{F_{n}^{(2)}\right\}_{n \geqq 1}$ of finely closed sets such that $F_{n}^{(2)} \rightarrow R^{d}-N$ and $V_{\phi t}^{p 0}\left(x, F_{n}^{(2)}\right)$ is bounded on $R^{d}-N$. Furthermore, by [1; Theorem 3.2.3], there exists a sequence $\left\{F_{n}^{(3)}\right\}$ of closed sets such that the measure $\zeta\left(d x \cap F_{n}^{(3)}\right)$ is a measure with finite energy integral. Set $F_{n}$ $=F_{n}^{(1)} \cap F_{n}^{(2)} \cap F_{n}^{(3)} \cap\left(R^{d}-N\right)$. Then $\left\{F_{n}\right\}_{n \geqq 1}$ is an increasing sequence of finely closed subsets of $R^{d}-N$ satisfying $F_{n} \rightarrow R^{d}-N, V_{t \phi}^{p 0}\left(x, F_{n}\right)$ and $V_{\phi t}^{p 0}\left(x, F_{n}\right)$ are bounded on $R^{d}-N$ for all $p>0$ and $\xi_{n}=\mathrm{I}_{F_{n}} \xi$ is a measure with finite energy integral. Set $\phi_{n}(t)=\int_{0}^{t} I_{F_{n}}\left(X^{v}(s)\right) \phi(d s)$. Then it is the CAF associated with the measure $\xi_{n}$. Hence, by $[1$; Lemma 5.1.4(ii) $],\left(f, V_{t n}^{p 0} g\right)_{v}=\left(V^{p} f, g\right)_{\xi_{n}}$, where

$$
V_{t n}^{p q} f(x)=E_{x}\left[\int_{0}^{\infty} \exp \left(-p t-q \phi_{n}(t)\right) f\left(X^{v}(t)\right) d \phi_{n}(t)\right]
$$

Letting $n \rightarrow \infty$ we have

$$
\begin{equation*}
\left(f, V_{t \phi}^{p 0} g\right)_{v}=\left(V^{p} f, g\right)_{\xi} \tag{5.3}
\end{equation*}
$$

for all $p>0$ and bounded non-negative measurable functions $f$ and $g$. Denote by $U^{p}\left(f \xi_{n}\right)$ the potential of the measure $f \xi_{n}$, that is, $U^{p}\left(f \xi_{n}\right) \in \mathscr{D}\left(\mathscr{E}^{\mathscr{}}\right)$ such that

$$
\mathscr{E}_{p}^{v}\left(U^{p}\left(f \xi_{n}\right), g\right)=\int g(x) f(x) \xi_{n}(d x)
$$

for all $g \in C_{0}^{\infty}\left(R^{d}\right)$, where $\mathscr{E}_{p}^{v}(\cdot, \cdot)=\mathscr{E}^{\bullet v}(\cdot, \cdot)+p(\cdot, \cdot)_{v}$.
Since $V_{t n}^{p 0} f$ is a quasi continuous modification of $U^{p}\left(f \xi_{n}\right)$ (see [1; Lemma 5.1.3]), for all $f, g \in C_{0}^{\infty}\left(R^{d}\right)$

$$
\left(f, V_{t n}^{p 0} g\right)_{\xi_{n}}=\mathscr{E}_{p}^{v}\left(V_{t n}^{p 0} f, V_{t n}^{p 0} g\right)=\left(V_{t n}^{p 0} f, g\right)_{\xi_{n}}
$$

by [1; Theorem 3.2.2]. Letting $n \rightarrow \infty$, we have

$$
\begin{equation*}
\left(f, V_{t \phi}^{p 0} g\right)_{\xi}=\left(V_{t \phi}^{p 0} f, g\right)_{\xi} \tag{5.4}
\end{equation*}
$$

for all $p>0$ and non-negative measurable functions $f$ and $g$.
Lemma 5.1. For all $p, q>0$ and non-negative measurable functions $f$ and $g$,

$$
\begin{equation*}
\left(f, V_{t \phi}^{p q} g\right)_{\xi}=\left(V_{t \phi}^{p q} f, g\right)_{\xi} . \tag{5.5}
\end{equation*}
$$

Proof. Similarly to the above discussion, without loss of generality, we can assume that $V_{t \phi}^{p 0} 1$ and $V_{\phi t}^{q 0} 1$ are bounded. By (5.1),

$$
V_{t \phi}^{p 0} g=\left(I+q V_{t \phi}^{p 0}\right) V_{t \phi}^{p q} g .
$$

Hence, for $p, q>0$ such that $q\left\|V_{t \phi}^{p 0} 1\right\|<1$,

$$
\begin{equation*}
V_{t \phi}^{p q} g=\sum_{n=0}^{\infty}\left(-q V_{t \phi}^{p 0}\right)^{n} V_{t \phi}^{p 0} g . \tag{5.6}
\end{equation*}
$$

Thus (5.5) follows from (5.4) in this case. For fixed $p>0$, since $\left\{V_{t \phi}^{p q} ; q>0\right\}$ satisfies the resolvent equation, (5.5) holds for all $p, q>0$.

Denote by $\left\{V_{\phi}^{p} ; p>0\right\}$ the resolvent of $X^{z}(t)$. Then $V_{\phi}^{p}=V_{t \phi}^{0 p}$. Hence we have the following

Corollary. $X^{\xi}(t)$ is a $d \xi$-symmetric diffusion process.
Lemma 5.2. Let $p, q, f$ and $g$ be as in Lemma 5.1. Then

$$
\begin{equation*}
\left(f, V_{t \phi}^{p q} g\right)_{v}=\left(V_{\phi t}^{q p} f, g\right)_{\xi} . \tag{5.7}
\end{equation*}
$$

Proof. As in the proof of Lemma 5.1, we shall suppose that $V_{t \phi}^{p 0} 1$ and $V_{\phi t}^{q 0} 1$ are bounded. By (5.3), (5.4) and (5.6)

$$
\left(f, V_{t \phi}^{p q} g\right)_{v}=\sum_{n=0}^{\infty}\left(f,\left(-q V_{t \phi}^{p 0}\right)^{n} V_{t \phi}^{p 0} g\right)_{v}=\sum_{n=0}^{\infty}\left(\left(-q V_{t \phi}^{p 0}\right)^{n} V^{p} f, g\right)_{\xi}
$$

for $p, q>0$ such that $q\left\|V_{t \phi}^{p 0} 1\right\|<1$. On the other hand, since $V^{p} f=(I$ $\left.+q V_{t \phi}^{p 0}\right) V_{\phi t}^{q p} f$ by (5.1), we have

$$
V_{\phi t}^{q p} f=\sum_{n=0}^{\infty}\left(-q V_{t \phi}^{p 0}\right)^{n} V^{p} f
$$

for such $p, q>0$. Hence (5.7) holds in this case. If (5.7) holds for some $p, q>0$, then by Lemma 5.1,

$$
V_{t \phi}^{p q+r} g=\sum_{n=0}^{\infty}\left(-r V_{t \phi}^{p q}\right)^{n} V_{t \phi}^{p q} g \quad \text { and } \quad V_{\phi t}^{q+r p} f=\sum_{n=0}^{\infty}\left(-r V_{t \phi}^{p q}\right)^{n} V_{\phi t}^{p q} f
$$

for $r<1 /\left\|V_{t \phi}^{p 0} 1\right\| \leqq 1 /\left\|V_{t \phi}^{p q} 1\right\|$. Hence (5.7) holds for $q+r$ instead of $q$. Repeating this argument, we have the result.

Let $\left(\mathscr{E}^{\xi}, \mathscr{D}\left(\mathscr{E}^{\xi}\right)\right)$ be the Dirichlet form on $L^{2}(d \xi)$ associated with the diffusion process $X^{\xi}(t)$. Then we have the following lemma (cf. [9; Lemma 8.4]).
Lemma 5.3. For all $p, q>0, V_{t \phi}^{p q}\left(C_{0}\left(R^{d}\right)\right)$ and $V_{\phi t}^{q p}\left(C_{0}\left(R^{d}\right)\right)$ are contained in $\mathscr{D}\left(\mathscr{E}^{V}\right) \cap \mathscr{D}\left(\mathscr{E}^{\mathscr{E}}\right)$ and

$$
\begin{align*}
& \mathscr{E}^{v}\left(V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)=\mathscr{E}^{\check{5}}\left(V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right),  \tag{5.8}\\
& \mathscr{E}^{v}\left(V_{\phi t}^{q p} f, V_{\phi t}^{q p} g\right)=\mathscr{E}^{\check{\zeta}}\left(V_{\phi t}^{q p} f, V_{\phi t}^{q p} g\right) \tag{5.9}
\end{align*}
$$

for all $f, g \in C_{0}\left(R^{d}\right)$.
Proof. If $f \in C_{0}\left(R^{d}\right)$ then $V_{i \phi}^{p q}|f| \leqq V_{\phi}^{q}|f|$ implies $V_{t \phi}^{p q} f \in L^{2}(d \xi)$. Also since

$$
\left(V_{t \phi}^{p q}|f|\right)^{2} \leqq(\|f\| / q) V_{t \phi}^{p q}|f|,
$$

(5.7) implies $V_{t \phi}^{p q} f \in L^{2}(d v)$. Similarly $V_{\phi t}^{q p} f \in L^{2}(d v) \cap L^{2}(d \xi)$. Hence, for the proof of (5.8), it is enough to show that

$$
\lim _{r \rightarrow \infty}\left(V_{t \phi}^{p q} f, r\left(I-r V^{r}\right) V_{t \phi}^{p q} g\right)_{v}=\lim _{r \rightarrow \infty}\left(V_{t \phi}^{p q} f, r\left(I-r V_{\phi}^{r}\right) V_{t \phi}^{p q} g\right)_{\xi}
$$

By (5.1),

$$
\left(I-r V^{r}\right) V_{t \phi}^{p q} g=V_{t \phi}^{r 0} g-p V^{r} V_{t \phi}^{p q} g-q V_{t \phi}^{r 0} V_{t \phi}^{p q} g
$$

Therefore, by noting (5.7) we have

$$
\begin{aligned}
\lim _{r \rightarrow \infty} & \left(V_{t \phi}^{p q} f, r\left(I-r V^{r}\right) V_{t \phi}^{p q} g\right)_{v} \\
& =\lim _{r \rightarrow \infty}\left(V_{t \phi}^{p q} f, r V_{t \phi}^{r o} g-r p V^{r} V_{t \phi}^{p q} g-r q V_{t \phi}^{r 0} V_{t \phi}^{p q} g\right)_{v} \\
& =\lim _{r \rightarrow \infty}\left\{\left(r V^{r} V_{t \phi}^{p q} f, g\right)_{\xi}-p\left(V_{t \phi}^{p q} f, r V^{r} V_{t \phi}^{p q} g\right)_{v}-q\left(r V^{r} V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{\xi}\right\} \\
& =\left(V_{t \phi}^{p q} f, g\right)_{\xi}-p\left(V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{v}-q\left(V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{\xi},
\end{aligned}
$$

where, in the last equality, we used the fine continuity of $V_{t \phi}^{p q} f$ and $V_{t \phi}^{p q} g$. Similarly, by (5.2) and (5.7),

$$
\begin{aligned}
\lim _{r \rightarrow \infty} & \left(V_{t \phi}^{p q} f, r\left(I-r V_{\phi}^{r}\right) V_{t \phi}^{p q} g\right)_{\xi} \\
& =\lim _{r \rightarrow \infty}\left(V_{t \phi}^{p q} f, r V_{\phi}^{r} g-p r V_{\phi t}^{r 0} V_{t \phi}^{p q} g-q r V_{\phi}^{r} V_{t \phi}^{p q} g\right)_{\xi} \\
& =\lim _{r \rightarrow \infty}\left\{\left(r V_{\phi}^{r} V_{t \phi}^{p q} f, g\right)_{\xi}-p\left(r V_{\phi}^{r} V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{v}-q\left(r V_{\phi}^{r} V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{\xi}\right\} \\
& =\left(V_{t \phi}^{p q} f, g\right)_{\xi}-p\left(V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{v}-q\left(V_{t \phi}^{p q} f, V_{t \phi}^{p q} g\right)_{\xi},
\end{aligned}
$$

since the support of $\phi$ coincides with $R^{d}-N$. Thus (5.8) has been proved. The proof of (5.9) is similar, in fact it becomes

$$
\begin{aligned}
& \mathscr{E}^{v}\left(V_{\phi t}^{q p} f, V_{\phi t}^{q p} g\right)=\mathscr{E}^{\xi}\left(V_{\phi t}^{q p} f, V_{\phi t}^{q p} g\right) \\
& \quad=\left(V_{\phi t}^{q p} f, g\right)_{v}-q\left(V_{\phi t}^{q p} f, V_{\phi t}^{q p} g\right)_{\xi}-p\left(V_{\phi t}^{q p} f, V_{\phi t}^{q p} g\right)_{v} .
\end{aligned}
$$

Lemma 5.4. For all $q>0$ and $f \in C_{0}\left(R^{d}\right)$,

$$
\begin{equation*}
\lim _{p \rightarrow 0} \mathscr{E}_{1}^{\xi}\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, V_{t \phi}^{p q} f-V_{\phi}^{q} f\right)=0 \tag{5.10}
\end{equation*}
$$

where $\mathscr{E}_{1}^{\xi}(\cdot, \cdot)=\mathscr{E}^{\xi}(\cdot, \cdot)+(\cdot, \cdot)_{\xi}$.
Proof. Obviously $\lim _{p \rightarrow 0}\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, V_{\tau \phi}^{p q} f-V_{\phi}^{q} f\right)_{\xi}=0$. By (5.1) and (5.7),

$$
\begin{aligned}
\mathscr{E}^{\xi}( & \left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, V_{t \phi}^{p q} f-V_{\phi}^{q} f\right) \\
= & \lim _{r \rightarrow \infty}\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, r\left(I-r V_{\phi}^{r}\right)\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f\right)\right)_{\xi} \\
= & \lim _{r \rightarrow \infty}\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, r q V_{\phi}^{r} V_{\phi}^{q} f-r p V_{\phi t}^{r 0} V_{t \phi}^{p q} f-r q V_{\phi}^{r} V_{t \phi}^{p q} f\right)_{\xi} \\
= & \left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, q V_{\phi}^{q} f\right)_{\xi}-\lim _{r \rightarrow \infty}\left(r V_{\phi}^{r}\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f\right), p V_{t \phi}^{p q} f\right)_{v} \\
& \quad-\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, q V_{t \phi}^{p q} f\right)_{\xi} \\
= & \left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, q V_{\phi}^{q} f-q V_{t \phi}^{p q} f\right)_{\xi}-\left(V_{t \phi}^{p q} f-V_{\phi}^{q} f, p V_{t \phi}^{p q} f\right)_{v} .
\end{aligned}
$$

Since $\lim _{p \rightarrow 0} V_{t \phi}^{p q} f=V_{\phi}^{q} f$ boundedly and q.e., $\left\|p V_{t \phi}^{p q} f\right\|_{L^{1}(\nu)} \leqq\|f\|_{L^{1}\left(\xi^{( }\right)}$and

$$
\left\|q V_{t \phi}^{p q} f\right\|_{L^{1}(\xi)} \leqq\left\|q V_{\phi}^{q} f\right\|_{L^{1}(\xi)} \leqq\|f\|_{L^{1}(\xi)}
$$

(5.10) follows.

By a similar argument, we have
Lemma 5.5. For all $p>0$ and $f \in C_{0}\left(R^{d}\right)$,

$$
\begin{equation*}
\lim _{q \rightarrow 0} \mathscr{E}_{1}^{\mathscr{v}}\left(V_{\phi t}^{q p} f-V^{p} f, V_{\phi t}^{q p} f-V^{p} f\right)=0 \tag{5.11}
\end{equation*}
$$

According to Lemmas 5.3, 5.4 and 5.5, the set $\mathscr{D}=\left\{V_{t \phi}^{p q} f ; p, q>0\right.$, $\left.f \in C_{0}\left(R^{d}\right)\right\} \cup\left\{V_{\phi t}^{q p} f ; p, q>0, f \in C_{0}\left(R^{d}\right)\right\}$ is contained in $\mathscr{D}\left(\mathscr{E}^{v}\right) \cap \mathscr{D}\left(\mathscr{E}^{\mathscr{F}}\right)$ and the forms $\mathscr{E}^{v}$ and $\mathscr{E}^{\xi}$ coincide on $\mathscr{D}$. Moreover $\mathscr{D}$ is dense in $\mathscr{D}\left(\mathscr{E}^{\mathscr{V}}\right)$ [resp. $\mathscr{D}\left(\mathscr{E}^{5}\right)$ ] relative to the norm $\mathscr{E}_{1}^{v}\left[\right.$ resp. $\left.\mathscr{E}_{1}^{\xi}\right]$.
Theorem 5.1. Suppose that $\xi(d x)=a(x) v(d x)$ for some bounded measurable function $a(x)$ and that the associated CAF $\phi(t)=\int_{0}^{t} a\left(X^{v}(s)\right) d s$ is strictly increasing for q.e. starting points. Then the Dirichlet form $\left(\mathscr{E}^{\xi}, \mathscr{D}\left(\mathscr{E}^{5}\right)\right)$ is the smallest closed extension of $\left(\mathscr{E}, C_{0}^{\infty}\left(R^{d}\right)\right)$ on $L^{2}(d \xi)$.
Proof. Since $C_{0}^{\infty}\left(R^{d}\right) \subset L^{2}(d \xi)$, for the proof of $C_{0}^{\infty}\left(R^{d}\right) \subset \mathscr{D}(\mathscr{C})$, it is enough to show that $\lim _{p \rightarrow \infty} p\left(f,\left(I-p V_{\phi}^{p}\right) f\right)_{\xi}<\infty$ for all $f \in C_{0}^{\infty}\left(R^{d}\right)$. Let $f \in C_{0}^{\infty}\left(R^{d}\right)$. Then, since $f \in \mathscr{D}\left(\mathscr{E}^{p \rightarrow 0}\right)$, there exists a sequence $\left\{f_{n}\right\}_{n \geqq 1} \subset \mathscr{D}$ such that $\lim _{n \rightarrow \infty} \mathscr{E}_{1}^{v}\left(f_{n}-f, f_{n}\right.$
$-f)=0$. Hence, by the triangle inequality (see the proof of [9; Lemma 1.7]),

$$
\begin{aligned}
\lim _{p \rightarrow \infty} & \left|\left\{p\left(f,\left(I-p V_{\phi}^{p}\right) f\right)_{\xi}\right\}^{1 / 2}-\left\{p\left(f_{n},\left(I-p V_{\phi}^{p}\right) f_{n}\right)_{\xi}\right\}^{1 / 2}\right| \\
& \leqq \limsup _{m \rightarrow \infty}\left\{\mathscr{E}^{\xi}\left(f_{m}-f_{n}, f_{m}-f_{n}\right)\right\}^{1 / 2} \\
& =\limsup _{m \rightarrow \infty}\left\{\mathscr{E}^{v}\left(f_{m}-f_{n}, f_{m}-f_{n}\right)\right\}^{1 / 2}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\lim _{p \rightarrow \infty} p\left(f,\left(I-p V_{\phi}^{p}\right) f\right)_{\xi}= & \lim _{n \rightarrow \infty} \lim _{p \rightarrow \infty} p\left(f_{n},\left(I-p V_{\phi}^{p}\right) f_{n}\right)_{\xi} \\
& =\lim _{n \rightarrow \infty} \mathscr{E}^{\check{5}}\left(f_{n}, f_{n}\right)=\lim _{n \rightarrow \infty} \mathscr{E}^{v}\left(f_{n}, f_{n}\right)=\mathscr{E}^{\mathscr{V}}(f, f)<\infty
\end{aligned}
$$

To prove the denseness of $C_{0}^{\infty}\left(R^{d}\right)$ in $\mathscr{D}\left(\mathscr{E}^{\mathscr{5}}\right)$, suppose $f \in \mathscr{D}\left(\mathscr{E}^{\xi}\right)$. Since $f$ is approximated by the functions in $\mathscr{D}$ relative to $\mathscr{E}_{1}^{\xi}$-metric by Lemma 5.4, it is enough to suppose that $f \in \mathscr{D}$. Since $f \in \mathscr{D}\left(\mathscr{E}^{\mathscr{V}}\right)$ and $C_{0}^{\infty}\left(R^{d}\right)$ is dense in $\mathscr{D}\left(\mathscr{E}^{v}\right)$, there exists a sequence $\left\{f_{n}\right\}_{n \geq 1} \subset C_{0}^{\infty}\left(R^{d}\right)$ such that $\mathscr{E}_{1}^{v}\left(f_{n}-f, f_{n}-f\right) \rightarrow 0$ as $n \rightarrow \infty$. Since $\mathscr{E}^{\zeta}=\mathscr{E}^{\mathscr{} v}$ on $\mathscr{D} \cup C_{0}^{\infty}\left(R^{d}\right)$ and $\xi(d x) \leqq\|a\| v(d x)$, we can see that $\mathscr{E}_{1}^{\mathscr{L}}\left(f_{n}-f, f_{n}\right.$ $-f) \rightarrow 0$ as $n \rightarrow \infty$. This completes the proof of the theorem.

The proof of Theorem 2 is obvious by the corollary of Lemma 5.1 and Theorem 5.1, in fact, it is enough to set $\xi(d x)=I_{A}\left(x_{1}\right) d x$ and $\phi(t)=\phi_{A}(t)$.

## § 6. Proof of Theorem 3

In this section, $X^{0}(t), X^{\nu}(t), M_{i}^{\nu}(t), \ldots$ denote those given in $\S 4$ and $\S 5$. By (4.6), $M^{v}(t)=\left(M_{1}^{v}(t), \ldots, M_{d}^{v}(t)\right)$ is a system of martingale CAFs on $\left(\Omega, P_{x}\right)$ satisfying

$$
\left\langle M_{i}^{v}, M_{j}^{v}\right\rangle\langle t\rangle=\int_{0}^{t} a_{i j}\left(X^{v}(s)\right) \phi_{\Lambda}(d s)+\int_{0}^{t} \alpha_{i j}\left(X^{v}(s)\right) \phi_{r}(d s) .
$$

Firstly, we shall give a representation of $M^{v}(t)$ by Brownian motions.
Lemma 6.1. There exists a properly exceptional set $N$, enlargement $\left(\tilde{\Omega}, \tilde{P}_{x}\right)$ of $\left(\Omega, P_{x}\right)$ and mutually independent stochastic processes

$$
\hat{B}^{v}(t)=\left(\hat{B}_{1}^{v}(t), \ldots, \hat{B}_{d}^{v}(t)\right) \quad \text { and } \quad \hat{B}^{v}(t)=\left(\hat{B}_{2}^{v}(t), \ldots, \hat{B}_{d}^{v}(t)\right)
$$

such that, for $x \notin N, \tilde{B}^{v}(t)$ is a d-dimensional Brownian motion started from $0, \hat{B}^{v}(t)$ is a (d-1)-dimensional Brownian motion started from 0, and

$$
\begin{equation*}
M_{i}^{v}(t)=\int_{0}^{t}\left\{\sum_{j=1}^{d} I_{A}\left(X_{1}^{v}(s)\right) \sigma_{i j}\left(X^{v}(s)\right) d \hat{B}_{j}^{v}(s)+\sum_{j=2}^{d} I_{\Gamma}\left(X_{1}^{v}(s)\right) \tilde{\tau}_{i j}\left(X^{v}(s)\right) d \hat{B}_{j}^{v}(s)\right\} \tag{6.1}
\end{equation*}
$$

$\tilde{P}_{x}-$ a.s., where $\tilde{\tau}=\sqrt{a_{11}} \tau, \sigma$ and $\tau$ are the matrices in $\S 2$ and $X^{v}(t)$ and $M^{v}(t)$ are considered as the processes on $\tilde{\Omega}$ by $X^{\nu}(t, \tilde{\omega})=X^{\nu}(t, i \circ \tilde{\omega})$ and $M^{v}(t, \tilde{\omega})$ $=M^{v}(t, i \circ \tilde{\omega})($ see $\S 2)$.
Proof. This can be proved by a repeated argument of Stroock and Varadhan [10; Theorem 4.5.2], so that we shall only present the outline. Set

$$
\begin{gathered}
\Pi(t)=\lim _{\varepsilon \rightarrow 0}\left(I_{A} a\right)\left(\varepsilon I+I_{A} a\right)^{-1}\left(X^{v}(t)\right), \\
q(t)=\lim _{\varepsilon \rightarrow 0}\left(\varepsilon I+I_{A} a\right)^{-1}\left(X^{v}(t)\right) \Pi(t)
\end{gathered}
$$

and $r(t)={ }^{t}\left(I_{\Lambda} \sigma\right)\left(X^{v}(t)\right) q(t)$, where we set $I_{\Lambda}\left(X^{v}(t)\right)=I_{\Lambda}\left(X_{1}^{v}(t)\right)$. Then $\Pi(t)$ $=\left(I_{\Lambda} \sigma\right)\left(X^{v}(t)\right) r(t)$ and $\hat{\Pi}(t)=r(t)\left(I_{\Lambda} \sigma\right)\left(X^{\nu}(t)\right)$ are the orthogonal projections onto the range of $I_{A} a\left(X^{v}(t)\right)$ and $I_{A}\left({ }^{( } \sigma \cdot \sigma\right)\left(X^{v}(t)\right)$, respectively. Let $B^{(1)}(t)$ $=\left(B_{1}^{(1)}(t), \ldots, B_{d}^{(1)}(t)\right)$ be a $d$-dimensional Brownian motion on a probability space $\left(\Omega^{(1)}, P^{(1)}\right)$ such that $B^{(1)}(0)=0$ and set $\Omega^{(2)}=\Omega \times \Omega^{(1)}$ and $P_{x}^{(2)}=P_{x} \times P^{(1)}$. Then $\left(\Omega^{(2)}, P_{x}^{(2)}\right)$ is an enlargement of $\left(\Omega, P_{x}\right)$. For $\omega^{(2)}=\left(\omega, \omega^{(1)}\right) \in \Omega^{(2)}$, set $i \circ \omega^{(2)}$ $=\omega, X^{v}\left(t, \omega^{(2)}\right)=X^{v}\left(t, i \circ \omega^{(2)}\right)$ and $M^{v}\left(t, \omega^{(2)}\right)=M^{v}\left(t, i \circ \omega^{(2)}\right)$. Then the process

$$
\tilde{B}^{\nu}(t)=\int_{0}^{t} r(s) d M^{v}(s)+\int_{0}^{t}(I-\hat{\Pi}(s)) d B^{(1)}(s)
$$

is a $d$-dimensional Brownian motion on $\left(\Omega^{(2)}, P_{x}^{(2)}\right)$ for all $x$ outside a properly exceptional set. Furthermore the process $M^{(1)}(t)$ defined by

$$
M^{(1)}(t)=M^{v}(t)-\int_{0}^{t} \Pi(s) d M^{v}(s)
$$

is a system of local martingale CAFs such that

$$
\begin{aligned}
\left\langle M_{i}^{(1)}, M_{j}^{(1)}\right\rangle(t) & =\int_{0}^{t}\left\{(I-\Pi)(s)\left(I_{A} a+I_{A} \alpha\right)\left(X^{v}(s)\right)(I-\Pi)(s)\right\}_{i j} d s \\
& =\int_{0}^{t} \alpha_{i j}\left(X^{v}(s)\right) \phi_{\Gamma}(d s) .
\end{aligned}
$$

Hence, in particular, $M_{1}^{(1)}=0$. By a similar argument for $M^{(1)}$, there exist an enlargement $\left(\tilde{\Omega}, \tilde{P}_{x}\right)$ of $\left(\Omega^{(2)}, P_{x}^{(2)}\right)$ and a $(d-1)$-dimensional Brownian motion $\hat{B}^{\nu}(t)=\left(\hat{B}_{2}^{v}(t), \ldots, \hat{B}_{d}^{v}(t)\right)$ on $\left(\tilde{\Omega}, \hat{P}_{x}\right)$ such that $\hat{B}^{v}(0)=0$ and

$$
\int_{0}^{t} \Pi^{(1)}(s) d M^{(1)}(s)=\int_{0}^{t} I_{\Gamma} \tilde{\tau}\left(X^{v}(s)\right) d \hat{B}^{v}(s),
$$

where $\Pi^{(1)}(t)$ is the orthogonal projection in $R^{d-1}$ onto the range of $I_{\Gamma} \alpha\left(X^{v}(t)\right)$. By using these Brownian motions, $M^{v}(t)$ is represented as

$$
M^{v}(t)=\int_{0}^{t} I_{A} \sigma\left(X^{v}(s)\right) d \tilde{B}^{v}(s)+\int_{0}^{t} I_{\Gamma} \tilde{\tau}\left(X^{v}(s)\right) d \hat{B}^{v}(s)
$$

Combining the lemma with (4.5), we have

$$
\begin{align*}
X_{i}^{v}(t)= & X_{i}^{v}(0)+\int_{0}^{t}\left\{\sum_{j=1}^{d} I_{A}\left(X_{1}^{v}(s)\right) \sigma_{i j}\left(X^{v}(s)\right) d \tilde{B}_{j}^{v}(s)\right. \\
& \left.+\sum_{j=2}^{d} I_{\Gamma}\left(X_{1}^{v}(s)\right) \tilde{\tau}_{i j}\left(X^{v}(s)\right) d \hat{B}_{j}^{v}(s)\right\} \\
& +\int_{0}^{t} b_{i}\left(X^{v}(s)\right) \phi_{A}(d s)+\int_{0}^{t} \tilde{\beta}_{i}\left(X^{v}(s)\right) \phi_{\Gamma}(d s) \tag{6.2}
\end{align*}
$$

$\tilde{P}_{x}-$ a.s. for q.e. $x$.

As was proved in Theorem 4.1, the process $\left(X_{1}^{a}(t), P_{x_{1}}^{a}\right)$ is a one dimensional diffusion process with speed measure $2 m\left(d x_{1}\right)$. Let $\frac{1}{2} \ell^{a}\left(t, x_{1}\right)$ be its local time at $x_{1}$. Then it is characterized by

$$
\begin{equation*}
\int_{0}^{t} I_{\left\{X_{1}^{a}(s)=x_{1}\right\}} \ell^{a}\left(d s, x_{1}\right)=\ell^{a}\left(t, x_{1}\right) \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t} f\left(X_{1}^{a}(s)\right) d s=\int \ell^{a}\left(t, x_{1}\right) f\left(x_{1}\right) m\left(d x_{1}\right) \tag{6.4}
\end{equation*}
$$

for all $f \in C_{0}\left(R^{1}\right)$. Let

$$
\psi_{a}(t)=\int_{0}^{t}\left(1 / a_{11}\right)\left(X^{a}(s)\right) d s
$$

be the inverse function of $\phi_{a}^{v}$ defined by (4.12). Then $X^{\nu}(t)=X^{a}\left(\psi_{a}^{-1}(t)\right)$. Set $\ell^{v}\left(t, x_{1}\right)=\ell^{a}\left(\psi_{a}^{-1}(t), x_{1}\right)$. Then, by (6.3) and (6.4), it satisfies

$$
\begin{equation*}
\int_{0}^{t} I_{\left\{X_{1}^{v}(s)=x_{1}\right\}} \ell^{v}\left(d s, x_{1}\right)=\ell^{v}\left(t, x_{1}\right) \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t} f\left(X_{1}^{v}(s)\right) a_{11}\left(X^{v}(s)\right) d s=\int \ell^{\nu}\left(t, x_{1}\right) f\left(x_{1}\right) m\left(d x_{1}\right) \tag{6.6}
\end{equation*}
$$

for all $f \in C_{0}\left(R^{1}\right)$. By Theorem 4.2, the $\mathrm{CAF}, \phi_{A}(t)$ is strictly increasing. Set $\ell^{0}\left(t, x_{1}\right)=\ell^{\nu}\left(\phi_{A}^{-1}(t), x_{1}\right)$. Then it is a CAF of $X^{0}(t)=X^{\nu}\left(\phi_{A}^{-1}(t)\right)$ and, by (6.5), it satisfies

$$
\begin{equation*}
\int_{0}^{1} I_{\left\{x_{1}^{0}(s)=x_{1}\right\}} \ell^{0}\left(d s, x_{1}\right)=\ell^{0}\left(t, x_{1}\right) . \tag{6.7}
\end{equation*}
$$

Also, since (6.6) holds for any bounded measurable function vanishing outside a compact set, by taking $I_{A}\left(x_{1}\right) f\left(x_{1}\right)$ instead of $f\left(x_{1}\right)$, we have

$$
\begin{equation*}
\int_{0}^{t} f\left(X_{1}^{0}(s)\right) a_{11}\left(X^{0}(s)\right) d s=\int \ell^{0}\left(t, x_{1}\right) f\left(x_{1}\right) d x_{1} \tag{6.8}
\end{equation*}
$$

for all $f \in C_{0}\left(R^{1}\right)$. Similarly, by setting $f\left(x_{1}\right)=I_{\Gamma}\left(x_{1}\right)$ and changing the time, we have

$$
\begin{equation*}
\int_{0}^{t} a_{11}\left(X^{0}(s)\right) \phi_{\Gamma}\left(\phi_{\Lambda}^{-1}(d s)\right)=\int \ell^{0}\left(t, x_{1}\right) \mu\left(d x_{1}\right) \tag{6.9}
\end{equation*}
$$

We shall consider the processes $X^{0}(t), \ell^{0}\left(t, x_{1}\right)$, etc. as the processes on the enlarged probability space $\left(\tilde{\Omega}, \tilde{P}_{x}\right)$, as before. Define the processes $B^{0}(t)$ $=\left(B_{1}^{0}(t), \ldots, B_{d}^{0}(t)\right)$ and $M^{0}(t)=\left(M_{1}^{0}(t), \ldots, M_{d}^{0}(t)\right)$ by

$$
B_{i}^{0}(t)=\int_{0}^{\phi_{A}^{-1}(t)} I_{\Lambda}\left(X^{v}(s)\right) d \tilde{B}_{i}^{v}(s)
$$

and

$$
M_{i}^{0}(t)=\int_{0}^{\phi_{1}^{-1}(t)} \sqrt{a_{11}\left(X^{v}(s)\right)} I_{\Gamma}\left(X_{1}^{v}(s)\right) d \hat{B}_{i}^{v}(s) .
$$

Lemma 6.2. Let $N$ be the exceptional set in Lemma 6.1. Then, for all $x \notin N, B^{0}(t)$ and $M^{0}(t)$ are systems of martingale CAFs on $\left(\tilde{\Omega}, \tilde{P}_{x}\right)$ satisfying $\left\langle B_{i}^{0}, B_{j}^{0}\right\rangle(t)=\delta_{i j} t$, $\left\langle B_{i}^{0}, M_{j}^{0}\right\rangle(t)=0$ and $\left\langle M_{i}^{0}, M_{j}^{0}\right\rangle(t)=\delta_{i j} \ell_{\mu}^{0}(t)$, where

$$
\ell_{\mu}^{0}(t)=\int \ell^{0}\left(t, x_{1}\right) \mu\left(d x_{1}\right) .
$$

Proof. By the definition,

$$
\left\langle B_{i}^{0}, B_{j}^{0}\right\rangle(t)=\delta_{i j} \int_{0}^{\phi_{\Lambda}^{-1}(t)} I_{A}\left(X^{v}(s)\right) d s=\delta_{i j} t
$$

and $\left\langle B_{i}^{0}, M_{j}^{0}\right\rangle(t)=0$. By noting (6.9), we have

$$
\begin{aligned}
\left\langle M_{i}^{0}, M_{j}^{0}\right\rangle(t) & =\delta_{i j} \int_{0}^{\phi_{A}^{-1}(t)} a_{11}\left(X^{v}(s)\right) I_{\Gamma}\left(X_{1}^{v}(s)\right) d s \\
& =\delta_{i j} \int_{0}^{t} a_{11}\left(X^{0}(s)\right) \phi_{\Gamma}\left(\phi_{A}^{-1}(d s)\right) \\
& =\delta_{i j} \int \ell^{0}\left(t, x_{1}\right) \mu\left(d x_{1}\right)=\delta_{i j} \ell_{\mu}^{0}(t) .
\end{aligned}
$$

Proof of Theorem 2. Set $\phi_{A}^{-1}(t)$ instead of $t$ in (6.2). Then it can be written as

$$
\begin{aligned}
X_{i}^{0}(t)= & X_{i}^{0}(0)+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{i j}\left(X^{0}(s)\right) d B_{j}^{0}(s) \\
& +\sum_{j=2}^{d} \int_{0}^{t} \tau_{i j}\left(X^{0}(s)\right) d M_{j}^{0}(s)+\int_{0}^{t} b_{i}\left(X^{0}(s)\right) d s \\
& +\int_{0}^{t} \beta_{i}\left(X^{0}(s)\right) \ell_{\mu}^{0}(d s)
\end{aligned}
$$

$\tilde{P}_{x}^{0}-$ a.s. for q.e. $x$, where $\tau_{i j}=\tilde{\tau}_{i j} / a_{11}$ and $\beta_{i}=\tilde{\beta}_{i} / a_{11}$. Thus the theorem has been proved.
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[^0]:    1 Concerning to the symmetry of the solution of martingale problems, there is a recent work of Fukushima and Stroock [13]. Some parts of our arguments may be simplified by using their result

