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Summary. The sum ~a,X, of a weighted series of a sequence {X,} of 
identically distributed (not necessarily independent) random variables (r.v.s.) 
is a.s. absolutely convergent if for some c~ in 0<~__<1, ~la , [~<oo and 
ELX,l=<oo; if a,-=z" for some ]z l<l  then it suffices that E(loglX,I)+ <do. 
Examples show that these sufficient conditions are not necessary. For  mu- 
tually independent {X,} necessary conditions can be given: the a.s. absolute 
convergence of ~X,z" (all Izl < 1) then implies E(log]X,I)+ < 0% while if the 
X,  are non-negative stable r.v.s, of index c<, ~[a,X,l<oo if and only if 

I. Introduction 

This note is concerned with conditions for the a.s. absolute convergence of the 
weighted sum 

oo 

V' anX, (1) Z., 
n ~ l  

of identically distributed but not necessarily independent random variables 
(r.v.s.) {Xn} in terms of the weights {a,} and the common distribution of the 
X,. This point of view may be contrasted with the emphasis in texts like Brei- 
man (1968) and Chung (1974) which concentrate on the stochastic mode of 
convergence of the sequence {S~} of partial sums 

S,= ~ aiX~ (2) 
i = 1  

or, more generally, of a sequence of r.v.s. {Z,} 

S, = ~ Z i. (2') 
i = l  
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For example, when the X, are independent and identically distributed (i.i.d.), 
2 with zero mean and finite variance, the finiteness of y~ a, ensures the conver- 

gence in mean square and the a.s. convergence of {S,}. Equally clear, by con- 
sidering the case where P r { X , =  1} = P r { X , - - -  1} =0.5 and a , =  l/n, is the fact 
that ~ a ,X ,  is only a.s. conditionally convergent. When our interest in ~ a , X  n is 
as a component defining a stochastic model, absolute convergence of the series 
is important in order that the definition may be unambiguous; this aspect was 
exemplified in an earlier paper (Daley, 1971; see also Westcott (1974)). 

Trivially, the absolute convergence of (1) is equivalent to its convergence 
when X, and a, are non-negative, and in the development below we could 
have made this specialisation but have preferred not so as to emphasize ab- 
solute versus conditional convergence. It may be recalled that a series of real 
or complex numbers if absolutely convergent if and only if it is conditionally 
convergent for all possible rearrangements of its terms, but we make no use of 
this fact. 

2. Results 

The first observation is surely well known: it comes from a straighforward ap- 
plication of Fubini's theorem and Lebesgue's convergence theorem. 

Proposition 1. ~ a ,X ,  is a.s. absolutely convergent if ElX] < oo and 

~la.l<oo. 

The absolute convergence of general power series is the same as consider- 
ing the convergence of ~ IX. [  z ~ for real z in (0, l), and for such series we have 
the result below which is known for i.i.d. {X,} (see Theorem 14.4.1 of Kawata 
(1972)). 

Proposition 2. ~ X,z"  is a.s. absolutely convergent for identically distributed {X,} 
and all z in (0, 1) /f  E(log IXI)+ < o9. 

Proof Take ~ in z < ~ <  1, and define indicator r.v.s. I ,  by 

1 if X . > ~  -~ I,= 
0 otherwise. 

Then 

IX~ z"__<~ z"((l -I .)  ~-" + I. IX.I) 
n = l  n = l  

<z/((-z)+ ~ z"I.IX~ 
n = l  

Appealing to the Borel-Cantelli lemma, there will be a.s. only finitely many 
non-zero terms in this last sum if 

oo > ~  Pr {L= 1} = ~  Pr {]X~J > ~-"} = (1 cF(r  
n = l  n = l  n = l  
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where F is the common distribution function (d.f.) of the IX,l. By an integral 
comparison test for the convergence of monotonic series, this last sum con- 
verges or diverges with 

(1-F(e<l~ (vllog{[) -1 (1-F(v))dv 
0 1 

--E (log IXI)+/llog ~1, 
proving the Proposition. 

Recall that if an infinite series ~y, ,  of non-negative terms is convergent, 
then so is ~y~  for any f l> l .  Consequently, if ~ l a ,  Xnl ~ is a.s. convergent for 
any 0<c~<l ,  then so is ~ a ~ X , .  Since the elements of {IX,I ~} are identically 
distributed whenever those of {X,} are, Proposition 1 can be extended as fol- 
lows, in part filling the gap between Propositions 1 and 2. 

Proposition 3. ~ a , X ,  is a.s. absolutely convergent for identically distributed 
{Xn} and any sequence {a,} if for some 0 < c~ < 1, E ]X,I ~ < oo and ~ la,] = < c~. 

In the converse direction to these propositions we have the following result 
for certain sequences {a,} in the case if i.i.d. {X,}. The particular case where a n 
=z" leads to the finiteness of E (log IX,l)+ being necessary and sufficient for the 
absolute convergence of ~ X, zL  

Proposition 4. I f  the r.v.s X n are i.i.d, and ~ a ,X  n is a.s. absolutely convergent 
where {IG[} is a monotonic sequence, then 

E a -  I (Ix,[) < oo 

where a - l ( . )  is the inverse of any monotonic continuous function a(.).for which 
a(n)= I1/a,l for all sufficiently large n. 

Proof Without loss of generality, assume {an} to be non-negative and mono- 
tonic. Introduce indicator r.v.s. I~= 1 if IXnl > l /G,  =0  otherwise, and note that 
these r.v.s inherit from {X,} the property of mutual independence. Then, a.s., 

oo > ~ a, lX,[ > ~ l[,a, IXnl > If,, 

and this a.s. finiteness and independence of {I'} implies the finiteness of 

oo oo 

vz_ Pr {I~= 1} = ~ (1 -F(a(n)))  
n = l  n = l  

where F is the common d.f. of IX,]. Again by the integral comparison test, and 
taking a(.) as stated and with a continuous derivative, 

oo 

oo > ~ (1 -V(a(u) ) )du  
0 

= ~ (1-F(v) ) (a- l (v ) ) 'dv  
a(O) 

= o~ a-l(v)dF(v) ,  
a(O) 
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whence the assertion of Proposition 4. It is readily observed that the particular 
differentiability assumption of a(.) is irrelevant to the conclusion. 

Proposition 5. Let {X,} be i.i.d, non-negative stable r.v.s, of index c~ for some 
0<c~<l ,  and a,>O. Then 

~ anXn < OO a.s. 
if and only if 

a: <oo. 

Proof By Theorem 1 of XIII.6 of Feller (1971), for all 0>  0, 

-log E (exp ( - 0 ~, a,X,))  = ~ (b a, O) ~ 

for some scaling constant b. This sum converges to a finite limit, and hence the 
transform is continuous at 0 = 0, if and only if ~ a: < oo. 

An equivalent formulation of Proposition 5 can be given for monotonic 
{an} as follows. 

Corollary 5a. Under the conditions of Proposition 5, with {an} monotonic, and 
a-a( .)  as in Proposition 4, 

~ a , X , < o o  if and only if E a - l ( X ) < o o .  

Proof The necessity of the condition has been proved in Proposition 4. To see 
the sufficiency, it suffices to observe that ~ a, ~ < ~ if and only if 

oo > ~ (a(u))-~du= v-~d(a-l(v)),  
1 a(1) 

and by the same result in Feller (1971), the stable r.v.s. X, considered here 
have the property that 

x ~ Pr {X. > x} --* const. > 0 as x ~ oo. 

Finally we remark that the proof of Proposition 2 can be mimicked to es- 
tablish the following result which falls short of being a necessary and sufficient 
condition (cf. Propositions 4 and 5). 

Proposition 6. ~ a X  n is a.s. absolutely convergent for identically distributed {Xn} 
if there is a monotonic increasing sequence {b,} for which ~ la, bn[ < oo and such 
that 

Eb - l ( lX . l )<  oo 

where b-a(.)  is the inverse of a monotonic increasing function b(.) for which b(n) 
-~-bn. 

3. Concluding Remarks 

1. The assumption that {a,} or {la,I} is monotonic may be replaced by the 
property of being ultimately monotonic. 
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2. A non-nega t ive  s table  r.v. X of index ~. in 0 < c ~ < l  has  EX~=o% so the 
sufficient condi t ions  of  P r o p o s i t i o n  3 are s t ronger  t han  necessary (cf. P ropos i -  

t ion  5) for the convergence  of  (1). 
3. Le t  Z be any non-nega t ive  a.s. f in i te-valued r.v. wi th  E ( l o g Z ) +  = o% and  

let  X n = Z  (all n). Then  the {X,} are  ident ica l ly  d i s t r ibu ted  and  ~a,X~ is a.s. 
abso lu te ly  convergent  if and  only  if ~ la~l < o% while the cond i t ion  of  P ropos i -  

t ion  2 is violated.  
4. The  a s sumpt ion  of  a finite var iance  for X n is na tu ra l  when the series 

a,X~ arise in the context  of  a t ime series to be subjec ted  to a second  o rde r  
spect ra l  analysis.  

5. Reca l l  tha t  the sequence of pa r t i a l  sums of  a series of i n d e p e n d e n t  r.v.s. 
is a.s. convergent  if and  only if it  is convergent  in d is t r ibut ion ,  for which a suf- 
ficient cond i t ions  is its convergence  in m e a n  square.  W h e n  the te rms in ~ Z  n 
are  non-negat ive ,  the  same proper t i e s  hold,  i r respect ive of independence ,  be- 

cause the sequence is a.s. mono ton ic .  
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