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Abstract Nonlinearity is a key concept in the design and implementation of pho-
tonic neural networks for computing.This chapter introduces the fundamentalmodels
and concepts of recurrent neural networks, with a particular focus on their nonlinear
dynamics. We review several types of nonlinear dynamics that emerge in symmet-
rically connected recurrent neural networks, in which the energy function plays a
crucial role. In addition, we introduce the concepts of reservoir computing, covering
fundamental models and physical reservoir computing. Overall, this chapter pro-
vides a foundation for the theoretical aspects in the subsequent chapters of this book,
which explore a variety of photonic neural networks with nonlinear spatiotemporal
dynamics.

1 Introduction

Formore thanhalf a century, various artificial neural networkmodels havebeendevel-
oped and studied as abstractions of thought processes in the brain and as constructive
approaches to thinking machines [1, 2]. Artificial neural networks are currently a
fundamental technology in artificial intelligence, applied across various fields and
playing crucial roles in our daily lives.

Recurrent neural networks (RNNs) are a type of neural network that can be con-
trasted with feedforward neural networks, such as multilayer perceptrons (MLPs).
Unlike feedforward neural networks, which perform unidirectional information pro-
cessing from the input layer to the output layer, RNNs allow mutual interactions
among the constituent neuronmodels. These interactions typically induce spatiotem-
poral dynamics as the network state evolves over time, which performs various
computational tasks, such as processing time-sequence data, solving combinatorial
optimization problems, and generative statistical modeling.
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Nonlinearity is an indispensable property of neuronmodels, which naturally leads
to the emergence of nonlinear dynamics in RNNs. Thus, understanding and utilizing
their nonlinear dynamics is especially important for realizing energy-efficient, high-
speed, and large-scale implementations of RNNs using optical technologies.

Based on this motivation, this chapter introduces the fundamental models and
concepts of RNNs for computing, with a particular focus on their nonlinear dynam-
ics. In Sect. 2, we introduce the notion of the energy function in two fundamental
models of symmetrically connected RNNs: the Amari–Hopfield network and the
Boltzmann machine. We explore how these models exhibit computational functions
such as associative memory, combinatorial optimization, and statistical learning.
Section 3 presents an overview of various types of nonlinear dynamics that arise in
RNNs. We discuss how chaotic dynamics contributes to computation in models such
as the chaotic neural network and the chaotic Boltzmann machine. We also observe
the important roles of nonlinear dynamics in several types of Ising machines, which
serve as hardware solvers for combinatorial optimization problems. Moreover, we
introduce a sampling algorithm, known as the herding system, which exhibits com-
plex nonlinear dynamics related to the learning process of RNNs. Section 4 provides
a brief overview of reservoir computing, which is a lightweight approach that lever-
ages the rich nonlinear dynamics of RNNs for information processing. We introduce
the basic models and concepts of reservoir computing, such as the echo state network
and echo state property, and further discuss physical reservoir computing. Finally, in
Sect. 5, we explain how the concepts introduced in this chapter underlie the studies
covered in the subsequent chapters of this book, which explore various aspects of
photonic neural networks with nonlinear spatiotemporal dynamics.

2 Fundamental RNN Models and Energy Function

In this section, we introduce the two fundamental models of symmetrically con-
nected RNNs: the Amari–Hopfield network and the Boltzmannmachine.We provide
a brief overview of their definitions and behavior, highlighting the role of the energy
function. These models have computational functions such as associative memory,
combinatorial optimization, and statistical learning. Although their dynamics is fun-
damentally governed by the energy function, they lay the foundation for RNNmodels
with rich nonlinear dynamics as discussed in the following sections.

2.1 Amari–Hopfield Network with Binary States

The Amari–Hopfield network [3, 4] is an RNN model composed of binary
McCulloch–Pitts neurons [1] with symmetrical connections. The state of each i th
neuron at time t is represented by si (t) ∈ {0, 1}, with values corresponding to the rest-
ing and firing states, respectively. Note that a formulation that employs −1, instead
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of 0, as the resting state is also widely used. The input to the i th neuron from the
j th neuron is assumed to be wi j s j (t), where wi j ∈ R denotes the synaptic weight.
The weights are assumed to be symmetric, wi j = w j i , and have no self-connections,
wi i = 0. The state of the i th neuron takes si = 1 if the total input, including constant
input (or bias) bi ∈ R, exceeds zero and si = 0 if otherwise. Hence, the update rule
for the i th neuron can be written as follows:

si (t + 1) = θ

⎛
⎝

N∑
j=1

wi j s j (t) + bi

⎞
⎠ , (1)

where N denotes the total number of neurons and θ(·) is the Heaviside unit step
function; i.e., θ(z) = 1 for z ≥ 0 and θ(z) = 0 for z < 0. According to this equation,
the state of the network, s(t) = (s1(t), s2(t), . . . , sN (t))�, evolves over time in the
state space {0, 1}N .

The key notion for understanding the behavior of the Amari–Hopfield network is
the energy function

H(s) = −1

2

N∑
i, j=1

wi j si s j −
N∑
i=1

bi si , (2)

which is guaranteed to decrease over time. Specifically, assume that only the i th
neuron is updated according to (1), while the states of the other neurons are kept
unchanged, i.e., s j (t + 1) = s j (t) for j �= i . Then, it holds that H(s(t + 1)) ≤
H(s(t)) because

H(s(t + 1)) − H(s(t)) = − (si (t + 1) − si (t))

⎛
⎝

N∑
j=1

wi j s j (t) + bi

⎞
⎠ ≤ 0 . (3)

Consequently, the network state s(t) evolves until it reaches a local minimum of
the energy function, which has no neighboring states with lower energy. These local
minima are considered attractors of the network because the network state eventually
converges to one of the local minima.

This behavior of Amari–Hopfield network can be interpreted as the process of
recalling memory stored within the network, which is referred to as associative
memory.Memory patterns can be stored as local minima of the network by designing
the weight parameters as follows:

wi j =
K∑

k=1

(2ξ (k)
i − 1)(2ξ (k)

j − 1) , (4)
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where ξ (k) = (ξ
(k)
1 , . . . , ξ

(k)
N )� ∈ {0, 1}N is the kth memory pattern. This learning

rule, known as the Hebbian learning, strengthens the connections between neurons
that are simultaneously activated in the memory patterns.

TheAmari–Hopfield network is a simple but important foundation ofRNNmodels
with energy functions. Furthermore, recent studies have revealed that the general-
ization of the Amari–Hopfield network, such as the modern Hopfield network [5]
and the dense associative memory model [6], share similar attention mechanisms
present in modern neural network models, such as transformers and BERT. These
generalized models employ continuous state variables, as described below.

2.2 Amari–Hopfield Network with Continuous States

The Amari–Hopfield network with continuous variables [7, 8], proposed almost
simultaneously as the binary version, is an RNN model composed of symmetrically
connected leaky integrators. The continuous-timenonlinear dynamics of state xi (t)of
each i th neuron is expressed by the following ordinary differential equation (ODE):

dxi
dt

= − 1

τleak
xi +

N∑
j=1

wi jφ(x j ) + bi , (5)

where τleak > 0 is a time constant and φ(x) is the sigmoid function

φ(x) = 1

1 + exp(−x/ε)
. (6)

The output from the neurons φ(x(t)) evolves in the hypercube [0, 1]N , where φ

operates on each component of vector x(t) = (x1(t), . . . , xN (t))�. In the limit ε →
0, where φ(x) is the Heaviside unit step function, the energy function (2) for the
discrete Amari–Hopfield network also applies to the continuous version with s =
φ(x). That is, H(φ(x(t))) decreases as the system evolves. Therefore, the network
state converges to a local minimum of the energy function, which is analogous to
that of the discrete model. Note that an energy function exists for ε > 0, while it
introduces an extra term to (2).

In the continuous Amari–Hopfield network, state xi (t) of each neuron takes a
continuous value that attenuates over time, according to (5). This model, known as
a leaky integrator, is the simplest neuron model that describes the behavior of the
membrane potentials of real neurons.

The Hopfield–Tank model [9] utilizes the dynamics of the Amari–Hopfield net-
work for finding approximate solutions to combinatorial optimization problems such
as the traveling salesman problem. Specifically, it is applicable to combinatorial opti-
mization problems that are formulated as theminimization of the energy function (2),
which is often referred to as quadratic unconstrained binary optimization (QUBO).
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As the network state evolves, it converges to one of the local minima of the target
energy function. This provides an approximate solution to the optimization problem.
Once the network state is trapped in a local minimum, the search process terminates
as it can no longer escape to explore other solutions. The Hopfield–Tank model can
be considered the origin of recent studies on Ising machines (Sect. 3.3).

2.3 Boltzmann Machine

The Boltzmann machine [10] is an RNN model composed of binary stochastic neu-
rons with symmetrical connections. The construction of the model is essentially the
same as that of the Amari–Hopfield network with binary neurons, except that the
neurons behave stochastically. The update rule is given by the probability that the
i th neuron takes si = 1 in an update as follows:

Prob[si (t + 1) = 1] = 1

1 + exp(−zi (t)/T )
, zi (t) =

N∑
j=1

wi j s j (t) + bi , (7)

where T > 0 denotes the model temperature and zi (t) is the total input to the neuron
at time t . At the limit of T → 0, the update rule is equivalent to the McCulloch–Pitts
model; that is, the network dynamics is equivalent to that of the Amari–Hopfield
network. In the limit T → ∞, each neuron takes the states 0 and 1 with the same
probability 1/2, irrespective of the network configuration.

The state of the network s(t) = (s1(t), s2(t), . . . , sN (t))�, evolves over time in
the state space {0, 1}N . The sequence of states {s(t)}t eventually follows the Gibbs
distribution

P(s) = 1

Z
exp

(
− 1

T
H(s)

)
, Z =

∑
s

exp

(
− 1

T
H(s)

)
(8)

with respect to the energy function H(s) in (2), where Z is the normalizing con-
stant called the partition function. The Boltzmann machine is more likely to adopt
lower-energy states, and this tendency is more intense at lower temperatures. This
probabilistic model is essentially equivalent to the Ising model, which is an abstract
model of ferromagnetism in statistical mechanics.

Conversely, the Boltzmann machine can be considered to perform sampling from
the Gibbs distribution P(s). The Gibbs sampler, one of the Markov chain Monte
Carlo (MCMC) methods, yields a sample sequence by updating each variable si in
each step according to the conditional probability P(si | s\i ) given the values s\i of
all the other variables. If applied to the Gibbs distribution P(s) in (8), the conditional
probability of si = 1 given s\i is as follows:
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P(si = 1 | s\i ) = P(s|si=1)

P(s|si=0) + P(s|si=1)
= 1

1 + exp(−(H(s|si=0) − H(s|si=1))/T )
,

(9)
where s|si={0,1} denotes the vector s whose i th variable is set to si = {0, 1}. This
probability is consistent with the update rule (7). Therefore, the Boltzmann machine
is equivalent to the Gibbs sampler applied to the Gibbs distribution P(s).

The Boltzmannmachine can be utilized to solve combinatorial optimization prob-
lems, following the same approach as the Hopfield–Tank model to minimize the
energy function. The stochasticity can help the network state escape the local min-
ima, which is a remarkable difference from the Hopfield–Tank model. This effect
is stronger at higher temperatures, whereas low-energy states are preferred at lower
temperatures. Therefore, we typically employ simulated annealing to solve combi-
natorial optimization problems [11, 12], which controls the stochasticity by starting
from a high temperature and gradually decreasing it to T = 0.

Another remarkable feature of the Boltzmann machine is its learning ability [10].
The learning is performed by tuning the parameters wi j and bi , such that the model
distribution P(s) ∝ exp(−H(s)) is close to the given data distribution. Here, we omit
temperature T by setting T = 1 without loss of generality.

The distance from the data distribution is quantified using the log-likelihood as
follows:

log L = 〈log P(s)〉data = −〈H(s)〉data − log Z , (10)

where 〈·〉data denotes the average over the data distribution. We can then derive the
learning rule as a gradient ascent on the log-likelihood as follows:

wi j (k + 1) = wi j (k) + α
∂

∂wi j
log L , (11)

bi (k + 1) = bi (k) + α
∂

∂bi
log L , (12)

where α > 0 is the learning rate. The gradients are given by:

∂

∂wi j
log L = 〈si s j 〉data − 〈si s j 〉model , (13)

∂

∂bi
log L = 〈si 〉data − 〈si 〉model , (14)

where 〈·〉model denotes the average over the model distribution P(s).
The expressive power of themodel distribution P(s) can be improved by introduc-

ing hidden units into the state variable s of the Boltzmann machine. Accordingly, the
state s = (v,h) is composed of the visible part v and hidden part h. The learning here
aims to minimize the distance between the data distribution and the marginal distri-
bution P(v) of the visible part of the Gibbs distribution P(v,h) ∝ exp(−H(v,h)).
The hidden units serve as additional latent variables that do not directly correspond
to the data, and describe the indirect interactions among the visible units. The intro-
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duction of hidden units does not alter the learning rule (11)–(14), whereas only the
visible units are clamped to the data distribution in the averaging 〈·〉data.

In practice, learning a large-scale Boltzmann machine is challenging. Rigorous
computation of the average over P(s) is intractable as the size of the state space
{0, 1}N increases exponentially. This expectation can be approximated by averaging
over the sample sequence from the Boltzmann machine. However, obtaining an
accurate approximation requires massive computation to generate a sufficiently long
sample sequence, as the sampling process often gets stuck in local modes of the
Gibbs distribution.

The restricted Boltzmann machine (RBM) [13, 14] is an important model of a
Boltzmann machine with restricted connections. Specifically, an RBM is a two-layer
neural network comprising visible and hidden units, with no connections within
each layer. Because of its restricted structure, the RBM can be efficiently trained
using the contrastive divergence algorithm to obtain the gradient of log-likelihood.
The restricted structure accelerates the Gibbs sampling procedure, because it allows
for alternate block sampling of the visible units, given the hidden units, and vice
versa. The deep Boltzmann machine (DBM) [15, 16] is a Boltzmann machine with a
multilayer structure. It is a type of deep neural network consisting of multiple layers
of RBMs. Thus, RBMs and DBMs are important classes of the Boltzmann machine
that have led to recent developments in deep learning.

3 Nonlinear Dynamics in Symmetrically Connected RNNs

This section presents several RNNmodels with symmetrical connections that exhibit
various types of nonlinear dynamics effective for computing. First, we introduce the
chaotic neural network model and the chaotic Boltzmann machine, which are vari-
ants of the Amari–Hopfield network and Boltzmannmachine, respectively, involving
nonlinear chaotic dynamics. Then, we review several types of Ising machines that
employ more advanced approaches than the Hopfield–Tank model in utilizing their
nonlinear dynamics to solve combinatorial optimization problems. We also explore
the nonlinear dynamics that arises in the learning process of RNNs. As an example,
we introduce the herding system, which is a sampling algorithm with complex non-
linear dynamics that can also be regarded as an extreme case of Boltzmann machine
learning.

3.1 Chaotic Neural Network

The chaotic neural network [17] is a variation of the Amari–Hopfield network, which
incorporates relative refractoriness and a continuous activation function in the con-
stituent neurons. It exhibits spatiotemporal chaotic dynamics with the ability to per-
form parallel-distributed processing.
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First, we introduce the refractoriness, which is a temporary reduction in excitabil-
ity after firing, into the Amari–Hopfield network (1). We update the state of the i th
neuron in the network as follows:

si (t + 1) = θ

⎛
⎝

N∑
j=1

wi j S
fb
j (t) − αSrefi (t) + bi

⎞
⎠ , (15)

where S{fb,ref}
i (t) = ∑t

r=0 k
r
{fb,ref}si (t − r) represents the accumulated past output of

the i th neuron with an exponential decay parameterized by kfb, kref ∈ (0, 1) for the
feedback connections and refractoriness, respectively. This model can be considered
as a restricted form of Caianiello’s neuronic equation [2]. The network dynamics
is described by a hybrid dynamical system [18], involving the continuous variables
S{fb,ref}
i (t) and a discontinuous function θ(·). The constituent neuron model with

refractoriness is called the Nagumo–Sato model. Its single-neuron dynamics has
been investigated by assuming the first term, which represents the input from other
neurons, is constant in time, and has been shown to exhibit a complex response with
a devil’s staircase [18–20].

Next, we introduce a continuous activation function to obtain the chaotic neural
network model as follows:

si (t + 1) = φ

⎛
⎝

N∑
j=1

wi j S
fb
j (t) − αSrefi (t) + bi

⎞
⎠ , (16)

where the Heaviside unit step function θ(·) is replaced by the sigmoid function φ(·)
in (6).

The chaotic neural network exhibits spatiotemporal chaotic dynamics. Although
the energy function in (2) does not necessarily decrease, it helps us to understand
its dynamics. Unlike the Amari–Hopfield network, the state of the chaotic neural
network continues to move around in the phase space without becoming stuck at a
local minimum of the energy function. This is because if the network state remains at
a local minimum for a while, the accumulated effects of refractoriness destabilize the
local minimum, helping the state escape. Thus, the spatiotemporal chaotic dynam-
ics emerge from a combination of the stabilizing effect, resulting from the mutual
interactions in the network, and the destabilizing effect due to the refractoriness.

When applied to associative memory constructed by the Hebbian rule (4), the
chaotic neural network continues to visit stored patterns itinerantly [21]. Such asso-
ciative dynamics, which is characterized by chaotic itinerancy [22], has been demon-
strated for a large-scale network in [23].

The itinerant behavior of the chaotic neural network is useful for solving combina-
torial optimization problems [24], because the destabilizing effect helps the network
state escape from local minima, and the state continues to explore possible solutions.

For hardware implementation of the chaotic neural network, it is crucial to utilize
analog computation to simulate chaotic dynamics described by continuous variables.
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Large-scale analog IC implementations of the chaotic neural network demonstrate
high-dimensional physical chaotic neuro-dynamics and offer efficient applications in
parallel-distributed computing, such as solving combinatorial optimization problems
[25–27].

3.2 Chaotic Boltzmann Machine

The chaotic Boltzmann machine [28, 29] is a continuous-time deterministic system
that utilizes nonlinear chaotic dynamics to function as a Boltzmann machine with-
out requiring randomness for the time evolution. This contrasts with the original
Boltzmann machine, comprising stochastic neurons updated at discrete-time steps.

Each neuron in the chaotic Boltzmannmachine is associated with an internal state
xi (t) ∈ [0, 1] besides the binary state si (t) ∈ {0, 1} of the Boltzmann machine. The
internal state xi evolves according to the differential equation

dxi
dt

= (1 − 2si )

(
1 + exp

(1 − 2si )zi
T

)
, (17)

where zi is the total input as defined in (7). State si of the i th neuron flips when xi
reaches 0 or 1 as follows:

si (t + 0) = 0 when xi (t) = 0 and si (t + 0) = 1 when xi (t) = 1 . (18)

The right-hand side of (17) is positive when si = 0 and negative when si = 1. There-
fore, the internal state xi continues to oscillate between 0 and 1. If the states of the
other neurons are fixed, the total input zi becomes constant, and the oscillation con-
tinues periodically. Specifically, si takes the value 0 for (1 + exp(zi/T ))−1 unit time
as xi increases from 0 to 1, and si takes the value 1 for (1 + exp(−zi/T ))−1 unit
time as xi decreases from 1 to 0. Accordingly, the probability of finding si = 1 at a
random instant is (1 + exp(−zi/T ))−1, which is consistent with the update rule (7)
of the Boltzmann machine. Note that while this explanation provides intuitive valid-
ity to the equation, it does not necessarily imply that the network state s(t) follows
the Gibbs distribution P(s) ∝ exp(−H(s)/T ).

Although the chaotic Boltzmann machine is completely deterministic, it exhibits
apparently stochastic behavior because of the chaotic dynamics that emerges from
equations (17) and (18),which canbe considered a hybrid dynamical system [18]with
continuous variables xi and discrete variables si . The entire system can be regarded
as a coupled oscillator system because each constituent unit oscillates between xi =
0 and 1, interacting with each other through the binary state si . This can also be
viewed as a pseudo-billiard [30] in the hypercube [0, 1]N , because the internal state
x(t) = (x1(t), . . . , xN (t))� moves linearly inside the hypercube, as shown in (17),
and changes its direction only at the boundary, as shown in (18).
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It has been numerically demonstrated that the chaotic Boltzmann machine serves
as a deterministic alternative to the MCMC sampling from the Gibbs distribution,
P(s) ∝ exp(−H(s)/T ). It can be used in simulated annealing to solve combinatorial
optimization problems and exhibits computing abilities comparable to those of the
conventional Boltzmann machine.

The chaotic Boltzmann machine enables an efficient hardware implementation of
the Boltzmannmachine, primarily because it eliminates the need for a pseudorandom
number generator and also because its mutual interactions are achieved digitally
via the binary states. These advantages contribute to large-scale, energy-efficient
hardware implementations of the chaotic Boltzmann machine, as demonstrated in
analog CMOS VLSI and digital FPGA implementations [31, 32].

3.3 Ising Machines

Ising machines [33] are a class of specialized hardware designed to solve combina-
torial optimization problems by finding the (approximate) ground state of the Ising
model, which is an abstract model of ferromagnetism in statistical mechanics. They
have attracted considerable attention in recent years because of their potential to
efficiently solve complex optimization problems.

The energy function of the Ising model is given by:

H(σ ) = −1

2

N∑
i, j=1

Ji jσiσ j , (19)

where σi ∈ {−1,+1} denotes the i th Ising spin. As is evident from the energy func-
tion, the Ising model is almost equivalent to the Boltzmann machine. For simplicity,
we omit the linear bias term, which can be represented by introducing an additional
spin fixed at+1. Coefficient Ji j represents the coupling strength between spins i and
j , which is assumed to be symmetric Ji j = Jji .

Ising machines are designed to find a spin configuration σ = (σ1, . . . , σN )� that
approximately minimizes H(σ ). To solve a combinatorial optimization problem
using an Ising machine, we need to formulate it as an Ising problem, in a way
analogous to the Hopfield–Tank model and the Boltzmann machine.

We provide a brief overview of three types of Ising machines: the coherent Ising
machine (CIM) [34], the simulated bifurcation machine (SBM) [35], and the oscilla-
tor Isingmachine (OIM) [36].We also introduce a continuous-time solver for boolean
satisfiability (SAT) problems [37].



Nonlinear Dynamics and Computing in Recurrent Neural Networks 35

3.3.1 CIM: Coherent Ising Machine

The coherent Ising machine (CIM) [34] is a network of optical parametric oscillators
(OPOs) designed to solve Ising problems.

The fundamental, noiseless dynamics of CIM can be described by the following
ordinary differential equation:

dxi
dt

= (−1 + p − x2i )xi +
N∑
j=1

Ji j x j , (20)

where xi is the amplitude of the i th OPOmode and p represents the pump rate. Intu-
itively, the dynamics of CIM can be viewed as a variant of the Hopfield–Tank model
with bistability introduced into each neuron. Basic dynamics of each OPO, without
the coupling term, undergoes a pitchfork bifurcation at p = 1. That is, for p < 1,
the equilibrium at xi = 0 is stable; however, for p > 1, xi = 0 becomes unstable and
two symmetric stable equilibria xi = ±√

p − 1 emerge. These two equilibria in each
OPO correspond to the binary state of spin σi ∈ {−1,+1}. Therefore, by gradually
increasing the pump rate p, we expect the state of the OPO network to converge to
a low-energy spin state, as each OPO is forced to choose one of the binary states
by the inherent bistability. Thus, the obtained low-energy state corresponds to an
approximate solution to the Ising problem.

3.3.2 SBM: Simulated Bifurcation Machine

The simulated bifurcation machine (SBM) [35] is an Ising machine described as an
Hamiltonian system, which is given by the following ordinary differential equations:

dxi
dt

= 
yi , (21)

dyi
dt

= −(Kx2i − p + 
)xi + ξ0

N∑
j=1

Ji j x j , (22)

where xi and yi denote the position and momentum of the i th unit, respectively, and

, K , and ξ0 are constants. Parameter p controls the bistability of each unit. This
Hamiltonian system conserves the Hamiltonian

HSB(x, y) = 


2

N∑
i=1

y2i + V (x) , (23)

where the potential function V (x) is given by
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V (x) =
∑
i

(

 − p

2
x2i + K

4
x4i

)
− ξ0

2

N∑
i, j=1

Ji j xi x j . (24)

The SBM employs the symplectic Euler method, a structure-preserving time-
discretization method, to conserve the Hamiltonian in simulating the Hamiltonian
dynamics. Unlike the CIM, the SBM wanders the state space according to the com-
plex Hamiltonian dynamics to explore low-energy states.

The SBM has been implemented on FPGA and GPUs, making it an efficient
hardware solver of the Ising problems.

3.3.3 OIM: Oscillator Ising Machine

The oscillator Ising machine (OIM) [36] is a coupled nonlinear oscillator system that
utilizes subharmonic injection locking (SHIL) to solve Ising problems. The dynamics
of the OIM is given by:

dφi

dt
= −

N∑
j=1

Ji j sin(φi − φ j ) − K sin(2φi ) , (25)

where φi denotes the phase of the i th oscillator. It has a global Lyapunov function,

E(φ) = −
N∑

i, j=1

Ji j cos(φi − φ j ) − K
∑
i

cos(2φi ) , (26)

which is guaranteed to never increase in time. The first term of the Lyapunov func-
tion corresponds to the Ising Hamiltonian, where the phase φi ∈ {0, π} modulo 2π
represents the Ising spin σi ∈ {+1,−1}. The second term enforces the phase φi to be
either 0 or π , where cos(2φi ) = 1. As a result, the oscillator phases evolve to mini-
mize the Ising Hamiltonian, converging toward a low-energy state that represents an
approximate solution to the Ising problem. Further details regarding the OIM can be
found in Chap. 9.

3.3.4 Continuous-time Boolean Satisfiability Solver

A continuous-time dynamical system (CTDS) for solving Boolean satisfiability
(SAT) problems was proposed in [37]. This aims to find an assignment that satisfies
the given Boolean formula. Although the system is not an Ising machine designed
specifically for solving (quadratic) Ising problems, it seeks a set of binary states that
minimizes a given objective function, which can be understood as an Ising Hamilto-
nian with high-order terms.

http://dx.doi.org/10.1007/978-981-99-5072-0_9
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The CTDS solver explores the assignment of Boolean variables X1, . . . , XN sat-
isfying the Boolean formula given in the conjunctive normal form (CNF). CNF is a
conjunction (AND) of clauses, where each clause is a disjunction (OR) of literals,
which can be a Boolean variable Xi or its negation ¬Xi .

Essentially, the CTDS solver is a gradient system of an objective function V (x),
defined on the search space x = (x1, . . . , xN )� ∈ [−1,+1]N , where the i th com-
ponent xi ∈ {−1,+1} corresponds to the Boolean variable Xi ∈ {False,True}. To
define the objective function V (x), the CNF is represented as a matrix [cmi ]; each
component cmi takes +1 or −1 if the mth clause includes Xi or ¬Xi , respectively,
and cmi = 0 if neither is included. The objective function is defined as

V (x) =
M∑

m=1

amKm(x)2 , Km(x) =
N∏
i=1

1 − cmi xi
2

, (27)

where am > 0 is the weight coefficient of the unsatisfiedness Km(x) to the current
assignment x in the mth clause of the CNF. The objective function takes V (x) = 0
if the CNF is satisfied, and takes a positive value otherwise. Therefore, the states
with V (x) = 0 constitute global minima of the objective function, regardless of the
weight values am > 0. The CTDS solver is a gradient system of V (x) with time-
varying coefficients am defined as follows:

dx
dt

= −∇V (x) ,
dam
dt

= amKm(x) . (28)

If the mth clause is not satisfied, the weight am increases because of the positive
unsatisfiedness Km(x) > 0, which modifies the objective function V (x). This effect
helps the dynamics to escape from localminima, which is similar to the refractoriness
of chaotic neural networks. The CTDS solver exhibits a transient chaotic behavior
until it converges to a global minimum. The interaction dynamics of x and am was
investigated in [38].

Although the original CTDS solver is described as a gradient system of a time-
varying objective function, its variant is represented by a recurrent neural network
[39]. For efficient numerical simulation of the CTDS solver, structure-preserving
time discretization using the discrete gradient is effective in the gradient part of the
solver [40].

3.4 Herding System

The RNNs discussed in this section thus far have fixed connection weights and
exhibit nonlinear dynamics in their network states. In contrast, the learning process of
neural networks, whichmodifies the connectionweights through a learning rule, as in
(11) and (12), introduces nonlinear dynamics into the parameter space.
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Herding is a deterministic sampling algorithm that can be viewed as an extreme
case of parameter learning in statistical models [41, 42]. It exhibits complex dynam-
ics, yielding sample sequences guaranteed to satisfy the predefined statistics asymp-
totically, which are useful for estimating other statistics of interest. Thus, statistical
learning and inference are combined in the single algorithm of herding.

In this section, we introduce the herding algorithm as the zero-temperature limit
of the Boltzmann machine learning. A more general and detailed description of
the herding algorithm is provided in Chap. 10. The learning rule of the Boltzmann
machine P(s) ∝ exp(−H(s)/T ) including the temperature parameter T is given as
follows:

wi j (t + 1) = wi j (t) + α

T

(〈si s j 〉data − 〈si s j 〉model
)

, (29)

bi (t + 1) = bi (t) + α

T
(〈si 〉data − 〈si 〉model) . (30)

Let us consider the low-temperature limit, T → 0, which corresponds to the Amari–
Hopfield network. That is, the model distribution P(s) reduces to a point distribution
on the minimizer of the Hamiltonian argmins H(s). Because the minimizer is invari-
ant under the positive scalar multiplication of parameters, we can omit the scaling
factor α/T , without loss of generality, to obtain the following update rule:

wi j (t + 1) = wi j (t) + 〈si s j 〉data − si (t)s j (t) , (31)

bi (t + 1) = bi (t) + 〈si 〉data − si (t) , (32)

where s(t) = (s1(t), . . . , sN (t))� is theminimizer of the energy functionwith param-
eters at the t th iteration, that is,

s(t) = argmin
s

⎛
⎝−1

2

N∑
i, j=1

wi j (t)si s j −
N∑
i=1

bi (t)si

⎞
⎠ . (33)

Equations (31)–(33) describe the herding system applied to the Boltzmann machine,
which is a nonlinear dynamical system on the parameter space of wi j ’s and bi ’s.
In each update of the parameter values, we obtain a sample s(t). The sequence of
network states, {s(t)}t , can be considered as a sample sequence from the neural
network.

Interestingly, the idea of updating the parameters of the Amari–Hopfield network
away from the equilibrium state s(t) was proposed as “unlearning” by Hopfield et
al. [43]. Weakly updating the parameters suppresses spurious memories, which are
undesirable local minima that do not correspond to any of thememory patterns stored
through the Hebbian rule. Thus, the herding algorithm can be viewed as performing
strong unlearning within the Amari–Hopfield network.

The herding algorithm is described as a discrete-time nonlinear dynamical system
that belongs to the class of piecewise isometries. As with many piecewise isometries

http://dx.doi.org/10.1007/978-981-99-5072-0_10
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[18, 44–46], the herding system typically exhibits complex dynamics with a fractal
attracting set [41, 42]. As the Lyapunov exponents of the dynamics are strictly zero,
the complexity originates only from the discontinuities of the piecewise isometry.
This non-chaotic dynamics of the herding system is closely related to chaotic billiard
dynamics [47].

As a sampling method, the herding algorithm exhibits a prominent convergence
rate O(1/τ), which is significantly faster than O(1/

√
τ) of random sampling algo-

rithms, such asMCMC. Specifically, for a sample sequence of length τ , the deviation
of the sample average of si (t)s j (t) from the target 〈si s j 〉data is given by:

1

τ

τ∑
t=1

si (t)s j (t) − 〈si s j 〉data = −1

τ
(wi j (τ ) − wi j (0)) , (34)

which converges to zero as τ goes to infinity, at rate O(1/τ), becausewi j (t) is assured
to be bounded if the minimizer is obtained in each step (33).

The herded Gibbs sampling [48] is a deterministic sampling algorithm that incor-
porates the herding algorithm into theGibbs sampling. It can be used as an alternative
to the Gibbs sampling to promote efficient sampling from probabilistic models in
general situations. The convergence behavior of the herded Gibbs sampling has been
analyzed in detail [49].

4 Reservoir Computing

In the previous sections,we focusedon the role of the energy function,which is crucial
for understanding the dynamics of symmetrically connected RNNs. However, this
approach is not applicable to RNNs with asymmetrical connections, which are more
likely to exhibit complex nonlinear dynamics, making training more challenging.
Reservoir computing is a lightweight approach that leverages the rich dynamics of
an RNN for information processingwithout training the RNN itself, which is referred
to as a reservoir. In this section, we present an overview of the fundamental models
and concepts of reservoir computing, illustrating how the nonlinear dynamics of
RNNs can be utilized in various computing applications.

4.1 Training Input–Output Relation of RNNs

In the RNNs presented in the previous sections, neurons do not receive explicit input
from outside the networks, whereas in some cases, inputs are implicitly provided as
the initial state for the autonomous dynamics of neural networks.

In this section, time-varying inputs are explicitly incorporated into neurons of an
RNN, and we consider the input–output relation of the network. While feedforward
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neural networks, such asmultilayer perceptrons (MLPs), learn input–output relations
for static information, RNNs can handle sequential information because the effects
of past inputs remain within the network and subsequently influence its current state
and output.

Let us consider an RNN model with time-varying inputs. The state xi (t + 1) of
the i th neuron at time t + 1 is given by

xi (t + 1) = f

⎛
⎝

N∑
j=1

wi j x j (t) +
K∑

k=1

win
ikuk(t + 1)

⎞
⎠ , (35)

where uk(t + 1) denotes the kth input at time t + 1, and wi j and win
ik are the synaptic

weights of recurrent and input connections, respectively. The activation function f
is assumed to be tanh throughout this section. For the sake of simplicity, the bias
term is omitted. The output from the lth output neuron is determined by

yl(t + 1) = f

(
N∑
i=1

wout
li xi (t + 1)

)
, (36)

where wout
li is the weight of the output (readout) connection from the i th neuron.

Next, we consider the training of the neural network using input–output relation
data. Specifically, given a pair of an input sequence

u(t) = (u1(t), . . . , uK (t))� , t = 1, . . . , τ, (37)

and the corresponding output sequence

d(t) = (d1(t), . . . , dL(t))
� , t = 1, . . . , τ, (38)

we adjust the connection weights in the network to minimize or decrease the output
error

E =
τ∑

t=1

‖d(t) − y(t)‖2 , (39)

where {y(t)}t is the output sequence from the RNN given the input sequence {u(t)}t .
The backpropagation through time (BPTT) [50] and real-time recurrent learn-

ing (RTRL) [51] are well-known gradient-based algorithms for training RNNs. In
computing the gradients of the output error E in (39), the gradients are recursively
multiplied at each time step due to the influence of past inputs on the outputs. This
often leads to the gradients either vanishing or exploding, which makes the gradient-
based learning of connection weights in RNNs challenging. Various techniques have
been proposed to address this problem. Consequently, recent RNN models, such as
long short-term memory (LSTM) [52], effectively handle sequential data, whereas
the computation of the gradients for training remains computationally expensive.



Nonlinear Dynamics and Computing in Recurrent Neural Networks 41

4.2 Echo State Network

The echo state network (ESN) [53, 54] is a type of reservoir computing that employs
a different approach to training the input–output relations of RNNs. In ESNs, input
weights and recurrent weights are typically generated randomly and remain fixed,
while only the output connections are trained using a simple linear regression algo-
rithm. This makes ESNs computationally efficient and easy to train. Instead of the
nonlinear activation function in (36), the lth output from the ESN is obtained linearly
as

yl(t + 1) =
N∑
i=1

wout
li xi (t + 1) . (40)

The underlying principle is that the state of a random RNN, or a reservoir, reflects
the input sequence through nonlinear transformations. If the nonlinear dynamics of
the reservoir is sufficiently rich, inferences can be performed effectively using only
linear regression methods, such as ridge regression and FORCE (first-order reduced
and controlled error) learning.

Ridge regression is a batch algorithm that can be used to train the readout connec-
tion weights, which introduces an L2 regularization term, parameterized by α > 0,
into the error function as follows:

Eridge =
τ∑

t=1

‖d(t) − W outx(t)‖2 + α

2

L∑
l=1

N∑
i=1

|wout
li |2 . (41)

The readout connection weight W out = [wout
li ] that minimizes the error function is

given by:
W out = DX�(XX� + α I )−1 , (42)

where I is the identity matrix, and D = [d(1), . . . ,d(τ )] and X = [x(1), . . . , x(τ )].
The FORCE learning [55] is an online regression algorithm that updates W out

iteratively as follows:

P(t + 1) = P(t) − P(t)x(t)x(t)�P(t)

1 + x(t)�P(t)x(t)
, (43)

W out(t + 1) = W out(t) − e(t)x(t)�P(t)

1 + x(t)�P(t)x(t)
, (44)

e(t) = W out(t)x(t) − d(t) , (45)

where P(0) = I/α.
These linear regression algorithms require significantly less computation time

compared to conventional gradient-based learning methods for RNNs. However, as
these algorithms still involve the manipulation of large matrices, more lightweight
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and biologically plausible learning algorithms [56, 57] can be employed for efficient
reservoir computing.

4.3 Echo State Property and Reservoir Design

The primary principle of reservoir computing is that only the readout weights are
trained.This implies that the performanceof reservoir computing is largely dependent
on the design of the reservoir.

The echo state property (ESP) is a concept that ensures a reservoir adequately
reflects the input sequence, which is crucial for further information processing.When
the inputs are transformed into reservoir states nonlinearly, it is important that the
reservoir state becomes independent of its initial state after a sufficient amount of
time has passed. This is critical because, without this property, the same input could
yield different outputs, which is undesirable for the reproducibility of information
processing. To prevent such inconsistencies, reservoirs are typically designed to
satisfy the ESP.

Let x(t) and x′(t) represent the reservoir states with different initial states x(0)
and x′(0), after receiving the same input sequence {u(t)}t . The ESP of a reservoir
is defined as satisfying limt→∞ ‖x(t) − x′(t)‖ = 0 for any pair of different initial
states x(0) and x′(0), and any input {u(t)}t .

Assuming tanh as the activation function, a sufficient condition for the ESP is
that the largest singular value of W = [wi j ] is less than 1. However, this condition
is known to be empirically overly restrictive. Instead, we often require that W has
the spectral radius of less than 1, which is expected to satisfy the ESP, though not
necessarily in all cases [53].

However, using connection weights W with an excessively small spectral radius
is undesirable, even though it indeed satisfies the ESP. If the spectral radius is small,
the past input information is rapidly lost from the reservoir, making it difficult to
effectively utilize a long input sequence for information processing. The memory
to retain past input information can be measured using the memory capacity [58].
Empirically, the spectral radius is set slightly below 1 to promote both richer memory
capacity and reservoir dynamics, expectedly without violating the ESP. Memory
effects can also be enhanced by introducing leaky integrators as the constituent
neurons.

The diversity of neuronal behavior is essential for the performance of reservoir
computing, as the output is generated through a linear combination of neuronal
activities in the reservoir. The diversity can be enhanced by introducing sparsity into
the connection weight matrixW , because a denseW makes the inputs to the neurons
become more similar. Increasing the number of neurons is also effective; however,
this in turn can lead to an increased computation time and a higher risk of overfitting.
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4.4 Neural Network Reservoirs

We have described basic concepts of reservoir computing using ESNs as a repre-
sentative model for implementing a reservoir. However, it is important to note that
reservoirs are not limited to this specific model.

Liquid state machines (LSMs) [59] are another important model of reservoir
computing, proposed almost simultaneously and independently of ESNs. In contrast
to ESNs, LSMs employ spiking neural network models, which are more biologically
plausible and adequate for themodeling of information processing in the brain. LSMs
also facilitate energy-efficient hardware implementations, such as FPGAs [60].

More generally, various RNNmodels, ranging from artificial neural networkmod-
els to biologically plausible models, can serve as reservoirs. As described in Sect. 3,
RNNs often exhibit chaotic dynamics.However, chaotic behavior is considered unde-
sirable in reservoir computing, as its sensitive dependence on initial conditions con-
tradicts the ESP. Therefore, attenuation mechanisms need to be introduced to ensure
consistency. For instance, in a study on reservoir computing based on the chaotic
neural networks [61], attenuation is achieved through connection weights W with a
small spectral radius. Similarly, the chaotic Boltzmann machine serves as a reservoir
by incorporating a reference clock towhich each component is attenuated [62].More-
over, an analog CMOS VLSI implementation of the chaotic Boltzmann machine has
been utilized for energy-efficient reservoir computing [31].

As demonstrated in these examples, the fundamental concept of reservoir comput-
ing, which does not require manipulation of the reservoir itself, increases flexibility
and enables efficient hardware implementations.

4.5 Physical Reservoir Computing

Furthermore, the concept of reservoir computing is not limited to utilizing RNNs
as reservoirs. As there is no need to train the reservoir itself, any physical system
exhibiting rich nonlinear dynamics can potentially be utilized as reservoirs.

The approach that leverages physical devices andphenomena as reservoirs, instead
of using simulated models, is referred to as physical reservoir computing [63]. The
nonlinear dynamics of the reservoir implemented physically is expected to be used
for high-speed and energy-efficient computation.

A physical reservoir transforms the input to the reservoir state using its nonlinear
dynamics. The output is obtained through a readout linear transformation of the
measurements from the reservoir. As only the readout weights are trained, we do not
have to manipulate the reservoir itself, which enables us to utilize various physical
devices for computing. However, as in the case of ESNs, the performance of physical
reservoir computing largely depends on the characteristics of the reservoir such as
nonlinearity and memory effects. Building and tuning the physical reservoir, which
may be sensitive to various environmental factors such as noise, can be challenging.
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Therefore, it is crucial to select appropriate physical phenomena depending on the
tasks performed by the reservoir.

Various types of physical devices and phenomena have been applied to reser-
voir computing [63]. Even if limited to photonic devices [64], there have been
various studies utilizing optical node arrays [65, 66], optoelectric oscillators with
delayed feedback [67–69], etc., aswell as quantumdot networks [70] and optoelectric
iterative-function systems [71] as presented in Chaps. 4 and 11 of this book.

5 Towards Photonic Neural Network Computing

We have seen how the nonlinear dynamics of RNNs can be utilized for computing.
These basic models and concepts should serve as an important foundation for the
implementation of neural networks using optical computing technologies.

Chapters in Part II of this book discuss fluorescence energy transfer (FRET)
computing based on nanoscale networks of fluorescent particles, referred to as FRET
networks. This can be considered as a type of physical reservoir computing in which
FRET networks are employed as reservoirs.

Part III is devoted to spatial-photonic spin systems and is primarily related to
Sect. 3 of this chapter. The spatial-photonic Ising machine (SPIM) introduced in
Chap. 8 is an optical system capable of efficiently computing the energy function of
the Isingmodel (19) using spatial lightmodulation. Recently, a new computingmodel
for the SPIM has been proposed that improves its applicability to a variety of Ising
problems and enables statistical learning as a Boltzmann machine [72]. Chapters 9
and 10 discuss the details of the herding system and OIM, which have been briefly
introduced in this chapter.

Part IV consists of chapters discussing recent topics related to reservoir com-
puting and its photonic implementation. In Chap. 11, a reservoir-computing system
utilizing an electronic-optical implementation of iterated function systems (IFSs)
as a reservoir is introduced. Chapter 12 introduces the hidden-fold network, which
achieves high parameter efficiency by, in a sense, introducing the idea of reservoir
computing into deep MLPs. Chapter 13 discusses brain-inspired reservoir comput-
ing, in which multiple reservoirs are hierarchically structured to model predictive
coding for multimodal information processing.
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