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Preface

WCNA2021 [2021 International Conference on Wireless Communications,
Networking and Applications] will be held on December 17–19, 2021, Berlin,
Germany (virtual conference). Due to the COVID-19 situation and travel restric-
tion, WCNA2021 has been converted into a virtual conference, which will be held
via Tencent Meeting.

WCNA2021 hopes to provide an excellent international platform for all the
invited speakers, authors, and participants. The conference enjoys a wide spread
participation, and we sincerely wish that it would not only serve as an academic
forum but also a good opportunity to establish business cooperation. Any paper and
topic around wireless communications, networking, and applications would be
warmly welcomed.

WCNA2021 proceeding tends to collect the most up-to-date, comprehensive,
and worldwide state-of-the-art knowledge on wireless communications, network-
ing, and applications. All the accepted papers have been submitted to strict peer
review by 2–4 expert referees and selected based on originality, significance, and
clarity for the purpose of the conference. The conference program is extremely rich,
profound, and featuring high-impact presentations of selected papers and additional
late-breaking contributions. We sincerely hope that the conference would not only
show the participants a broad overview of the latest research results on related fields
but also provide them with a significant platform for academic connection and
exchange.

The technical program committee members have been working very hard to
meet the deadline of review. The final conference program consists of 121 papers
divided into six sessions. The proceedings would be published on Springer Book
Series Lecture Notes in Electrical Engineering as a volume quickly, informally, and
in high quality.

We would like to express our sincere gratitude to all the TPC members and
organizers for their hard work, precious time and endeavor preparing for the con-
ference. Our deepest thanks also go to the volunteers and staffs for their long-hours
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work and generosity they have given to the conference. Last but not least, we would
like to thank each and every of the authors, speakers, and participants for their great
contributions to the success of WCNA2021.

WCNA2021 Organizing Committee
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Advanced Architectures of Next Generation
Wireless Networks

Pascal Lorenz

University of Haute-Alsace, France

Abstract. Internet Quality of Service (QoS) mechanisms are expected to enable
wide spread use of real-time services. New standards and new communication
architectures allowing guaranteed QoS services are now developed. We will cover
the issues of QoS provisioning in heterogeneous networks, Internet access over 5G
networks, and discusses most emerging technologies in the area of networks and
telecommunications such as IoT, SDN, edge computing, and MEC networking. We
will also present routing, security, and baseline architectures of the Internet working
protocols and end-to-end traffic management issues.

Biography: Pascal Lorenz received his M.Sc. (1990) and Ph.D. (1994) from the
University of Nancy, France. Between 1990 and 1995, he was a research engineer
at WorldFIP Europe and at Alcatel-Alsthom. He is a professor at the University of
Haute-Alsace, France, since 1995. His research interests include QoS, wireless
networks, and high-speed networks. He is the author/co-author of three books, three
patents, and 200 international publications in refereed journals and conferences. He
was Technical Editor of the IEEE Communications Magazine Editorial Board
(2000–2006), IEEE Networks Magazine since 2015, IEEE Transactions on
Vehicular Technology since 2017, Chair of IEEE ComSoc France (2014–2020),
Financial chair of IEEE France (2017–2022), Chair of Vertical Issues in
Communication Systems Technical Committee Cluster (2008–2009), Chair of the
Communications Systems Integration and Modeling Technical Committee (2003–
2009), Chair of the Communications Software Technical Committee (2008–2010),
and Chair of the Technical Committee on Information Infrastructure and
Networking (2016–2017). He has served as Co-Program Chair of IEEE
WCNC’2012 and ICC’2004, Executive Vice-Chair of ICC’2017, TPC Vice Chair
of Globecom’2018, Panel sessions co-chair for Globecom’16, tutorial chair of
VTC’2013 Spring and WCNC’2010, track chair of PIMRC’2012 and
WCNC’2014, symposium Co-Chair at Globecom 2007–2011, Globecom’2019,
ICC 2008–2010, ICC’2014 and ’2016. He has served as Co-Guest Editor for
special issues of IEEE Communications Magazine, Networks Magazine, Wireless
Communications Magazine, Telecommunications Systems, and LNCS. He is an
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associate editor for International Journal of Communication Systems (IJCS-Wiley),
Journal on Security and Communication Networks (SCN-Wiley) and International
Journal of Business Data Communications and Networking, Journal of Network
and Computer Applications (JNCA-Elsevier). He is a senior member of the IEEE,
IARIA fellow, and member of many international program committees. He has
organized many conferences, chaired several technical sessions, and gave tutorials
at major international conferences. He was IEEE ComSoc Distinguished Lecturer
Tour during 2013–2014.

xviii P. Lorenz



Role of Machine Learning Techniques
in Intrusion Detection System

M. A. Jabbar

Department of AI and ML, Vardhman College of Engineering, Hyderabad,
Telangana, India

Abstract. Machine learning (ML) techniques are omnipresent and are widely used
in various applications. ML is playing a vital role in many fields like health care,
agriculture, finance, and in security. Intrusion detection system (IDS) plays a vital
role in security architecture of many organizations. An IDS is primarily used for
protection of network and information system. IDS monitor the operation of host or
a network. Machine learning approaches have been used to increase the detection
rate of IDS. Applying ML can result in low false alarm rate and high detection rate.
This talk will discuss about how machine learning techniques are applied for host
and network intrusion detection system.

Biography: Dr. M. A. JABBAR is Professor and Head of the Department AI&ML,
Vardhaman College of Engineering, Hyderabad, Telangana, India. He obtained
Doctor of Philosophy (Ph.D.) from JNTUH, Hyderabad, and Telangana, India. He
has been teaching for more than 20 years. His research interests include artificial
intelligence, big data analytics, bio-informatics, cyber-security, machine learning,
attack graphs, and intrusion detection systems.

Academic Research

He published more than 50 papers in various journals and conferences. He served as
a technical committee member for more than 70 international conferences. He has
been Editor for 1st ICMLSC 2018, SOCPAR 2019, and ICMLSC 2020. He also has
been involved in organizing international conference as an organizing chair, pro-
gram committee chair, publication chair, and reviewer for SoCPaR, HIS, ISDA,
IAS, WICT, NABIC, etc. He is Guest Editor for the Fusion of Internet of Things,
AI, and Cloud Computing in Health Care: Opportunities and Challenges (Springer)
Series, and Deep Learning in Biomedical and Health Informatics: Current
Applications and Possibilities–CRC Press, Guest Editor for Emerging Technologies
and Applications for a Smart and Sustainable World-Bentham science, Guest editor
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for Machine Learning Methods for Signal, Image and Speech Processing –River
Publisher.

He is a senior member of IEEE and lifetime member in professional bodies like
the Computer Society of India (CSI) and the Indian Science Congress Association
(ISCA). He is serving as a chair, IEEE CS chapter Hyderabad Section. He is also
serving as a member of Machine Intelligence Laboratory, USA (MIRLABS) and
USERN, IRAN , Asia Pacific Institute of Science and Engineering (APISE) Hong
Kong , Member in Internet Society (USA), USA , Member in Data Science Society,
USA, Artificial Intelligence and Machine Learning Society of India (AIML),
Bangalore.

He received best faculty researcher award from CSI Mumbai chapter and Fossee
Labs IIT Bombay and recognized as an outstanding reviewer from Elsevier and
received outstanding leadership award from IEEE Hyderabad Section. He published
five patents (Indian) in machine learning and allied areas and published a book on
“Heart Disease Data Classification using Data Mining Techniques,” with
LAP LAMBERT Academic publishing, Mauritius, in 2019.

Editorial works
1. Guest Editor: The Fusion of Internet of Things, AI, and Cloud Computing In

Health Care: Opportunities and Challenges (Springer)
2. Guest Editor: Deep Learning in Biomedical and Health Informatics: Current

Applications and Possibilities (CRC)
3. Guest Editor: Emerging Technologies and Applications for a Smart and

Sustainable World-Bentham science
4. Guest Editor: Machine Learning Methods for Signal, Image, and Speech

Processing-River Publisher
5. Guest Editor: The Fusion of Artificial Intelligence and Soft Computing

Techniques for Cyber-Security-AAP–CRC Press
6. Guest Editor Special Issue on Web Data Security: Emerging Cyber-Defense

Concepts and Challenges Journal of Cyber-Security and Mobility-River
Publisher

xx M. A. Jabbar



Data Quality Management in the Network Age

Hongzhi Wang

Computer Science and Technology, Harbin Institute of Technology, China

Abstract. In the network age, data quality problems become more serious, and data
cleaning is in great demand. However, data quality in the network age brings new
technical challenges including the mixed errors, absence of knowledge, and com-
putational difficulty. Facing the challenge of mixed errors, we discover the rela-
tionships among various types of errors and develop data cleaning algorithms for
multiple errors. We also design data cleaning strategies with crowdsourcing,
knowledge base as well as web search for the supplement of knowledge. For
efficient and scalable data cleaning, we develop parallel data cleaning systems and
efficient data cleaning algorithms. This talk will discuss the challenges of data
quality in network age and give an overview of our solutions.

Biography: Hongzhi Wang is Professor, PHD supervisor, the head of massive data
computing center and the vice dean of the honors school of Harbin Institute of
Technology, the secretary general of ACM SIGMOD China, outstanding CCF
member, a standing committee member CCF databases, and a member of CCF big
data committee. Research fields include big data management and analysis, data-
base systems, knowledge engineering, and data quality. He was “starring track”
visiting professor at MSRA and postdoctoral fellow at University of California,
Irvine. Prof. Wang has been PI for more than ten national or international projects
including NSFC key project, NSFC projects, and national technical support project,
and co-PI for more than ten national projects include 973 project, 863 project, and
NSFC key projects. He also serves as a member of ACM Data Science Task Force.
He has won first natural science prize of Heilongjiang Province, MOE technological
First award, Microsoft Fellowship, IBM PHD Fellowship, and Chinese excellent
database engineer. His publications include over 200 papers in the journals and
conferences such as VLDB Journal, IEEE TKDE, VLDB, SIGMOD, ICDE, and
SIGIR, six books and six book chapters. His PHD thesis was elected to be out-
standing PHD dissertation of CCF and Harbin Institute of Technology. He severs as
the reviewer of more than 20 international journal including VLDB Journal,

xxi



IEEE TKDE, and PC members of over 50 international conferences including
SIGMOD 2022, VLDB 2021, KDD 2021, ICML 2021, NeurpIS 2020, ICDE 2020,
etc. His papers were cited more than 2000 times. His personal website is http://
homepage.hit.edu.cn/wang.

xxii H. Wang

http://homepage.hit.edu.cn/wang
http://homepage.hit.edu.cn/wang


Networking-Towards Data Science

Ganesh Khekare

Department of Computer Science and Engineering, Faculty of Engineering and
Technology, Parul University, Vadodara, Gujrat, India

Abstract. For communication, network is a must. Nowadays, networking is gen-
erating big data. To handle and process this huge amount of data, data science is
required. Due to the increase in connectivity, interactions, social networking sites,
platforms like YouTube, then invention of big data, fog computing, edge com-
puting, Internet of Everything, etc., network transactions have been increased.
Providing the best network flow graph is a challenge. Researchers are working on
various data science techniques to overcome this. Node embedding concept is used
to embed various complex networking graphs. To analyze different nodes and
graphs for embedding, KarateClub library is used with Neo4j. Neo4j Graph data
science library analyzes multigraphs networks in a better way. When network
information is required in a fixed size vector, node embedding is used. This
information is used in a downstream machine learning flow. Pyvis library is used to
Visualize Interactive Network Graphs in Python. It provides a customization facility
by which the network can be arranged for user requirements or to streamline the
data flow. Researchers are also looking for interactive network graphs through data
science algorithms that are capable of handling real-time scenarios. To draw Hive
plots, the open-source Python package Hiveplotlib is available. The intelligible and
visual probe of data generated through networking can be done smoothly by using
Hive Plots. A data science algorithm viz., DeepWalk, is used to understand rela-
tionships in complex graph networks using Gensim, Networkx, and Python.
Undirected and unweighted network visualization is also possible by using
Mercator graph layout/embedding for a real-world complex network. Visualization
of high dimensional network traffic data with 3D 360-degree animated scatter plots
is the need. A huge research scope is there in networking using data science for the
upcoming generations.
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A Nonzero Set Problem with Aumann Stochastic
Integral

Jungang Li1(B) and Le Meng2
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Abstract. A nonzero set problem with Aumann set-valued random Lebesgue
integral is discussed. This paper proves that the Aumann Lebesgue integral’s rep-
resentation theorem. Finally, an important inequality is proved and other properties
of Lebesgue integral are discussed.

Keywords: Set-Valued · Random process · Aumann Representation Theorem ·
Lebesgue Integral

1 Introduction

In signal processing and process control, we often use set-valued stochastic integral
(see [3, 4] e.g.). Fuzzy random Lebesgue integral is applied to equations and stochastic
inclusions (see [8] e.g.). Some papers [1, 2] have studied the Aumann type integral. Jung
and Kim [1] used decomposable closure to give definitions of the stochastic integral, we
have the integral is measurable. Li et. al. [7] gave set-valued square integrable martingale
integral. Kisielewicz discussed the boundedness of the integral in [2]. We discussed set-
valued random Lebesgue integral in [2]. An almost everywhere problem is solved in
[5]. Our paper is organized as following: a nonzero set problem is pointed out with the
set-valued Lebesgue integral. Aumann integral theorem is proved. We shall also discuss
its boundedness, convexity, an important integral inequality etc.

2 Set-Valued Random Processes

First, we provide some definitions and symbols of closed set spaces.A set of real numbers
R, natural numbers set N , the d -dimensional Euclidean space Rd . K(Rd ) is the all non -
empty, closed subsets family ofRd , andKk(Rd ) (resp.Kkc(Rd )) the all nonempty compact
(resp. compact convex) subsets family of Rd . For x ∈ Rd and A ∈ K(Rd ),

h(x, A) = infy∈A ||x − y||. Define the Hausdorff metric hd on K(Rd ) as
hd (A, B) = max{supa∈A h(a, B), supb∈B h(b, A)}. For A ∈ K(Rd ), denote

||A||K = hd ({0}, A) = sup
a∈A

||a||.

© The Author(s) 2022
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Then some properties of set-valued random processes shall be discussed. From first
to last, we assume T > 0, W = [0, T ] and p ≥ 1. A complete atomless probability
space (�, C, P), a σ -field filtration {Ct : t ∈ [0, T ]}, and the topological Borel field of
a topological space E is B(E). Assume that f = {f (t), Ct : t ∈ [0, T ]} is a Rd -valued
adapted random process. If for any t ∈ [0, T ], the mapping (s, ω) → f (s, ω) from [0,
t] × � to Rd is B([0, t]) × Ct-measurable,

then f is sequential measurable.
If

D = {B ⊂ [0, T ] × � : ∀t ∈ [0, T ], B ∩ ([0, t] × �) ∈ B([0, t]) × Ct},
we have that f is D-measurable if and only if f is sequential measurable.
Denote SM

(
K

(
Rd

))
the set of all sequential measurable set-valued random process.

Similarly, we know notations SM
(
Kc

(
Rd

))
, SM

(
Kk

(
Rd

))
and SM

(
Kkc

(
Rd

))
. Sequen-

tial measurable F is adapted and measurable. For f1, f2 ∈ SM
(
Rd

)
, define metric

�M(f1, f2) = E
∫ T
0

‖f1(s)−f2(s)‖
1+‖f1(s)−f2(s)‖ds, we have norm |‖f ‖|M = E

∫ T
0

‖f (s)‖
1+‖f (s)‖ , then(

SM
(
Rd

)
, �M

)
is a complete space (cf. [6]).

Definition 2.1 g(t, ω) ∈ G(t, ω) for a.e. (t, ω) ∈ [0, T ] × �, we call the Rd -valued
sequential measurable random process {f (t), Ct : t ∈ [0, T ]} ∈ SM

(
Rd

)
is a selection

of

{G(t), Ct : t ∈ [0, T ]}.
Let S{G(·)} or S(G) denote the family of

all sequential measurable selections, i.e. S(G) ={{g(t) : t ∈ [0, T ]} ∈ SM
(
Rd

) : g(t, ω) ∈ G(t, ω), for a.e.(t, ω) ∈ [0, T ] × �
}
.

There are many definitions and results on set-valued theory, we can read this paper
[9]. In this paper, the Aumann type Lebesgue integral is given.

Definition 2.2 (cf. [4]): A set-valued random process G = {G(t), t ∈ W } ∈
SM

(
K

(
Rd

))
. Define It(G)(ω) = (A)

∫ t
0 G(s, ω)ds =

{∫ t
0 g(s, ω)ds : f ∈ S(G)

}
, for

t ∈ W , ω ∈ �,
where

∫ t
0 g(s, ω)ds is Lebesgue integral. We call (A)

∫ t
0 G(s, ω)ds Aumann type

Lebesgue integral of set-valued random process G with respect to t.

Remark 2.3: The elements of S(G) in Definition 2.2 are integrable. By the definition of
S(G), g(t, ω) ∈ G(t, ω) is defined for a.e. (t, ω) ∈ [0, T ]×�, and the number of selec-
tions is uncountable. The union of uncountable a.e. zero measurable sets is NOT a zero
measurable set in general, denoted by A

(F)[0,T ]×�. This helps to solve the boundedness
problems in stochastic integral (see [2]). In fact, it may be unmeasurable. Let D1 ={
B

(F)[0,T ]×� ⊂ B ⊂ [0, T ] × � : ∀t ∈ [0, T ], B ∩ ([0, t] × �) ∈ B([0, t]) × Ct
}
,

denote minMBG[0,T ]×� = ⋂∞
i=1 Bi, for any Bi ∈ D1. Let Pr�

(
minMB

(G)[0,T ]×�

) =
B(G)�, the project set on � of minMB

(G)[0,T ]×�, Pr[0,T ]
(
minMB

(G)[0,T ]×�

) =
B

(G)[0,T ], the project set on [0, T ] of minMB
(G)[0,T ]×�. In the following, we denote

minMB
(G)[0,T ]×� as B

(G)[0,T ]×� for convenience. Thus, B
(G)[0,T ]×�, B(G)[0,T ] and B(G)�

are all measurable.
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Definition 2.4 Let a set-valued random process G = {G(t), t ∈ W } ∈ SM
(
K

(
Rd

))
.

t ∈ [0, T ]\B
(G)[0,T ], define the integral Lt(G)(ω) by.

Lt(G)(ω) =
{ {g(s)ds : g ∈ ST (G)(ω)}, (s, ω) /∈ B

(G)[0, T ]×�

{0}, (s, ω) ∈ B
(G)[0, T ]×�

..

We call it Aumann type Lebesgue integral.
Now let’s discuss the following Auman theorem and representation theorem.

3 Theorem and Proof

Theorem 3.1: A set-valued random process G ∈ SM
(
K

(
Rd

))
, t ∈ [0, T ]\B

(G)[0,T ],

(A)
∫ t
0 G(s)ds is a nonempty subset of SM

(
K

(
Rd

))
.

Proof. S(G) is not null, g ∈ S(G),
∫ t
0 g(s, ω)ds is sequential measurable. So

(A)
∫ t
0 G(s)ds is nonempty.
In the following, a new definition will be given. First, we will define a decomposable

closure.

Definition 3.2: Nonempty subset � ⊂ SM
[
[0, T ] × �, C, λ × μ;Rd

]
, de� =

{{g(s, ω) : t ∈ [0, T ]}, ε > 0, there exist a D-measurable finite partition {A1, · · · , An}
of [0, T ] × � and f1, · · · , fn ∈ � such that

∣∣∥∥g − ∑n
i=1 IAi fi

∥∥∣∣
M < ε} is called the

decomposable closure of � with respect to D,

Theorem 3.3: {G(t) : t ∈ [0, T ]} ∈ SM(K(Rd )), �(t) = (A)
∫ t
0 G(s)ds, there exists a

D-measurable process L(G) = {Lt(G) : t ∈ [0, T ]} ∈ SM(K(Rd )), we have S(L(G)) =
de{�(t) : t ∈ [0, T ]}. In addition, the decomposable of�(t) = (A)

∫ t
0 G(s)ds is bounded

by a constant C using the norm in space SM(Rd ).

Proof From Theorem 3.1, we know, t ∈ [0, T ]\B
(G)[0,T ], �(t) = (A)

∫ t
0 G(s)ds is

nonempty in space SM(Rd ). Let

M =de{�(t) : t ∈ W\B
(G)[0, T ]}

=de

{
h = {h(t) : t ∈ [0, t]\B

(F)[0,T ]} : h(t)(ω) =
∫ t

0
g(s, ω)ds, g ∈ S(G), (s, ω) /∈ B

(G)[0,T ]×�

}

M is a closed subset in SM[W × �\A
(G)[0,T ]×�, D, λ × μ;Rd ]. According to

Theorem 2.7 in [6], it shows that there is L(G) = {Lt(G) : t ∈ [0, T ]} ∈ SM(K(Rd )),
we have S(L(G)) = M .

Now we shall prove boundedness. That is,
∥∥∥∥∥

n∑

i=1

IAi

∫ t

0
gi(s, ω)ds

∥∥∥∥∥
≤

n∑

i=1

∥∥∥∥IAi

∫ t

0
gi(s, ω)ds

∥∥∥∥

≤
n∑

i=1

IAi

∫ t

0
‖gi(s, ω)‖ds
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≤
n∑

i=1
IAi

∫ t
0 ‖G(s, ω)‖Kds.

Since φ(r) = r
1+r > 0 is increasing, we have

∣∣∣∣∣

∥∥∥∥∥

n∑

i=1

IAi

∫ t

0
gi(s, ω)ds

∥∥∥∥∥

∣∣∣∣∣
M

= E
∫ T

0

∥∥
∥
∑n

i=1 IAi
∫ t
0 gi(s, ω)ds

∥∥
∥

1 +
∥∥
∥
∑n

i=1 IAi
∫ t
0 gi(s, ω)ds

∥∥
∥
dt

≤ E
∫ T

0

∑n
i=1 IAi

∫ t
0 ‖G(s, ω)‖Kds

1 + ∑n
i=1 IAi

∫ t
0 ‖G(s, ω)‖Kds

dt

≤ E
∫ T

0

∫ T
0 ‖G(s, ω)‖Kds

1 + ∫ T
0 ‖G(s, ω)‖Kds

dt

≤ C

This constant C is not relative to n.

Theorem 3.4 (Aumann Representation Theorem):
G = {G(t) : t ∈ [0, T ]} ∈ SM(K(Rd )), a sequence of Rd -valued random processes{
gi = {

gi(t) : t ∈ [0, T ]} : i ≥ 1
} ⊂ S(G) exists, we have

Lt(G)(ω) = cl

{∫ t

0
gi(s, ω)ds : i ≥ 1

}
a.e.(t, ω), (s, ω) ∈ [0, T ] × �\B

(G)[0,T ]×�

In addition, we have

Lt(G)(ω) = cl

{∫ t

0
g(s, ω)ds : g ∈ S(G)

}
a.e.(t, ω), (s, ω) ∈ [0, T ] × �\B

(G)[0,T ]×�

Proof By Theorem 3.9 in [5], we know, a series of {ϕn = {ϕn(t) : t ∈ I} : n ≥ 1} ⊂
S(L(G)) exist,

Lt(G)(ω) = cl{ϕn(t, ω) : n ≥ 1}, a.e.(t, ω) ∈ W × �\B
(G)[0,T ]×� holds.

Since

S(L(G)) =de{�(t) : t ∈ [0, T ]}

=de{{h(t) : t ∈ I} : h(t) =
∫ t

0
g(s)ds, {g(·)} ∈ S(G)}

=cl{{k(t) : t ∈ I} : k(t) =
n∑

k=1

IAk

∫ t

0
gk (s)ds, {Ak : K = 1, 2, ..., l} ⊂ D, is a finite partition of

W × �\B
(G)[0, T ]×�and{{gk (·)} : k = 1, 2, .., l} ⊂ S(G), 1 ≤ l},

then for any 1 ≤ n, there exists
{
kin : 1 ≤ i

}
such

that {ϕn = {ϕn(t) : t ∈ I} : 1 ≤ n} ⊂ S(L(G)),
∣
∣
∥
∥ϕn(t) − kin(t)

∥
∥
∣
∣
M → 0(i → ∞) , and

kin(t) = ∑l(i, n)
k=1 I

A(i, n)
k

∫ t
0 g

(i, n)
k (s)ds, where

{
A(i, n)
k : k = 1, ..., l(i, n)

}
⊂ D is a finite
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partition of [0, T ]×�\B
(G)[0,T ]×�,

{{
g(i, n)
k (t) : t ∈ I

}
: K = 1, 2, ..., l(i, n)

}
⊂ S(G).

Therefore there is a subsequence
{
ij : 1 ≤ j

}
of {1, 2, ...} such that

∥∥∥ϕn(t, ω) − k
ij
n (t, ω)

∥∥∥ → 0a.e.(t, ω) ∈ [0, T] × �\B
(G)[0,T ]×�(j → ∞)

Thus for a.e.(t, ω) ∈ [0, T] × �\B
(G)[0,T ]×�(j → ∞), we have that

Lt(G)(ω) = cl
{
k
ij
n (t, ω) : n, j ≥ 1

}

⊂ cl

{∫ t

0
g

(ij , n)
k (s, ω)ds : n, j ≥ 1, k = 1, ..., l(ij, n)

}

⊂ Lt(G)(ω)

This means that for a.e.(t, ω), (s, ω) ∈ [0, T] × �\B
(G)[0,T ]×�, we have

Lt(G)(ω) = cl

{∫ t

0
g(ij , n)
k (s, ω)ds : n, j ≥ 1, k = 1, . . . , l

(
ij, n

)}

Without losing generality, we have

Lt(G)(ω) = cl

{∫ t

0
gi(s, ω)ds : gi ∈ S(G), i ≥ 1

}
.

In addition,

cl

{∫ t

0
gi(s, ω)ds : gi ∈ S(G), i ≥ 1

}
⊆ cl

{∫ t

0
g(s, ω)ds : g ∈ S(G)

}
.

Since � ⊆ de� = S(L(F)), then we have

cl

{∫ t

0
g(s, ω)ds : g ∈ S(G)

}
⊆ cl

{∫ t

0
gi(s, ω)ds : gi ∈ S(G), i ≥ 1

}
.

Therefore,

Lt(G)(ω) = cl

{∫ t

0
g(s, ω)ds : g ∈ S(G)

}
.

Corollary 3.5 (Representation Theorem):
G = {G(t) : t ∈ [0, T ]} ∈ PM

(
K(Rd )

)
. There is a sequence of Rd -valued random

process
{
gi = {

gi(t) : t ∈ [0, T ]} : i ≥ 1
} ⊂ S(G) such that

G(t, ω) = cl
{
gi(t, ω) : i ≥ 1

}
a.e.(t, ω) ∈ [0, T ] × �\B(G)[0, T ] × �,

Lt(G)(ω) = cl

{∫ t

0
gi(s, ω)ds : i ≥ 1

}
a.e.(t, ω), (s, ω) ∈ [0, T ] × �\B(G)[0, T ] × �.
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Remark 3.6: Since
{
G(t) : t ∈ [0, T ]\B(G)[0, T ]} ∈ SM

(
K

(
Rd

))
is measurable wih

respect to t ∈ �B([0, T ]\B(G)[0, T ]) for fixed ω ∈ �\B
(G)�. If.

s ∈ [0, t]\B
(G)[0,T ] ⊂ [0, T ], G(s, ω) ⊆ Rd+,

by Remark 3.11 in [6], we have.

(A)
∫ t
0 G(s, ω)ds = (A)

∫ t
0 convG(s, ω)ds = conv

(
(A)

∫ t
0 G(s, ω)

)
.

Therefore, theAumann random Lebesgue integral (A)
∫ t
0 G(s, ω) is convex by using

Aumann representation theorem.

Theorem 3.7: For p ≥ 1, F , G ∈ Lp
([0, T ] × �;K(

Rd
))
, a.e.

(s, ω) ∈ ([0, t] × �) ∩ B
(F)[0,T ]×� ∩ B

(G)[0,T ]×�, we have.

hd (Lt(F)(ω), Lt(G)(ω)) ≤
∫ t

0
hd (Fs(ω), Gs(ω))ds. (1)

Proof Since F , G ∈ Lp
([0, T ] × �;K(

Rd
))
, that is

(
E

∫ T
0 ‖F(s, ω)‖pds

) 1
p

< +∞.

Thus, there exists �F such that P(�F ) = 1, for any ω ∈ �F ,
(∫ T

0 ‖F(s, ω)‖pds
) 1

p
<

+∞. In the same way, we have �G . Assume ω ∈ (
�F\B

(F)�

) ∩ (
�G\B

(G)�

)
in the

following proof. Take an f ∈ ST (F)(ω). Then, for t, s ∈ [0, T ] ∩ B
(F)[0,T ] ∩ B

(G)[0,T ],
we have.

h

(∫ t

0
fsds, Lt(G)(ω)

)
= inf

g∈S1t (G)(ω)

∥∥∥∥

∫ t

0
fsds −

∫ t

0
g(s)ds

∥∥∥∥

≤ inf
g∈S1t (G)(ω)

∫ t

0
‖fs − gs‖ds

Further, by proving the same point of [8, Theorem 4],

inf
g∈S1t (G)(ω)

∫ t

0
‖fs − gs‖ds

=
∫ t

0
inf

y∈G(s,ω)
‖fs − y‖ds =

∫ t

0
h(fs, Gs(ω))ds

≤
∫ t

0
sup

x∈Fs(ω)

h(x, Gs(ω))ds ≤
∫ t

0
hd (Fs(ω), Gs(ω))ds

Thus,

h

(∫ t

0
f (s)ds, Lt(G)(ω)

)
≤

∫ t

0
hd (Fs(ω), Gs(ω))ds

We know f ∈ ST (F)(ω), by Definition 2.4 we have that
sup

x∈Lt(F)(ω)

h(x, Lt(G)(ω)) ≤ ∫ t
0 hd (Fs(ω), Gs(ω))ds.
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Similarly, we have

sup
x∈Lt(G)(ω)

h(x, Lt(F)(ω)) ≤
∫ t

0
hd (Fs(ω), Gs(ω))ds.

The two inequalities above yield

hd (Lt(F)(ω), Lt(G)(ω)) ≤
∫ t

0
hd (Fs(ω), Gs(ω))ds.

We obtain (1).
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Circular L(j,k)-Labeling Numbers of Cartesian
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Abstract. The circular L(j, k)-labeling problem with k ≥ j arose from the code
assignment in the wireless network of computers. Given a graph G and positive
numbers j, k, σ , and a circular σ -L(j, k)-labeling of a graph G is an assignment f
from [0, σ ) to the vertices of G, for any two vertices u and v, such that |f (u) −
f (v)|σ ≥ j if uv ∈ E(G), and |f (u)− f (v)|σ ≥ k if u and v are distance two apart,
where |f (u) − f (v)|σ = min{|f (u) − f (v)|, σ − |f (u) − f (v)|}. The minimum σ

such that graph G has a circular σ -L(j, k)-labeling of a graph G, which is called
the circular L(j, k)-labeling number of graph G and is denoted by σj,k (G). In this
paper, we determine the circular L(j, k)-labeling numbers of Cartesian product of
three paths, where k ≥ 2j.

Keywords: Code assignment · Circular-L(j,k)-labeling · Cartesian product

1 Introduction

The rapid growth of wireless networks causes the scarcity of available codes for com-
munication in Multihop Packet Radio Network (PRN) which was studied in 1969 at
University of Hawaii [1] firstly. In a multihop PRN, it is an important design consid-
eration to assign transmission codes to network nodes. Because of the finite number
of transmission codes, the number of network nodes may be larger than the number of
transmission codes. It may take place that the time overlap of two or more packet recep-
tions at the destination station. That is called interference or collision. For example, there
exist two types of interference in a PRN using code division multiple access (CDMA).
Direct interference occurs when two adjacent stations transmitting to each other directly.
Hidden terminal interference is due to two stations at distance two communicate with
the same receiving station at the same time.

Two stations are adjacent if they can transmit to each other directly. If two stations
are called at distance two if two stations are nonadjacent but they are adjacent to one
common station.

The wireless network can be modeled as an undirected graph G = (V ,E), such that
the set of stations are represented as a set of vertices V = {v0, v1, · · · , vn−1}, and two
vertices are joined by an undirected edge in E if and only if their corresponding stations
can communicate directly.

© The Author(s) 2022
Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 11–21, 2022.
https://doi.org/10.1007/978-981-19-2456-9_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_2&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_2
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Since the interference (or collision) lowers the system throughput and increases the
packets delay at destination, it is necessary to investigate the problem of code assignment
for interference avoidance in Multi-hop PRN. Bertossi and Bonuccelli [2] introduced a
type of code assignment for the network whose direct interference is so weak that we
can ignore it, that is, only two distance-two stations are required to transmit by different
codes to avoid the hidden terminal interference. By abstracting codes as labels, the above
problem is equivalent to an L(0, 1)-labeling problem. That is, the distance-two vertices
should be labeled numbers with difference at least 1.

In the real world, the direct interference cannot be ignored. In order to avoid the
direct interference and hidden terminal interference, the code assignment problem was
generalized to L(j, k)-labeling problem by Jin and Yeh [3], where j ≤ k. That is, to avoid
direct interference, any two adjacent stations must be assigned codes with difference at
least j, then any two distance-two apart stations are required to be assigned larger code
differences to avoid hidden terminal interference, as well as to avoid direct interference.

For two positive real numbers j andk, an L(j, k)-labeling f of G is a mapping of
numbers to vertices ofG such that |f (u)− f (v)| ≥ j if uv ∈ E(G), and |f (u)− f (v)| ≥ k
if u, v are at distance two, where |a − b| is called linear difference. The L(j, k)-labeling
number of G is denoted by λj,k(G), where λj,k(G) = min

f
max

u,v∈V (G)
{|f (u) − f (v)|}. For

j ≤ k, there exist some results on the L(j, k)-labeling of graphs. For example, Wu
introduced the L(j, k)-labeling numbers of generalized Petersen graphs [4] and Cactus
graphs [5], Shiu and Wu investigated the L(j, k)-labeling numbers of direct product of
path and cycles [6, 7], Wu, Shiu and Sun [8] determined the L(j, k)-labeling numbers of
Cartesian product of path and cycle..

For any x ∈ R,[x]σ ∈ [0, σ ) denotes the remainder of x upon division by σ . The
circular difference of two points p and q is defined as |p − q|σ = min{|p−q|, σ −|p−q|}.

Heuvel, Leese and Shepherd [9] used the circular difference to replace the linear
difference in the definition of L(j, k)-labeling, and obtained the definition of circular
L(j, k)-labeling as follows.

Given G and positive real numbers j and k, a circular σ - L(j, k)-labeling of G is a
function f :V (G) → [0, σ ) satisfying |f (u) − f (v)|σ ≥ j if d(u, v) = 1 and |f (u) −
f (v)| ≥ k if d(u, v) = 2. The minimum σ is called the circular L(j, k)-labeling number
of G, denoted by σj,k(G). For j ≤ k, this problem was rarely investigated. For instance,
Wu and Lin [10] introduced the circular L(j, k)- labeling numbers of trees and products
of graphs. Wu, Shiu and Sun [11] determined the circular L(j, k)-labeling numbers of
direct product of path and cycle. Furthermore,Wu and Shiu [12] investigated the circular
L(j, k)-labeling numbers of square of paths.

Two labels are t-separated if the circular difference between them is at least t.
The Cartesian product of three graphs G,H and K , denoted by G�H�K , is the

graph with vertices set V (G�H�K) = V (G) × V (H ) × V (K), and two vertices
vu,v,w, vu′

,v′
,w′ ∈ V (G�H�K) are adjacent if vu = vu′ , vv = vv′ and (vw, vw′ ) ∈ E(K),

or vu = vu′ , vw = vw′ and (vv, vv′ ) ∈ E(H ), or vw = vw′ , vv = vv′ and (vu, vu′ ) ∈ E(G).
For convenience, the Cartesian product of three pathsPl,Pm andPn is denoted byGl,m,n.
For any vertex vx,y,z ∈ V

(
Gl,m,n

)
,x, y, z are called subindex of vertex. If two vertices
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with one different subindex are called at the same row. For instance, va,y,z and vb,y,z are
at the same row, where a �= b, 0 ≤ a, b ≤ l − 1, 0 ≤ y ≤ m − 1, and 0 ≤ z ≤ n − 1.

All notations not defined in this thesis can be found in the book [13].

2 Circular L(j, k)-Labeling Numbers of Cartesian Product
of Three Paths

Lemma 2.1 [10]. Let j and k be two positive numbers with j ≤ k. Suppose H is an
induced subgraph of graph G. Then σj,k(G) ≥ σj,k(H ).

Note that Lemma 2.1 is not true if H is not an induced subgraph of G. For example,
σ1,2(K1,3) = 6 > 4 = σ1,2(K4), where K1,3 is a subgraph of K4 instead of an induced
subgraph.

Lemma 2.2 [5]. Let a, b and σ be three positive real numbers, then |[a]σ − [b]σ | equals
to [a−b]σ or σ − [a−b]σ .
Lemma 2.3. Let a, b and σ be three positive real numbers with 0 ≤ a < σ , then
[a + b]σ − [b]σ = a or a − σ.

Proof: The conclusion can be obtained as following cases.

a) If 0 ≤ a + b < σ and 0 ≤ b < σ , then [a + b]σ − [b]σ = a + b − b = a.
b) If σ ≤ a+ b < 2σ and 0 ≤ b < σ , then [a+ b]σ − [b]σ = a+ b− σ − b = a− σ.

c) If σ ≤ b, let b = r+ kσ , where 0 ≤ r < σ and k ∈ Z
+, according to the above two

cases, we have [a + b]σ − [b]σ = [a + r]σ − [r]σ = a or a − σ .

Hence, the lemma is proved.

2.1 Circular L(j, k)-labeling Numbers of Graph G2,m,n

This subsection introduces the circular L(j, k)-labeling numbers of G2,m,n for m, n ≥ 2
and k ≥ 2j.

Theorem 2.1.1 Let j and k be two positive numbers with k ≥ 2j. For n ≥ 2, Then
σj,k

(
G2,2,n

) = 4k.

Proof: Given a circular labeling f for G2,2,n as follows:

f
(
v0,0,z

) =
[
zk

2

]

2k
, f

(
v1,0,z

) =
[
(z + 3)k

2

]

2k
+ 2k,

f
(
v0,1,z

) =
[
(z + 1)k

2

]

2k
+ 2k, f

(
v1,1,z

) =
[
(z + 2)k

2

]

2k
,

where 0 ≤ z ≤ n − 1.
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Note that the labels of two adjacent vertices at the same row are k
2 -separated (k ≥ 2j),

and the labels of distance-two vertices at the same row are k-separated. Let σ = 4k. For
an arbitrary vertex vx,y,z ∈ V (G2,2,n), according to the symmetry of the graph G2,2,n,
we need to check the differences between the labels of vertices vx,y,z and v1−x,1−y,z ,
vx,1−y,z±1, v1−x,y,z±1(if they exist). That is, we need to make sure that f satisfies the
following cases.

a)
∣∣f

(
v1−x,y,z+1

) − f
(
vx,y,z

)∣∣
4k ≥ k, where x, y ∈ {0, 1},0 ≤ z ≤ n − 1.

By Lemma 2.3 and the definition of circular difference, we have the following
four subcases.

∣∣f
(
v1,0,z+1

) − f
(
v0,0,z

)∣∣
4k =

∣∣∣
∣

[
(z + 4)k

2

]

2k
+ 2k −

[
zk

2

]

2k

∣∣∣
∣
4k

= |2k|4k ≥ k.
∣∣f

(
v0,0,z+1

) − f
(
v1,0,z

)∣∣
4k =

∣∣∣∣

[
(z + 1)k

2

]

2k
−

([
(z + 3)k

2

]

2k
+ 2k

)∣∣∣∣
4k

= |−3k|4k or |−k|4k ≥ k.
∣∣f

(
v1,1,z+1

) − f
(
v0,1,z

)∣∣
4k =

∣∣∣∣

([
(z + 3)k

2

]

2k

)
−

([
(z + 1)k

2

]

2k
+ 2k

)∣∣∣∣
4k

= |−k|4k or |−3k|4k ≥ k.
∣∣f

(
v0,1,z+1

) − f
(
v1,1,z

)∣∣
4k =

∣
∣∣∣

([
(z + 2)k

2

]

2k
+ 2k

)
−

([
(z + 2)k

2

]

2k

)∣
∣∣∣
4k

= |2k|4k ≥ k.

Thus,
∣∣f

(
v1−x,y,z+1

) − f
(
vx,y,z

)∣∣
4k ≥ k, for x, y ∈ {0, 1}, 0 ≤ z ≤ n − 1.

b)
∣∣f

(
v1−x,y,z−1

) − f
(
vx,y,z

)∣∣
4k ≥ k, where x, y ∈ {0, 1},0 ≤ z ≤ n − 1.

By Lemma 2.3 and the definition of circular difference, we have the following
four subcases.

∣∣f
(
v1,0,z−1

) − f
(
v0,0,z

)∣∣
4k =

∣∣∣∣

[
(z + 2)k

2

]

2k
+ 2k −

[
zk

2

]

2k

∣∣∣∣
4k

= |3k|4k or |k|4k ≥ k.
∣
∣f

(
v0,0,z−1

) − f
(
v1,0,z

)∣∣
4k =

∣∣
∣∣

[
(z − 1)k

2

]

2k
−

([
(z + 3)k

2

]

2k
+ 2k

)∣∣
∣∣
4k

= |−2k|4k ≥ k.
∣∣f

(
v1,1,z−1

) − f
(
v0,1,z

)∣∣
4k =

∣∣∣
∣

([
(z + 1)k

2

]

2k

)
−

([
(z + 1)k

2

]

2k
+ 2k

)∣∣∣
∣
4k

= |−2k|4k ≥ k.
∣∣f

(
v0,1,z−1

) − f
(
v1,1,z

)∣∣
4k =

∣∣∣∣

([
zk

2

]

2k
+ 2k

)
−

([
(z + 2)k

2

]

2k

)∣∣∣∣
4k

= |3k|4k or |k|4k ≥ k.

Thus,
∣∣f

(
v1−x,y,z−1

) − f
(
vx,y,z

)∣∣
4k ≥ k, for x, y ∈ {0, 1}, 0 ≤ z ≤ n − 1.
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c) .
∣∣f

(
vx,1−y,z+1

) − f
(
vx,y,z

)∣∣
4k ≥ k, where x, y ∈ {0, 1},0 ≤ z ≤ n − 1.

By Lemma 2.3 and the definition of circular difference, we have the following
four subcases.

∣∣f
(
v1,1,z+1

) − f
(
v1,0,z

)∣∣
4k =

∣
∣∣∣

[
(z + 3)k

2

]

2k
−

[
(z + 3)k

2

]

2k
− 2k

∣
∣∣∣
4k

= |−2k|4k ≥ k.
∣
∣f

(
v1,0,z+1

) − f
(
v1,1,z

)∣∣
4k =

∣∣
∣∣

[
(z + 4)k

2

]

2k
+ 2k −

([
(z + 2)k

2

]

2k

)∣∣
∣∣
4k

= |3k|4k or |k|4k ≥ k.
∣∣f

(
v0,1,z+1

) − f
(
v0,0,z

)∣∣
4k =

∣∣∣∣

([
(z + 2)k

2

]

2k
+ 2k

)
−

([
zk

2

]

2k

)∣∣∣∣
4k

= |3k|4k or |k|4k ≥ k.
∣∣f

(
v0,0,z+1

) − f
(
v0,1,z

)∣∣
4k =

∣∣∣∣

([
(z + 1)k

2

]

2k

)
−

([
(z + 1)k

2

]

2k
+ 2k

)∣∣∣∣
4k

= |−2k|4k ≥ k.

Thus,
∣∣f

(
vx,1−y,z+1

) − f
(
vx,y,z

)∣∣
4k ≥ k, for x, y ∈ {0, 1}, 0 ≤ z ≤ n − 1.

d)
∣∣f

(
vx,1−y,z−1

) − f
(
vx,y,z

)∣∣
4k ≥ k, where x, y ∈ {0, 1},0 ≤ z ≤ n − 1.

By Lemma 2.3 and the definition of circular difference, we have

∣∣f
(
v1,1,z−1

) − f
(
v1,0,z

)∣∣
4k =

∣∣∣∣

[
(z + 1)k

2

]

2k
−

[
(z + 3)k

2

]

2k
− 2k

∣∣∣∣
4k

= |−3k|4k or |−k|4k ≥ k.
∣∣f

(
v1,0,z−1

) − f
(
v1,1,z

)∣∣
4k =

∣∣∣∣

[
(z + 2)k

2

]

2k
+ 2k −

([
(z + 2)k

2

]

2k

)∣∣∣∣
4k

= |2k|4k ≥ k.
∣∣f

(
v0,1,z−1

) − f
(
v0,0,z

)∣∣
4k =

∣
∣∣∣

([
zk

2

]

2k
+ 2k

)
−

([
zk

2

]

2k

)∣
∣∣∣
4k

= |2k|4k ≥ k.
∣∣f

(
v0,0,z−1

) − f
(
v0,1,z

)∣∣
4k =

∣∣∣
∣

([
(z − 1)k

2

]

2k

)
−

([
(z + 1)k

2

]

2k
+ 2k

)∣∣∣
∣
4k

= |−3k|4k or |−k|4k ≥ k.

Thus,
∣∣f

(
vx,1−y,z−1

) − f
(
vx,y,z

)∣∣
4k ≥ k, for x, y ∈ {0, 1}, 0 ≤ z ≤ n − 1.

e)
∣∣f

(
v1−x,1−y,z

) − f
(
vx,y,z

)∣∣
4k ≥ k, where x, y ∈ {0, 1},0 ≤ z ≤ n − 1.

By Lemma 2.3 and the definition of circular difference, we have the following
four subcases.

∣∣f
(
v1,1,z

) − f
(
v0,0,z

)∣∣
4k =

∣∣∣∣

[
(z + 2)k

2

]

2k
−

[
zk

2

]

2k

∣∣∣∣
4k

= |−k|4k or |k|4k ≥ k.

∣∣f
(
v1,0,z

) − f
(
v0,1,z

)∣∣
4k
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=
∣∣∣∣

[
(z + 3)k

2

]

2k
+ 2k −

([
(z + 1)k

2

]

2k
+ 2k

)∣∣∣∣
4k

= |k|4k or |−k|4k ≥ k.

Thus,
∣∣f

(
v1−x,1−y,z

) − f
(
vx,y,z

)∣∣
4k ≥ k, for x, y ∈ {0, 1}, 0 ≤ z ≤ n − 1.

Hence, f is a circular 4k-L(j, k)-labeling of graph G2,2,n, it means that
σj,k

(
G2,2,n

) ≤ 4k for n ≥ 2 and k ≥ 2j.
Figure 1 shows a circular 4k-L(j, k)-labeling of graph G2,2,8.

3k 3k

3k 3k2k 2k

2k2k

k k

k k2
k

3
2
k

2
k

2
k

2
k

3
2
k

3
2
k 3

2
k

5
2
k

5
2
k5

2
k

5
2
k

7
2
k

7
2
k7

2
k

7
2
k

Fig. 1. A circular 4k-L(j, k)-labeling of graph G2,2,8

On the other hand, the vertices v0,0,0, v1,0,1, v0,1,1, and v1,1,0 are distance two apart
mutually, the circular difference among their labels should be at least k, it implies that
σj,k

(
G2,2,n

) ≥ 4k for n ≥ 2.
Hence, σj,k

(
G2,2,n

) = 4k for n ≥ 2 and k ≥ 2j.

Theorem 2.1.2. Let j and k be two positive real numbers with k ≥ 2j. For m, n ≥ 3,
σj,k

(
G2,m,n

) = 5k.

Proof: Defined a circular labeling f for graph G2,m,n as follows:

f
(
vx,y,z

) =
[
(5x + y + 3z)k

2

]

5k
,

where x = 0, 1, 0 ≤ y ≤ m − 1 and 0 ≤ z ≤ n − 1.
Note that the labels of adjacent vertices at the same row are k

2 -separated (k ≥ 2j) and
the labels of verticeswith distance two apart at the same row are k-separated. Let σ = 5k.
For an arbitrary vertex vx,y,z ∈ V (G2,m,n), according to the symmetry of the graphG2,m,n,
it is sufficient to verify the circular differences between vx,y,z and v1−x,y+1,z , v1−x,y,z+1,
vx,y+1,z±1(If they exist) are k-separated, respectively, where x ∈ {0, 1},0 ≤ y ≤ m − 1
and 0 ≤ z ≤ n− 1. By Lemma 2.3 and the definition of circular difference, we have the
following results.
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a)

∣∣f
(
v1−x,y+1,z

) − f
(
vx,y,z

)∣∣
5k

=
∣∣∣∣
∣

[[
5(1 − x) + y + 1 + 3z

]
k

2

]

5k

−
[
(5x + y + 3z)k

2

]

5k

∣∣∣∣
∣
5k

=
∣∣∣∣

[
(6 − 5x + y + 3z)k

2

]

5k
−

[
(5x + y + 3z)k

2

]

5k

∣∣∣∣
5k

= 2k ≥ k.

b)

∣∣f
(
v1−x,y,z+1

) − f
(
vx,y,z

)∣∣
5k

=
∣
∣∣∣∣

[[
5(1 − x) + y + 3(z + 1)

]
k

2

]

5k

−
[
(5x + y + 3z)k

2

]

5k

∣
∣∣∣∣
5k

=
∣∣
∣∣

[
(8 − 5x + y + 3z)k

2

]

5k
−

[
(5x + y + 3z)k

2

]

5k

∣∣
∣∣
5k

= k ≥ k.

c)

∣∣f
(
vx,y+1,z+1

) − f
(
vx,y,z

)∣∣
5k

=
∣∣∣
∣∣

[[
5x + y + 1 + 3(z + 1)

]
k

2

]

5k

−
[
(5x + y + 3z)k

2

]

5k

∣∣∣
∣∣
5k

=
∣∣∣∣

[
(4 + 5x + y + 3z)k

2

]

5k
−

[
(5x + y + 3z)k

2

]

5k

∣∣∣∣
5k

= 2k ≥ k.

d)

∣∣f
(
vx,y+1,z−1

) − f
(
vx,y,z

)∣∣
5k

=
∣∣∣∣∣

[[
5x + y + 1 + 3(z − 1)

]
k

2

]

5k

−
[
(5x + y + 3z)k

2

]

5k

∣∣∣∣∣
5k

=
∣∣∣∣

[
(5x + y + 3z − 2)k

2

]

5k
−

[
(5x + y + 3z)k

2

]

5k

∣∣∣∣
5k

= k ≥ k.

Hence, f is a circular 5k-L(j, k)-labeling of graphG2,m,n, itmeans thatσj,k
(
G2,m,n

) ≤
5k for m, n ≥ 3 and k ≥ 2j.

For example, Fig. 2 is a circular 5k-L(j, k)-labeling of graph G2,3,3.
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Fig. 2. A circular 5k-L(j, k)-labeling of graph G2,3,3.

On the other hand, the vertices v0,0,1, v0,1,2, v0,1,0, v0,2,1 and v1,1,1 are at distance
two from each other, the circular difference among their labels should be at least k, it
implies that σj,k

(
G2,m,n

) ≥ 5k for m,n ≥ 3.
Hence, σj,k

(
G2,m,n

) = 5k for m, n ≥ 3 and k ≥ 2j.

2.2 Circular L(j,k)-Labeling Numbers of Graph G2,m,n

This subsection introduces the general results on the circular L(j, k)-labeling numbers
of Gl,m,n for l,m, n ≥ 3 and k ≥ 2j.

Theorem 2.2.1. Let j and k be three positive real numbers with k ≥ 2j. For l,m, n ≥ 3,
σj,k

(
Gl,m,n

) = 6k.

Proof: Given a circular labeling f for Gl,m,n as follows:

f
(
vx,y,z

) =
[
(3x + y + 5z)k

2

]

6k
,

where 0 ≤ x ≤ l − 1, 0 ≤ y ≤ m − 1 and 0 ≤ z ≤ n − 1.
Note that the labels of adjacent vertices at the same row are k

2 -separated (k ≥ 2j)
and the labels of distance-two vertices at the same row are k-separated. Let σ = 6k. For
an arbitrary vertex vx,y,z ∈ V (Gl,m,n), according to the symmetry of the graph Gl,m,n, it
is sufficient to verify the circular differences between vx,y,z and vx+1,y±1,z , vx+1,y,z±1,
vx,y+1,z±1(If they exist) are k-separated, respectively,where 0 ≤ x ≤ l−1, 0 ≤ y ≤ m−1
and 0 ≤ z ≤ n− 1. By Lemma 2.3 and the definition of circular difference, we have the
following results.

a)

∣∣f
(
vx+1,y+1,z

) − f
(
vx,y,z

)∣∣
6k

=
∣∣∣∣∣

[[
3(x + 1) + (y + 1) + 5z

]
k

2

]

6k

−
[
(3x + y + 5z)k

2

]

6k

∣∣∣∣∣
6k

=
∣∣∣∣

[
(4 + 3x + y + 3z)k

2

]

6k
−

[
(3x + y + 5z)k

2

]

6k

∣∣∣∣
6k

= 2k ≥ k.
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b)

∣∣f
(
vx+1,y−1,z

) − f
(
vx,y,z

)∣∣
6k

=
∣∣∣∣
∣

[[
3(x + 1) + (y − 1) + 5z

]
k

2

]

6k

−
[
(3x + y + 5z)k

2

]

6k

∣∣∣∣
∣
6k

=
∣∣∣∣

[
(2 + 3x + y + 3z)k

2

]

6k
−

[
(3x + y + 5z)k

2

]

6k

∣∣∣∣
6k

= k ≥ k.

c)

∣∣f
(
vx+1,y,z+1

) − f
(
vx,y,z

)∣∣
6k

=
∣
∣∣∣∣

[[
3(x + 1) + y + 5(z + 1)

]
k

2

]

6k

−
[
(3x + y + 5z)k

2

]

6k

∣
∣∣∣∣
6k

=
∣∣
∣∣

[
(8 + 3x + y + 3z)k

2

]

6k
−

[
(3x + y + 5z)k

2

]

6k

∣∣
∣∣
6k

= 2k ≥ k.

d)

∣∣f
(
vx+1,y,z−1

) − f
(
vx,y,z

)∣∣
6k

=
∣∣∣
∣∣

[[
3(x + 1) + y + 5(z − 1)

]
k

2

]

6k

−
[
(3x + y + 5z)k

2

]

6k

∣∣∣
∣∣
6k

=
∣∣∣∣

[
(3x + y + 3z − 2)k

2

]

6k
−

[
(3x + y + 5z)k

2

]

6k

∣∣∣∣
6k

= k ≥ k.

e)

∣∣f
(
vx,y+1,z+1

) − f
(
vx,y,z

)∣∣
6k

=
∣∣∣∣∣

[[
3x + y + 1 + 5(z + 1)

]
k

2

]

6k

−
[
(3x + y + 5z)k

2

]

6k

∣∣∣∣∣
6k

=
∣∣∣∣

[
(6 + 3x + y + 3z)k

2

]

6k
−

[
(3x + y + 5z)k

2

]

6k

∣∣∣∣
6k

= 3k ≥ k.

f)

∣∣f
(
vx,y+1,z−1

) − f
(
vx,y,z

)∣∣
6k

=
∣
∣∣∣∣

[[
3x + y + 1 + 5(z − 1)

]
k

2

]

6k

−
[
(3x + y + 5z)k

2

]

6k

∣
∣∣∣∣
6k

=
∣∣
∣∣

[
(3x + y + 3z − 4)k

2

]

6k
−

[
(3x + y + 5z)k

2

]

6k

∣∣
∣∣
6k

= 2k ≥ k.

Hence, f is a circular 6k-L(j, k)-labeling of graphGl,m,n, it means that σj,k
(
Gl,m,n

) ≤
6k for l,m, n ≥ 3 and k ≥ 2j.

For example, Fig. 3 is a circular 6k-L(j, k)-labeling of graph G3,3,3.
On the other hand, the vertices v1,0,1, v0,1,1, v1,2,1, v2,1,1, v1,1,2 and v1,1,0 are at

distance two from each other, the circular difference among their labels should be at
least k, this means σj,k

(
Gl,m,n

) ≥ 6k for l,m, n ≥ 3.
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Fig. 3. A circular 6k-L(j, k)-labeling of graph G3,3,3.

Hence, σj,k
(
Gl,m,n

) = 6k for l,m, n ≥ 3 and k ≥ 2j.

3 Conclusion

In this paper, we investigate the circular L(j, k)-labeling number of Cartesian product
of three paths which arose from the code assignment of interference avoidance in the
PRN. For k ≥ 2j, we obtain that

σj,k
(
Gl,m,n

) =
⎧
⎨

⎩

4k, if l,m = 2 and n ≥ 2,
5k, if l = 2 and m, n ≥ 3,
6k, if l,m, n ≥ 2.
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Abstract. To solve the problem that traditional e-government tends to lose real-
time control of content and process, mobile government was created, it has 5 main
application modes, which are mG2G mode between government departments and
other government departments, mG2E mode between government and internal
staff, mG2B mode between government and business, mG2C mode between gov-
ernment and the public, and mG2V mode between government and organiza-
tions & people outside the country. Mobile government uses mG2C, mG2B and
mG2V as the external service mode and mG2G and mG2E mode as the inter-
nal management mode to continuously improve the quality and level of external
services through continuous optimization of internal management.

Keywords: Mobile government · mG2C · mG2B · mG2V · mG2G · mG2E

1 Introduction

Since the 1990s, government departments have been increasingly using e-government to
improve the quality of public services. However, early e-government mainly used fixed,
wired information networks to transmit data and provide services electronically. One of
the inconveniences of such e-government is that both government staff and government
service recipients rely on wired Internet and desktop computer to access government
systems. Once step away from the office area, the government staff tends to lose control
of the service content and process, which in turn affects the response speed and service
effectiveness of certain matters. With the rapid development of wireless communica-
tion technology, more and more government departments are providing public services
through mobile devices [1], which is also known as mobile government. In the 21st
century, the large-scale use of mobile terminals such as smartphones and tablet PCs, as
well as the popularization of wireless LAN, have not only made wireless offices possi-
ble within government departments, but also made it possible for the public to access
convenient mobile government services.

2 The Nature of Mobile Government

Mobile Government (mGov), also known as mobile e-government, is simply an appli-
cation model of mobile communication technology in government management and
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service work. It is often regarded as an extension and upgrade of e-government [2].
It uses mobile devices instead of traditional electronic devices and its goal is to pro-
vide real-time access to government information and services when and where they are
available from any location [3]. According to Ibrahim Kushchu, mGovernment is an
e-government service provided through a mobile platform, a strategy and its implemen-
tation using wireless andmobile technologies, services, applications, and devices, which
aims to enhance the various parties involved in e-government --- citizens, enterprises
and government [4]. Mobile Government is considered by Chanana et al. as a public
service provided through mobile devices (e.g., cell phones, PDAs, etc.) [5]. In simple
terms, mobile government is an application mode of mobile communication technology
in government management and service work. Mobile government indirectly solves the
problem of time constraint and computer-based space constraint [6], and has shown its
strong potential to provide public services “anytime, anywhere”, expand government
functions, and improve the quality and efficiency of government services [7], it has been
applied in many government departments.

3 The Main Contents of the Five Application Modes of Mobile
Government

According to the difference in the nature of the interacting subjects under the contextual
theme, mobile government can be divided into the following five modes respectively,
mG2Gmode, mG2Bmode, mG2Vmode, mG2Gmode and mG2Emode. Among them,
the first three can be categorized as external service forms and the last two can be
categorized as internal management forms (Fig. 1).

Fig. 1. Five application modes of mobile government
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3.1 mG2G Mode

Mobile Government to Government, or mG2G for short, refers to the use of wireless net-
work technology and mobile terminals between local governments, government depart-
ments at all levels, and their internal agencies to achieve internal management data push
and business information processing. mG2G has its own application focus areas at the
executive, management and decision-making levels. For the executive level, mG2G is
mainly used to execute field operations. The executive can use the mobile government
client to collect field data and send it back to the government data platform in real time.
For management, the mobile government platform is mainly used to transmit data infor-
mation to the executive level, for the support and coordination of front-line work. For the
decision-making layer, the mobile government platform is mainly used to understand the
overall situation at anytime, grasp the real-time statistics, to receive, issue documents,
send work tasks even they are out of town. The development of mobile government
makes communication between the decision-making layer and the executive layer more
convenient and accelerates the speed of information transfer [8], thus improving the
efficiency of internal management.

The focus of mobile government services among government departments is: first,
to increase the efficiency of the common construction and sharing of government infor-
mation resources, continuously optimize and improve electronic processes, promote
seamless connections between services, and improve management efficiency; second,
to promote the transformation of government functions, fully streamline and optimize the
administrative approval process, provide quality and efficient management & services
to the community, and enhance the overall image of government departments; third, to
achieve mutual supervision and power balances among departments at the lowest cost.

3.2 mG2E Mode

Mobile Government to Employee, or mG2E for short, is a mobile government service
that enables internal staff of government departments to work online using wireless
communication technology. Compared with the mG2G mode, mG2E mainly provides
management and service related to individuals and non-confidential management-type
services to internal staff. Its content may include personal comprehensive information
inquiry, email sending and receiving, internal control document inquiry and browsing,
work schedule, work task reminder, online learning and continuing education, etc. Using
themobile government office platform, government staff can receive official information
at any time and deal with pending matters in a timely manner without the restrictions
of places and equipment. This reduces the government’s administrative expenses and
improves efficiency to a large extent [9], and in the meantime, effectively strengthens
cooperation and communication among staff members.

The government’s mobile government services for internal staff focus on, first,
improving the energy efficiency of internal management and services to support the
front-line work; second, implementing whole-process monitoring to continuously opti-
mize and improve work quality and enhance job performance; and third, increasing
professional proficiency, improving personal qualities, and promoting team building.
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3.3 mG2B Mode

Mobile Government to Business, or mG2B for short, refers to the use of mobile com-
munication technology between government and enterprises to achieve government-
enterprise interaction in mobile government. The use of mG2B can further reduce the
operating costs of enterprises in dealing with government departments, and can also save
the cost of government expenditures incurred in providing public services. mG2B mode
is mainly used in electronic license processing, electronic procurement and bidding,
electronic taxation, public information consulting services, small and medium-sized
enterprise e-services and other fields.

The government’s mobile government services to enterprises focus on: first, creating
a good social environment for enterprises and providing easy and low-cost management
services, such as open public data; second, building a platform for mutual communi-
cation and legal access to public resources for the development of enterprises, such
as establishing electronic trading platforms; third, effectively supervising enterprises
under the framework of the rule of law to reduce negative effects, such as environmental
pollution monitoring.

3.4 mG2C Mode

Mobile Government to Citizen, or mG2C for short, refers to government departments
provide services to the public using mobile communication technology. Its main appli-
cations include education and training, employment, e-health, social security network,
e-tax, social governance and public management information services. The main point
of the current construction is to actively push online community service projects and
online personal government service matters into the mobile government platform. This
has greatly facilitated the two-way interaction between the government and the public,
and the characteristics of public service provision centered on public demand are becom-
ing more and more obvious [10], thus enabling “government departments or institutions
to truly realize their mission of serving the public” [11] [12].

The government’s mobile government services to the public focus on: first, “all-
round” public affairs, government departments should publish all public services and
work procedures to the public through the information network, so that people can
understand the content of services in a timely manner. Second, “all-weather” govern-
ment services, government departments should make full use of the mobile government
services platform, so that the public can receive 7 × 24 h of service. Third, the “whole
process” of supervision, while citizens enjoy mobile government services, they can also
evaluate and supervise the service contents and effects in a timely manner to strengthen
the supervision of the government by the society.

3.5 mG2V Mode

Mobile Government between government and foreign organizations and visitors, or
mG2V for short, refers to mobile government services provided by foreign-related gov-
ernment departments to foreign organizations and personnel using mobile communica-
tion technology. The government has a diplomatic function. In the era of globalization,



26 G. Yu et al.

interactions between countries are becoming more frequent, and an open country always
has a large number of international organizations and foreigners permanently stationed
there. As a result, mG2V is increasingly of interest to modern governments.

The government’s mobile government services for foreign organizations and person-
nel are, on the one hand, to provide foreign governments and the public with promotional
information about various fields in the country, to introduce policies, regulations, finance,
environmental and other issues to foreign enterprises and citizens interested in investing
in the country, to introduce cultural resources of travel destinations and to explain laws
and regulations such as visas and currency exchange to foreign tourists. On the other
hand, it also has the function of handling immigration management and immigration
services.

4 Conclusion

Technological and management innovations will continue to expand and deepen the
content of the mobile government application modes, rather than being limited to those
described in this paper. External services in the form of mG2C, mG2B and mG2V, and
internal management in the form of mG2G and mG2E, constitute the basic application
modes of mobile government. Handling the relationship between these two types is
the guarantee of implementing, expanding and deepening mobile government services.
First, we must always insist that the fundamental purpose of improving the internal
management level of government affairs is to enhance the quality of external services.
This is the prerequisite element for building a mobile government service model, other-
wise it may lead to the blind introduction of various mobile information technologies,
while ignoring the government service itself. Second, the relationship between mG2G
and mG2E should be handled well. They are highly interrelated. mG2E directly serves
specific “people”, while mG2G directly serves seemingly abstract levels of government,
but actually, both of them exist to meet the needs of the public. They ultimately con-
verge in the specific service projects or events provided to the public. Third, mG2C,
mG2B, and mG2V are deemed as the fundamental purpose of mobile government, and
there is no priority among the three. Especially for mG2V, any free and open country
should provide possible, equal and quality wireless government services to everyone in
the world.
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Abstract. In the face of the information recommendation requirements in mobile
Internet applications, in order to better use the user micro implicit feedback behav-
ior obtained by the mobile intelligent terminal to improve the recommendation
efficiency, this paper intends to carry out the analysis of the implicit feedback
behavior by analyzing the behavior distribution and behavior correlation. The ana-
lytical results reveal the particularity of the implicit feedback behavior in mobile
intelligent terminal.

Keywords: Recommended system · Mobile intelligent terminal · Implicit
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1 Introduction

The analysis of user network behavior characteristics is the design basis of many Internet
products. Through in-depth analysis of user behavior, completing personalized recom-
mendation can bring users a better application experience. In the field of market-driven
software engineering, user behavior analysis also provides new ideas and improvement
direction for application development to meet the requirements of the new situation.

User network behavior can be divided into two categories: explicit feedback behavior
and implicit feedback behavior. The definition, characteristics, differences and types
of the two types of behavior, relatively stable and unified views have been formed.
Display feedback behavioral data can accurately express user intention, but because it
interferes with the normal interaction process in the network, increases the cognitive
burden and reduces the user experience, it is difficult to obtain data. On the contrary, for
users’ implicit feedback behavior data, it is much less difficult to obtain and has large
information abundance. Therefore, although such information has low accuracy, large
data noise and large context sensitivity, this research field is still getting more and more
attention.
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2 Related Studies

With the rapid development of social networks and e-commerce, the number of Internet
users has increased and the demand for personalized recommendation services is grow-
ing. It is the focus and difficulty of current research to deal with the massive amount of
multi-source heterogeneous data generated when users browse the mobile Internet.

The original personalized recommendation service is mainly for PC-based users, and
the relevant research is mainly divided into the following four aspects: research on an
application scenario, a kind or technology, recommendation system evaluation method,
and a kind of common problems in the recommendation system.

The study of user network behavior was initially applied in the field of information
retrieval, which significantly improves the performance of information filtering com-
pared to other feedback, and quickly filters from massive information sets, providing
the retrieval set with the highest correlation with their interest preferences[1]. Lots of
researches show that user browsing time is important to find person’s preference [2, 3].
Moreover, bookmarking, printing and saving could show users’ interesting. Oard and
Kim clustered them into three groups [4–6].

In addition, mobile network environment give a challenge. Researches such as [7, 8]
focus on this condition. Implicit behaviors from user exploring website in this condition
are hot [9–11]. Therefore, this paper conducts the analysis of the implicit feedback
behavior of mobile intelligent terminals.

3 Problem Description and Behavioral Analysis

3.1 Problem Description

Users’ network implicit behavior contains information about their preferences, but it is
generally not clearly expressed, so it is more difficult to correctly judge their preferences,
and the researchers have carried out more work in this regard. At present, there are
many implicit studies on macro-network behavior, such as behavioral sequence analysis
or item recommendation based on browsing, adding shopping carts, buying and other
behaviors. For the implicit feedback behavior of usermicro network, there are few studies
and conclusions that are found due to small data scale, less data category and low data
dimension. This paper plans to carry out implicit feedback behavior analysis, explore
the characteristics of implicit feedback behavior data, and lay the foundation for the
subsequent recommendation based on implicit feedback behavior.

3.2 Analysis of User Microscopic Implicit Feedback Behavior

Acquiring approach of users’ micro implicit behavior includes two ways. The first one is
direct acquiring way, which is conducted by running some software in background. The
other is indirect way, generally speaking, which is acquired by questionnaire. In direct
acquisition, there are problems of sparse data, less categories and low dimensions, which
is not conducive to subsequent analysis and deterministic conclusions. In this paper, we
use data in indirect acquisition mode to analyze the micro indirect feedback behavior,
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extracting part of the survey content (Q4-Q15) from the questionnaire, and mapping it
to micro implicit behaviors, IFBn above, from user exploring in website, as below in
Table 1.

Table 1. User micro implicit behavior.

Raw data (users’ behavior) Description Corresponding behavior
(micro implicit behavior)

Which app store do you
use?(Q4)

Discrete, type: 10, Category
mutual exclusion

Category selection of
application market(IFB1)

How frequently do you visit
the app store to look for
apps?(Q5)

Discrete, type: 9, Category
mutual exclusion

Access frequency of
application market(IFB2)

On average, how many apps do
you download a month?(Q6)

Discrete, type: 6, Category
mutual exclusion

Number of monthly
attention to items(IFB3)

When do you look for
apps?(Q7)

Discrete, type: 6, Categories are
not mutually exclusive

Query frequency of
item(IFB4)

How do you find apps? (Q8) Discrete, type: 9, Categories are
not mutually exclusive

Query method for
item(IFB5)

What do you consider when
choosing apps to
download?(Q9)

Discrete, type: 13, Categories
are not mutually exclusive

Detail level of item
browsing(IFB6)

Why do you download an app?
(Q10)

Discrete, type: 15, Categories
are not mutually exclusive

Focus on item (purchase
possibility)(IFB7)

Why do you spend money on
an app? (Q11)

Discrete, type: 12, Categories
are not mutually exclusive

Purchase behavior of
item(IFB8)

Why do you rate apps?(Q13) Discrete, type: 7, Categories are
not mutually exclusive

Evaluation behavior of
item(IFB9)

What makes you stop using an
app? (Q14)

Discrete, type: 15, Categories
are not mutually exclusive

Cancel attention to
item(IFB10)

Which type of apps do you
download?(Q15)

Discrete, type: 23, Categories
are not mutually exclusive

Category focus behavior on
item(IFB11)

In order to facilitate the subsequent association analysis of various kinds of influence
variables, the usermicro implicit feedbackbehavior is divided into twocategories accord-
ing to the questionnaire data: 1)mutually exclusivemicro implicit feedback behavior and
2) non-mutually exclusive micro implicit feedback behavior in the literature [7]. Among
them, IFB1-IFB3 is category mutually exclusive micro implicit feedback behavior, each
user corresponds to a micro implicit feedback behavior result, such as selecting only
one application market class, a certain access frequency and attention frequency to item
determined; IFB4-IFB11 is category non-mutually exclusive type micro implicit feed-
back behavior, each user can correspond to multiple micro implicit feedback behavior
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results, such as the query frequency to item when the user is depressed, when the user
needs to complete the task, when the user is bored.

The variable fIFBn(Cm) is defined as the occurrence frequency of some implicit
behavior IFBn. Then for mutually exclusive user behavior, fIFBn(Cm) = ∑

m Cm = 1,
and for non-mutually exclusive user behavior, fIFBn(Cm) = ∑

m Cm ≥ 1. Among these,
Cm is the mth the category attribute values of the nth micro implicit feedback behavior
IFBn.

Let the sample size of user micro implicit feedback behavior be N , then the behav-
ior distribution is defined as

(∑
N Cm

)
/N to clearly reflect the differences of various

attributes of user micro implicit feedback behavior. At the same time, the correlation
of the behavior by calculating the micro implicit feedback behavior. Due to the large
numerical discretization, fIFBn(Cm), of the microscopic implicit feedback behavior IFBn
and the inconsistent range of variation, it was normalized before the correlation analysis.

4 Experiments and Analysis

4.1 Microscopic Implicit Feedback Behavior Distribution

1) Users differ greatly in category selection (IFB1) for the applicationmarket. In Fig. 1,
the top three are the differences in micro implicit feedback behavior of Android
Market, Apple iOSApp Store, Nokia Ovi Store, except from the context influence of
user attributes discussed here, andmore from the influence of software and hardware
of mobile intelligent terminals, which will be discussed in subsequent studies.

2) The frequency of access (IFB2) in the application market is the reflection of user
demand. This statistical data has not a strong relationship between the hardware
and software of the mobile intelligent terminals used by the user, so the category is
relatively evenly distributed, as shown in Fig. 2.

Fig. 1. Class distributions of microscopic implicit feedback behavior IFB1.

3) The number of attention to item per month (IFB3) reflects the strong willingness and
choice tendency, but few users with high attention, as shown in Fig. 3, more users
pay attention to item within 5 times a month, among which the number of attention
to item is 0 or 1 is 40% and 2–5 for 36%, showing certain long tail characteristics.
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Fig. 2. Distributions of microscopic implicit feedback behavior IFB2.

4) The query frequency (IFB4) to item is also a microscopic implicit feedback behavior
that reflects user willingness and choice propensity. According to the questionnaire
data of literature [7], except for the last category (including data that cannot be
classified to the top 5 categories), users with different needs, such as work demand,
query demand, entertainment demand, etc., the query frequency fluctuates little, as
shown in Fig. 4.

Fig. 3. Class distributions of microscopic implicit feedback behavior IFB3.

5) The queryway of item (IFB5), from the questionnaire data in the literature [7], except
the last category (including data that cannot be categorized to the top 8 categories),
is shown in Fig. 5. the most way users use to query of item is keyword search, the
most distrust way is list ranking.

6) Detail level of item browsing (IFB6). The most user attention to item information
is price, features, detail description and comments, as shown in Fig. 6. From the
implicit feedback behavior of mobile smart terminals, it is similar to PC-based user
behavior.
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Fig. 4. Distributions of microscopic implicit feedback behavior IFB4.

Fig. 5. Class distributions of microscopic implicit feedback behavior IFB5.

7) The intensity of attention on item (IFB7) also reflects user purchase possibilities
for item. In addition to the last category (including data that cannot be classified to
the top 14 categories), item with high intensity of user attention are entertainment,
function and novelty, and lower ones are stranger communication, advertising effect
and impulse purchase, reflecting users’ rational attention, as shown in Fig. 7.

8) Purchases of item (IFB8). Except for the last category (including data that cannot be
categorized to the top 11 categories), users preferred free item, unless there is no free
version and similar features and requires increased functionality and performance,
as shown in Fig. 8. Users don’t tend to subscribe to a certain item and pay.
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Fig. 6. Distributions of microscopic implicit feedback behavior IFB6.

Fig. 7. Distributions of microscopic implicit feedback behavior IFB7.

9) Evaluation behavior (IFB9) for item. Except for the last category (including data
that cannot be categorized to the top 6 categories), the data showed that the user did
not like the evaluation, as shown in Fig. 9. Some existing reviews are given mainly
to let others understand the merits of item. Mandatory evaluations are currently
relatively few.

10) Cancel attention to item (IFB10). Except for the last category (including data that
cannot be classified to the top 14 categories), causes users to dismiss item or find
a better replacement, as shown in Fig. 10. The cancellation of attention is less
affected by his family or friends.
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Fig. 8. Distributions of microscopic implicit feedback behavior IFB8.

Fig. 9. Distributions of microscopic implicit feedback behavior IFB9.

11) Category focus behavior on item (IFB11). In addition to the last category (including
data that cannot be classified to the top 22 categories), the item categories that users
focus on are game category, social network category, music category, etc., and the
item categories that users do not pay attention to are catalog category, medicine
category and reference category, as shown in Fig. 11.
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Fig. 10. Class of distributions of the microscopic implicit feedback behavior IFB10.

Fig. 11. Class of distributions of the microscopic implicit feedback behavior IFB11.

4.2 Microscopic Implicit Feedback Behavioral Correlations

The correlations between the implicit feedback behavior of non-mutually exclusive type
microscopy are analyzed, as shown in Table 2.
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Table 2. Microscopic implicit feedback behavioral correlations.

IFB4 IFB5 IFB6 IFB7 IFB8 IFB9 IFB10 IFB11

IFB4 Pearson
Correlation
Coefficient

1 0.668** 0.591** 0.636** 0.412** 0.359** 0.458** 0.550**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB5 Pearson
Correlation
Coefficient

0.668** 1 0.665** 0.689** 0.553** 0.408** 0.482** 0.596**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB6 Pearson
Correlation
Coefficient

0.591** 0.665** 1 0.714** 0.486** 0.419** 0.618** 0.594**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB7 Pearson
Correlation
Coefficient

0.636** 0.689** 0.714** 1 0.578** 0.461** 0.579** 0.651**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB8 Pearson
Correlation
Coefficient

0.412** 0.553** 0.486** 0.578** 1 0.430** 0.337** 0.484**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB9 Pearson
Correlation
Coefficient

0.359** 0.408** 0.419** 0.461** 0.430** 1 0.385** 0.413**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB10 Pearson
Correlation
Coefficient

0.458** 0.482** 0.618** 0.579** 0.337** 0.385** 1 0.526**

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

IFB11 Pearson
Correlation
Coefficient

0.550** 0.596** 0.594** 0.651** 0.484** 0.413** 0.526** 1

Significance
(two tailed)

0.000 0.000 0.000 0.000 0.000 0.000 0.000

** At the 0.01 level (two tailed), the correlation was significant

The significance value indicators in the table are all 0, less than 0.05, meeting the
premise of correlation analysis.The Pearson correlation value of IFB4 with IFB 5, IFB 7



38 W. Wang et al.

was greater than 0.6, indicating that the three microscopic implicit feedback behaviors
are correlated and strongly correlated. Similarly, IFB 5 is associated strongly with IFB
6, IFB 7, IFB 6 with IFB 7, IFB 10, and IFB 7 with IFB 11. Purchase behavior (IFB8)
for item and evaluation behavior for item (IFB9), showed a weak correlation with other
behaviors.

5 Conclusions

This paper provides the analysis of the implicit feedback behavior of mobile intelli-
gent terminal, establishes the micro implicit feedback behavior data set, and analyzes
the behavior distribution and non-mutually exclusive micro implicit feedback behavior
respectively, which lays the basis for further using the analysis results.
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Abstract. The signal layer heterogeneous communication technology is a cross-
technology communication (CTC) technology, which is a direct communication
technology between different wireless devices. Since ZigBee and WiFi have
overlapping spectrum distribution, the ZigBee transmission will affect the CSI
sequence. We propose a CTC technology based on machine learning and neural
network, from Zigbee to WiFi, leveraging only WiFi channel state information
(CSI). By classifying WiFi CSI, we can distinguish whether there is ZigBee sig-
nal transmission in WiFi signal. This paper uses the machine learning method
and neural network method to classify CSI sequence analyzes the importance of
CSI sequence features to the classifier, improves the accuracy of machine learning
classifier by extracting multiple CSI sequence features, and improves the classi-
fication accuracy by neural network classifier. In our experimental data set, the
highest accuracy can reach 95%. The evaluation results show that our accuracy is
higher than the existing methods.

Keywords: Heterogeneous communication · CSI ·Machine learning · LSTM

1 Introduction

According to the prediction of the Global System forMobile Communications assembly
(GSMA), the number of global Internet of things (IoT) devices will reach about 24
billion in 2025. So many IoT devices bring challenges to the communication between
different IoT devices. Traditionally, the method to realize the communication between
heterogeneous IoT devices is to realize the indirect connection between heterogeneous
IoT devices through IoT gateway. This will lead to an increase in cost, requiring Internet
of things gateway equipment for transfer, slow data transmission and small traffic [1]. As
a new research field, CTC has great application scenarios and good scientific research
prospects [2]. According to different implementation schemes, CTC mainly includes
packet-based CTC and signal-based CTC [3].

In packet-based CTC, the direct CTC of heterogeneous Internet of things devices
is realized by embedding packet length, packet energy, and combined frame. Busybee
[4] realized the CTC between WiFi devices and ZigBee devices and designed a scheme
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to encode channel access parameters. The system can correctly decode WiFi signals
and ZigBee signals. Zifi [5] uses the unique interference signature generated by ZigBee
radio through WiFi beacon to identify the existence of WiFi network. C-morse [6] It is
the first to use traffic to implement CTC. When building recognizable wireless energy
mode, c-morse slightly interferes with the WiFi packets. The packet-level CTC avoids
hardware modifications, but it reduces the transmission rate and bandwidth.

Compared with packet-based CTC, the signal-based CTC will greatly improve
throughput, which is conducive to improving throughput and expanding the applica-
tion range of CTC [1]. TwinBee [7] realizes CTC by recovering chip errors introduced
by imperfect signal simulation. LongBee [8] improves the reception sensitivity through
new conversion coding, so as to realize CTC.

In this paper, the coding and decoding problem of the CTC signal is transformed
into the classification problem of WiFi CSI. We extract several features of the WiFi CSI
sequences, and then classify the CSI signal through machine learning classifiesr and
neural network. We mark the CSI signal affected by ZigBee as “1” and the CSI signal
not affected by ZigBee as “0”. Specifically, our major contributions are as follows:

(1) We propose a CTC technology based onmachine learning and neural network, from
Zigbee to WiFi, using only WiFi CSI.

(2) We use a variety of machine learning methods to classify CSI sequences. We
extracted eight CSI sequence features and analyzed the accuracy of machine learn-
ing classifier using six machine learning classifiers to improve the classification
accuracy of CSI sequences.

(3) We use neural networks to classify CSI sequences, and neural network has a high
accuracy. The experimental results show that the classification accuracy of CSI
sequences by machine learning and neural network has reached a satisfactory level.

This paper consists of five sections, and the overall structure is as follows: The Sect. 2
introduces the preliminary work, the Sect. 3 introduces the system design, the Sect. 4
introduces the result analysis, and the Sect. 5 summarizes this paper.

2 Preliminary

2.1 The Spectrum Usage of ZigBee and WiFi

ZigBee is a new low-cost, low-power, and low-speed technology suitable for short-
range wireless communication. It can be embedded in various electronic devices to
support geographic positioning functions. This technology is mainly designed for low-
speed communication networks. Different transmission speeds. WiFi and ZigBee use
the 2.4 GHz wireless frequency band and adopt the direct sequence spread spectrum
transmission technology (DSSS). ZigBee, transmission distance 50–300 m, rate 250
kbps, power consumption 5 mA. ZigBee is usually used in smart home. WiFi, fast speed
(11Mbps), high power consumption, generally connected to the external power supply.

The spectrum usage of ZigBee and WiFi is shown in Fig. 1. Channel 1 of WiFi and
channels 11, 12, 13, and 14 of ZigBee overlap, so we can try to achieve cross-technology
communication from Zigbee to WiFi.
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Fig. 1. The spectrum distribution

2.2 Channel State Information

In order to realize heterogeneous communication from Zigbee to WiFi, we need to
analyze the changes of WiFi signals. Channel state information (CSI) is information
used to estimate the channel characteristics of a communication link. Therefore, we use
WiFi CSI information to analyze WiFi signals.

As shown in Fig. 2, the left figure shows the WiFi CSI signal when there is ZigBee,
and the right figure shows the WiFi CSI signal when there is no ZigBee. It can be seen
from the figure that ZigBeewill affect theWiFi CSI signal.We can judgewhether there is
ZigBee by analyzing the WiFi CSI signal. Therefore, cross-technology communication
from Zigbee to WiFi can be realized.

Fig. 2. The impact of ZigBee on WiFi CSI signal
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2.3 The Support Vector Machines (SVM) Classifier

In this paper, we use machine learning classifiers to classify WiFi CSI signals. The
experimental demonstrates that SVM classifier is the best classifier in our CSI sequence.
Next, we introduce the SVM classifier.

Support vector machine (SVM) is a two class machine learning classifier. It is a
supervisedmodel, which is usually used for data classification of small samples. Support
vector machine is the segmentation surface used to segment data points. Its position is
determined by the support vector (if the support vector changes, the position of the
segmentation surface will change). Therefore, this surface is a classifier determined by
the support vector, that is, the support vector machine.

3 System Design

Figure 3 illustrates our system design, we first collect CSI data, then process the collected
data, through the feature selection module and classification module, and finally analyze
the classification results.

3.1 Hardware Setting

We conduct data acquisition onWiFi and ZigBee devices.We use the Intel 5300 network
card as the WiFi device and the TelosB node as the ZigBee device. The transmission
interval of WiFi packets is 0.5 ms and the length is 145 bytes. ZigBee packets are sent
at an interval of 0.192 ms and 28 bytes in length. The experiment was conducted in a
real environment. We extract some features of the WiFi CSI signal, and then classify the
CSI signal through a machine learning classifier and neural network. We mark the CSI
signal affected by ZigBee as “1” and the CSI signal not affected by ZigBee as “0”.

3.2 Feature Extraction

The length of the classifier window is 16, which can obtain the optimal classification
accuracy and transmission rate. In each window, we extract 8 features of CSI sequence:
variance, peak to peak, kurtosis, bias, standard deviation, mean, mode and median. We
classify the extracted features of CSI sequences with machine learning classifiers, and
the classification results will be analyzed in Sect. 4.

3.3 Machine Learning Classification Selection and Neural Network Design

We use machine learning classifiers such as complex tree, quadratic discriminator, cubic
SVM, fine KNN, medium tree, bagged trees and logistic regression. The classification
results will be analyzed in Sect. 4.

Long short termmemory network (LSTM) is a kind of time recurrent neural network
(RNN), LSTM avoids long-term dependence through deliberate design. LSTM neural
network ismore suitable for dealingwith timing problems. Our CSI sequences are timing
problems, so we can use LSTM to classify them. Figure 4 illustrates the LSTM network
structure we use.
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Fig. 3. System design

Fig. 4. The LSTM structure
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4 Result Evaluation

4.1 Hardware

We experimented with off-the-shelf hardware. Figure 5 shows the placement of our
transmitting antenna and receiving antenna. We used one WiFi transmitter and three
WiFi receivers for the experiment. The distance between the transmitter and the receiver
is about 100 cm, which can obtain better classification accuracy. ZigBee transmitter is
between transmitting antenna and receiving antenna. The distance between the ZigBee
transmitter and WiFi transmitting antenna and receiving antenna is about 50 cm.

Fig. 5. Experimental setup diagram

4.2 Evaluation of Experiment Results

Weextract 8 features ofCSI sequence and train themwith 10machine learning classifiers.
The classification results are shown inTable 1.Differentmachine learning classifiers have
different classification accuracy, among which SVM classifier has the highest accuracy.
The accuracy of Cubic SVM is 93.8%.This is the highest accuracy of machine learning
classifier, reaching a high level.

Then we use the LSTM network introduced in Sect. 3 for training. The accuracy
of LSTM is 94.2%, which is higher than that of SVM in machine learning classifier.
LSTM is more suitable for training time series. Our CSI sequence is time series, which
improves the accuracy of CSI sequence classification.
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Table 1. Classification results our dataset.

Classifier Accuracy

Complex Tree 88.9%

Quadratic Discriminant 72.8%

Cubic SVM 93.8%

Fine KNN 80.8%

Medium Tree 89.5%

RUSBoosted Trees 89.5%

Baggled Trees 90.6%

Boosted Trees 91.7%

Baggled Trees 90.6%

Logistic Regress 80.2%

5 Conclusion and Next Work

We realize the cross-technology communication fromZigbee toWiFi throughCSI classi-
fication. In future work, we will explore how to realize cross-technology communication
from WiFi to ZigBee, and use other neural networks to classify CSI sequences. CTC
technology is an important technology in the Internet of things, which can realize the
communication between different Internet of things devices. There is still a lot of work
to be done in the future.
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Abstract. To deal with the problem of weak target detection, a cascaded general-
ized likelihood ratio test (GLRT) radar/infrared lidar heterogeneous information
fusion algorithm is proposed in this paper. The algorithmmakes full use of the tar-
get characteristics in microwave/infrared spectrum and the scanning efficiency of
different sensors. According to the correlation of target position in themulti-sensor
view field, the GLRT statistic derived from the radar measurements is compared
with a lower threshold so as to generate initial candidate targets with high detec-
tion probability. Subsequently, the lidar is guided to scan the candidate regions and
the final decision is made by GLRT detector to discriminate the false alarm. To
get the best detection performance, the optimal detection parameters are obtained
by nonlinear optimization for the cascaded GLRT Radar/Infrared lidar heteroge-
neous information fusion detection algorithm. Simulation results show that the
cascaded GLRT heterogeneous information fusion detector comprehensively uti-
lizes the advantages of radar and infrared lidar sensors in detection efficiency and
performance, which effectively improves the detection distance upon radar weak
targets within the allowable time.

Keywords: Radar · Infrared lidar · Heterogeneous fusion · Cascaded detector ·
False alarm discrimination

1 Introduction

Some important targets with collaborate design of shape and material are capable of
backscattering the incidence electromagnetic wave weakly and the radar detection per-
formance degrades a lot. Single-mode sensors are no longer satisfy the detection require-
ments, and multi-sensor fusion detection has become a development trend [1, 2], such
as multi-radar sensors fusion [3], multi-infrared sensors fusion [4], radar/infrared fusion
[5], radar/optical fusion [6], lidar point cloud/optical fusion [7], etc.

Since it is hard to control the targets characteristics in microwave and infrared fre-
quency bands simultaneously, radar and infrared sensors have become an important
combination mode for fusion detection. In [8], the infrared imaging/active radar fusion
detection of weak target is realized through spatiotemporal registration and radar virtual
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detection image generation from infrared image. In [9], the relevance of radar/infrared
characteristics is used for multi-target association. However, the maximum detection
range of passive infrared sensors usually mismatches to that of radar. With the develop-
ment of laser phased array technology, the combination of radar and infrared lidar will
exhibits potential in aerial target detection.

Although it’s easy to realize the spatiotemporal registration for co-platform
radar/infrared lidar, the target characteristics in microwave/infrared spectrum has great
difference which increased the difficulty of fusion detection. Besides, the mechanisms
of radar and infrared lidar are different from each other. The wide beam of the radar
can lead to quicker scanning but the detection angle resolution is low; the narrow beam
of lidar can lead to higher detection angle resolution but the scanning and detection
speed is low. Therefore, this paper proposed a cascaded GLRT radar/infrared lidar het-
erogeneous information fusion algorithm to solve the fusion detection problem of that
radar/infrared lidar cross-spectrum sensors have difference on target characteristics and
detection mechanisms.

Aiming at the problem of long distance and weak targets detection, the radar/infrared
lidar heterogeneous fusion detection method is studied in this paper. Based on the target
location prior constraint relationship of multi-sensor, a low detection threshold is set for
radar detection firstly, and then the infrared lidar is guided by radar detection results
for further detection and false alarm elimination. The organization of the paper is as
follows: Sect. 2 describes the radar/infrared lidar measurement model, Sect. 3 provides
the method of heterogeneous fusion detection, and the simulation experiments of typical
scenarios are demonstrated in Sect. 4, and Sect. 5 concludes the paper.

2 Measurement Model of Radar and Infrared Lidar

2.1 Radar Echo Model

When the radar transmits a series of pulses with carrier frequency fc, the echo of a target
at distance R can be expressed as follows

Sr(t) =
CPI−1∑

k=0

√
PtR · σR · K · rect

[
t − τRa − kTrR

TpR

]
· exp{j2πfc(t − τRa)} + eR(t) (1)

where PtR is emitted peak power, σR is the radar cross section of target, CPI is the
number of pulses, TrR is pulse repetition period and TpR is the pulse width. τRa = 2R/c

is the echo delay time of the target, K = G2λ2R
(4π)3R4

is the propagation decay factor, eR(t)
is complex white Gaussian noise due to the receiver [11] with variance PnR , and

PnR = kT0BNF (2)

k = 1.38× 10−23 J/K is the Boltzmann constant, T0=290K , B is the bandwidth of
receiver and NF is the noise coefficient of receiver.
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2.2 Lidar Echo Model

The lidar echo of a target at distance R can be expressed as follows [13].

Sr(t) =
CPI−1∑

k=0

√
PtR · σR · K · rect

[
t − τRa − kTrR

TpR

]
· exp{j2πfc(t − τRa)} + eR(t).

(3)

Tau = Thalf /
√
8 ln 2, PtL is emitted peak power, σL is the lidar cross section of

target, TpL is the pulse width, τLi= 2R
c is target echo delay time, K = GT

(4πR2)2
· πD2

r
4 is the

propagation decay, eL(t) is the background light noise including the sunlight reflected
by the target and scattered by the atmosphere and the direct sunlight [14]. The noise
variance

Pb = π

16
ηrL�λθ2tLD

2
r [ρTaHλ cos θ cosϕ + β

4α
(1 − Ta)Hλ + πLλ] (4)

In case of air-to-air lidar detection, by reviewing the paper [15], the angle between
the sun ray and the target surface is taken θ = 0, the angle between the normal line of
the target surface and the receiving axis is taken ϕ = 0. In addition, the transmittance of
receiving optical system is ηt = 1, receiving field angle θtL = 1mrad, target reflection
coefficient ρ = 0.8, the narrowband filter bandwidth �λ = 50 nm, atmospheric trans-
mittance Ta = 0.87. Atmospheric attenuation coefficient and scattering coefficient are
α = 1 and β = 1 combined with the detection requirements of more than 100 km [16].
The spectral radiance of atmospheric scattering and the spectral irradiance on the ground
of sunlight are Lλ= 3.04 × 10−6W/(cm2 · sr · nm) and Hλ= 6.5 × 10−5W/(cm2 · nm)

are simulated by MOTRAN4.0 software. When λ = 1064 nm, the Pb ≈ 1.1 × 10−7 W.

3 Radar/Infrared Lidar Fusion Detection Algorithm

The Radar/Infrared lidar fusion detection algorithm proposed in this paper is asyn-
chronously cascaded, the radar target detection is finished firstly, then based on the radar
detection results and position correlation, the infrared lidar is used for further detection
and false alarm discrimination. The algorithm flow is shown in Fig. 1

CFAR detector
(      with range vague)

Radar echo
HPRF1

HPRF1 detection result
without range vague

Radar echo
HPRF2,HPRF3

CFAR detector and False 
alarm discrimination(     )

Final detect result output

Infrared Lidar 
echo

Fig. 1. Algorithm flow chart of cascade detection algorithm, the PFA1 and PFA2 are false alarm
probability for radar detection and lidar detection
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The radar/lidar heterogeneous fusion detection method includes two cascade target
detection: the radar detection and the lidar false alarm discrimination. The received radar
and lidar echo signals are converted into a discrete signal by the digital analogue digital
converter (ADC), so the echo used for target detection is discrete sequence signal and
the detection model [12] can be described as Eq. (5) uniformly.

{
H0: X = w

H1: X = AS + w
(5)

For radar detection, X and S are observation signal and signal wave with length N .
w ∼ CN (0, σ 2IN ), and the probability density function (PDF) is X ∼ CN (0, σ 2IN )

for H0 and X ∼ CN (AS, σ 2I) for H1, A, σ 2 are both unknown parameters. The test
statistics variable T can be constructed by GLRT [12].

T = (S(SHS)−1SHX)H (S(SHS)−1SHX)/m

((I − S(SHS)−1SH )X)H ((I − S(SHS)−1SH )X)/n
= (PSX)H (PSX)/m

((I − PSX)H ((I − PSX)/n
(6)

The PDF of test statistics variable T is T ∼ Fm,n for H0 and T ∼ Fm,n(λ) for H1,

m = 2rank(PS), n = 2N − m, λ= 2(AS)H (AS)

σ 2 .
For lidar false alarm discrimination,X and S are two-dimensional observation signal

and signal wave with sizeM ×N ,M is the number of beams,N is the number of distance
bins. S = [smn]M×N has an unknown parameterm0(m0 is the index of a beam containing
targets), w = [wmn]M×N , and wmn∼N (0, σ 2). Assuming that �X and �S are both one-
dimensional vectors stretched from the two-dimensional matrix X and S, the PDF is
�X ∼ N (0, σ 2IMN ) for H0 and �X ∼ N (A�S, σ 2IMN ) for H1, A, σ 2 are both unknown
parameters. Then T constructed by GLRT [12] is as Eq. (7) shows.

T = argmax
m0∈M

(PS �X)T (PS �X)/p

((I − PS) �X)T ((I − PS) �X)/(MN − p)
(7)

p = rank(PS) = rank(�S(�ST �S)−1�ST ). Because the correlation of theM randomvariables
is hard to analysis, it’s difficult to calculate the PDF of T . Considering that the lidar echo
of a point target for the different beam is independent, if we use �xm (the beam echo that
beam index is m) to substitute �X, use �sm (the beam wave with index m) to substitute �S,
the T is changed to

T = argmax
m0∈M

(P�sm0 �xm0)
T (P�sm0 �xm0)/pm0

((IN − P�sm0 )�xm0)
T ((IN − P�sm0 )�xm0)/(N − pm0)

(8)

when m0 is given, the �sm0 will be definite. And for different values of m0, �sm0 are same,
so the values of pm0 = rank(P�sm0 ) = rank(�Sm0(

�STm0
�Sm0)

−1�STm0
) are same, and the

observation echo in different beams are independent. Thus, the PDF of the test statistics
variable is easy to analysis [17], the false alarm probability and detection probability
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are as Eq. (9) shows. Ft is the distribution function of t whose PDF is Fp,N−p, Ft2 is the

distribution function of t2 whose pdf is F ′
p,N−p(λ), λ= (A�sm0 )T (A�sm0 )

σ 2 .

{
PFA = Pr{T > γ |H0} = 1 − (Ft(γ ))M

PD = Pr{T > γ |H1} = Pr{t1 > γ, t2 > γ |H1} = 1 − Ft(γ )M−1Ft2(γ )
(9)

In summary, suppose the Radar test statistics variable is T1, the infrared lidar test
statistics variable is T1, the total PFA and PD of the detection system can be calculated
{
PFA = Pr{T1 > γ1, T2 > γ2|H0} = Pr{T1 > γ1|H0} · Pr{T2 > γ2|H0} = PFA1 · PFA2

PD = Pr{T1 > γ1, T2 > γ2|H1} = Pr{T1 > γ1|H1} · Pr{T2 > γ2|H1} = PD1 · PD2

(10)

For a given PFA, to get the best PD and satisfy the engineering application require-
ments for algorithm complexity at the same time, the following nonlinear optimization
strategy are given to get the optimized false alarm probability parameters for cascade
detection

⎧
⎪⎪⎨

⎪⎪⎩

PD = argmax
PFA1,PFA2

PD1 · PD2

0 < PD ≤ 1, 0 < PFA1 < a, 0 < PFA2 < 1
PFA1 · PFA2 = PFA

(11)

The value of a is related to the signal processing speed of the detection system. In
actual engineering applications, it’s necessary to minimize the time required for signal
processing to achieve real-time updates of detection results. Assuming that the system
need finish the lidar false alarm elimination within a given time Tlim, the expected
detection time can approximately satisfy the inequality that

E(TD) ≈ NBRa · NRRa · PFA1/nL′ ≤ Tlim ⇒ PFA1 ≤ Tlim · nL′

NBRa · NRRa
= a (12)

NBRa is the number of Radar echo beams, NRRa is the number of Radar distance bins,
PFA1 is the false alarm probability for radar detection, nL′ is the number of false alarm
eliminations completed by the signal processing system per unit time. a = 10−1 in the
paper, and the value of a can be changed for different detection situations.

In addition, the single radar detection model is the same as radar detection. Besides,

for single lidar detection, the T can be constructed as T = (PSX)T (PSX)/p
((I−PSX)T ((I−PSX)/(N−p)

,

p = rank(�S(�ST �S)−1�ST ), λ= (AS)T (AS)

σ 2 .

4 Experiment and Analysis

4.1 Simulation Parameter Set

To verify the effectiveness of the cross-spectrum fusion detection algorithm, a stationary
target detection simulation experiment is done in this part. (For moving targets, motion
compensation can be used to convert target detection into an equivalent stationary target
detection situation). The simulation parameters are as follows Table 1.
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Table 1. The experiment simulation parameters

Radar parameters Infrared lidar parameters

Emitted peak power PtR 8000 W Emitted peak power PtL 5000 W

Pulse width TpR 200 ns Pulse width TpL 100 ns

Pulse repetition frequency
HPRF1

55 kHz Pulse repetition frequency
PRF

500 Hz

Pulse repetition frequency
HPRF2,HPRF3

60 KH
66 kHz

Half maximum pulse width Thalf 50 ns

Carrier frequency fc 10 GHz lidar wavelength λL 1064 nm

Pulse repetition number
CPI

128 Normalized amplitude A 2 × 10−4

Azimuth beam width θtR 2° Azimuth beam width θtL 1 mrad

Beam scan interval θDR 2° Beam scan interval θDL 0.1°

Radar antenna gain G 46 dB lidar optical gain GT GT = 4π/θ2T

Receiver bandwidth 5 MHz Receiver aperture 0.14 m

Receiver noise coefficient Fn 3.5 dB Noise power Pb 110 nW

Sampling frequency fsR 50 MHz Sampling frequency fsL 100 MHz

Radar cross section σR 0.2 lidar cross section σL 6.7241

Figure 2 shows the SNR varies with detection distance. It can be seen that the SNR
of lidar echo is higher than that of the radar echo for the same detection distance.

Fig. 2. The signal-to-noise ratio (SNR) of radar echo and lidar echo for different distances
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4.2 Simulation Results and Analysis

Three comparative experiments are carried out to verify the effectiveness of fusion detec-
tion method, single radar detection, single lidar detection and radar/infrared lidar fusion
detection. The number of Monte Carlo simulations are 1000, according to the evaluation
method proposed in the paper [18], the multi-sensor information fusion performance is
analyzed as follow.

Detection performance curve. Figure 3 shows the detection performance curve of the
three detectors. The variations of PD with detection distance when PFA are 10−5 and
10−3 are given respectively. It shows that the detection probability of the fusion detection
is obviously higher than single radar detection with the same detection distance; when
the detection probability is 0.8, the combined detection result has the detection distance
increment of 14 km and 12 km respectively compared with single-use radar detection in
case of PFA = 10−5 and PFA = 10−3. Besides, when PFA is low (corresponding to the
case that PFA = 10−5), the detection result of fusion detection is close to that of single
lidar detection.

(a) (b)

Fig. 3. The detection performance curve for single radar detection, single lidar detection and
radar/infrared lidar fusion detection when PFA is equal to 10−5 and 10−3

Detection Time. The simulation scene is a two-dimensional plane with the azimuth
angle range of [–5°, 5°], and the number of detection units of the azimuth and distance
dimension for radar and lidar detection is shown in Table 2.

Table 2. Detection unit parameters

Radar detection Infrared lidar detection Radar/lidar fusion detection

Number of beams NBRa = 5 NBLi = 100 NBRa = 5

Number of range
detection units

NRRa = 909 NRLi = 66667
NRRa = 909

NLi = NBRa · NRRa · PFA1
(continued)
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Table 2. (continued)

Radar detection Infrared lidar detection Radar/lidar fusion detection

Signal length LRa = 183 LLi = 183 LRa = 183,LLi′ = 183 × 20

Range window [100 km,200 km]

Azimuth range [–5°, 5°]

In addition, the detection time of different detection methods is analyzed in Table 3.

Table 3. The detection time of different detection methods

Radar detection lidar detection Radar/lidar fusion detection

Detection time TDRa = NBRa ·NRRa
nR

TDLi = NBLi ·NRLi
nL

TDC = NBRa ·NRRa
nR

+NBRa ·NRRa ·PFA1
nL′

nR, nL and nL′ are the number of detection times completed by the signal processing
system per unit time for radar detection, lidar detection and radar/lidar fusion detection.
NBLi is the number of lidar beams and NRLi represents the number of range units of
the lidar echo. According to the simulation experiment, we can obtain that nR ≈ nL ≈
20nL′ ,PFA1 ≤ 10−1, thus

TDRa < TDC<<TDLi (13)

Figure 4 shows the variations of detection time with PFA of the three detectors
when R = 121 km. The time is calculated by MATLAB 2018b. The computer used in
the experiment is a Lenovo Legion R7000 2020 notebook computer with 16G running
memory, and the CPU is configured with an 8-core AMD Ryzen 7 4800 H.

Fig. 4. The detection time of radar detection, lidar detection and radar/infrared lidar fusion
detection for R = 121 km. The detection time is the average time for 1000 times simulation
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It can be clearly seen that the detection timeof the radar/infrared lidar fusion detection
algorithm is much shorter than that of using a single lidar for detection.

5 Conclusion

Radar and infrared lidar are both active sensors, and they are complementary in work-
ing principle and detection performance. Based on the target characteristics and detec-
tion mechanism differences between radar and infrared lidar, this paper proposed a
radar/infrared lidar cascade GLRT fusion algorithm for weak target detection and the
optimal detection parameters are obtained by nonlinear optimization. The experimental
simulation results show that the proposed fusion detection method has certain effec-
tiveness: the heterogeneous information fusion detector comprehensively utilizes the
advantages of radar and infrared lidar sensors in detection efficiency and performance,
which effectively improves the detection distance upon radar weak targets within the
allowable time. For further study, the joint statistics variable of radar/infrared lidar can
be considered to constructed tomake the best use of the target characteristics’ correlation
between microwave and infrared.
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Abstract. In order to gain a deep understanding of the operation of different ships
in different time states and understand the geographical distribution of the encoun-
ters of ships near Gulei Port and the maneuvering behavior patterns of ships in
the port area, this essay is different from the traditional single ship versus multi-
target ship research. Through the comprehensive processing and data regulation
of Gulei Port AIS (Automatic Identification System) data, the ships with consis-
tent temporal and spatial characteristics are found, and the time and geographical
position of the voyage data are revised, which solves the problem of asynchronous
data processing of multi-target ships at different times. By ship navigation data
mining, obtaining the trajectory distribution of the ship under a certain time con-
dition, the distribution of the encounter area, the geographical distribution of the
speed, and the law of ship speed and heading changes triggered by the formation
of the encounter, summing up the same behavioral characteristics of different ship
maneuvering modes in the port area at low speed.

Keywords: Ship encounter · AIS data ·Maritime transportation

1 Introduction

Due to the complex characteristics of maritime transport itself, it is often necessary to
comprehensively consider various aspects in the study of maritime transport, such as
navigation waters, natural conditions, traffic conditions and other complex factors. In
addition, the basic data collection and investigation of maritime transport also need to
consider many data characteristics, such as ship density distribution, track distribution,
traffic flow, traffic volume, speed distribution, ship arrival law, encounter rate and colli-
sion avoidance behavior. At the same time, due to the lack of AIS data, abnormal data,
asynchronous broadcast time and large span, the availability and effectiveness of data are
greatly reduced, and the subsequent data processing problem increasingly becoming the
focus of research. The AIS data are used to realize ship behavior recognition based on
multi-scale convolution [1]. The AIS data are mined, the complex and changeable ship
routes are analyzed, and the behavior characteristics of ships are analyzed [2]. Research
on ship behavior based on semantic level [3] and AIS data visualization [4] are explor-
ing how to maximize the function of AIS data. Therefore, the use of AIS data mining
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for effective information on the regional distribution of multi-objective ships encounter-
ing and the characteristics of ship maneuvering behavior can help relevant personnel to
understand the ship maneuvering law under realistic conditions andmake corresponding
adjustments according to the characteristics of ship maneuvering behavior. At the same
time, it is of great significance for the deployment of maritime navigation aid facilities.

2 AIS Data Preprocessing

The data of ship automatic identification system includes the dynamic data and static data
of the ship. Under realistic conditions, due to the influence of ship operation conditions
and signal processing errors, AIS data aremissing, repetitive and abnormal, which brings
some difficulties to AIS data processing and analysis. The time asynchronous problem
of AIS data between ships leads to further improvement of data processing difficulty. In
order to improve the accuracy and reliability of the data, the missing value and abnormal
value of the original AIS data are processed in advance. The data with the interval time
span of data items greater than 30 min in the AIS data are deleted, and the data with
abnormal speed are deleted. In order to facilitate the analysis of the actual navigation
data with relatively large capacity, the ship navigation data with AIS data items greater
than 300 are extracted, and the extracted 308 ship data are statistically analyzed. The
data processing flow is show in Fig. 1.

Fig. 1. Data preprocessing flowchart
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3 Identification of Ship Encounter Area

3.1 Ship Distance Correction

Due to the asynchronous broadcast time of AIS data of different ships, there is a negative
obstacle to the calculation of spherical distance between different ships. The spherical
triangle sine theorem is used to correct the position of different ships. The distance
between the target ship and the ship is corrected, and the navigation state of the two
ships is compared at the same time. The spherical distance of the two ships is corrected
to the same time. The distance between the two ships at the same time is used as the basis
for detecting the occurrence of the encounter situation. At the same time, the distance
between the two ships before and after the correction is recorded. When the distance
between the two ships is small and less than a certain threshold, it is considered that the
two ships have a potential encounter situation. The behavior mode of the ship before
and after the time point is used to judge the steering and speed change measures after
the encounter of the ship. The extracted AIS data of ships are shown in Table 1.

Table 1. AIS data processing items

MMSI Postime Course Speed Longitude Latitude

813021827 1528143873 86.8 6.8 117.4514 23.60122

813021827 1528143875 86.8 6.8 117.4514 23.60122

568767867 1528782369 335.2 19.5 117.5596 23.67459

813021827 1528143933 88.7 6.6 117.4534 23.60125

By selecting two different ships, the distance of the point with the closest time
difference is calculated. Due to the phenomenon of time asynchronous, the position of
the ship A in time T1 and the ship B in time T2 is shown in Fig. 2. Due to the T1 and
T2 is inequality, there is a certain time difference. Assuming T1 is greater than T2, to
compare the distance of the two ships at the same time T2, it is necessary to correct
the position of the ship at the moment T2, and move in the opposite direction along the
existing course and speed of the ship A. The motion time is δt , the distance between the
ship A and the ship B is corrected to the distance at the same time T2, that is, the distance
between the ship A and the ship B at the moment T2.
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Fig. 2. Ship encounter distance correction

Spherical distance formula:

L = R · θ = Rar cos[cos(α1 − α2) cosβ1 cosβ2 + sin β1 sin β2] (1)

θ = arccos[cos(α1 − α2) cosβ1 cosβ2 + sin β1 sin β2] (2)

where R is the radius of the earth, and the geographical coordinates of the two ships
are A(α1, β1), B(α2, β2). Where α1 and α2 is the longitude of the ship and the target
respectively, β1 and β2 is the latitude of the two ships, θ is the center angle of the large
circle of the two points A and B, and L is the spherical distance of the two ships.

Since the navigation state of the ship on the water surface is constantly changing,
the applicable condition of the correction method is that the change of ship heading and
speed is relatively small under the condition of small-time difference, and the distance
between the ship and the target ship is approximately linear. Therefore, in this paper, the
time difference of the correction method is controlled to be less than or equal to 30 min,
and the corrected distance is less than 3.8 nm [5] as the condition for the occurrence
of the ship encounter situation. Thus, in the range of the existing AIS data, different
ships with the corrected distance lower than the threshold and the close position and
time are obtained. These two ships are considered as potential encounter ships, and the
navigation data of these two ships are analyzed. The statistics of some encounter ships
are shown in Table 2:

Table 2. Encounter ship list

MMSI of Ship A MMSI of Ship B Course of A Speed of A Course of B Speed of B

413439530 416000147 226.5 2.5 30.1 5.2

413439530 416004349 317.1 0.1 297.5 4.9

900705594 416000147 298.3 7.8 51.5 0.5

413439530 814021779 280.1 7.3 294.6 6
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3.2 Statistical Characteristics of AIS Data

Ship trajectory and velocity distribution in the region. Through the AIS data
obtained after data preprocessing, the trajectory distribution of the ship in the region
can be obtained in different periods. As shown in Fig. 3, the ship trajectory is dense in
the triangle area that identifies different latitudes and longitudes. At the same time, the
speed feature extraction of the existing AIS data under different latitudes and longitudes
is carried out. Through three fittings, the speed distribution map of ship navigation in
the region is obtained. Compared with the left and right parts, it can be seen that in
the triangle area, the ship navigation speed is slow and the ship trajectory is dense. In
this range, the maritime traffic volume is large and the frequency of ship encounters is
relatively high.

Fig. 3. Distribution of ship encounter areas

Ship encounter area mining. Through the historical AIS data information, the ships
with relatively close distance at the same time and less than the threshold are selected.
The speed change and heading change of each ship before and after the formation of the
encounter situation are analyzed, and the latitude and longitude coordinates of the nearest
encounter distance between the two ships are analyzed. From the existing statistical
data, the geographical coordinates of all ships in the data range can be obtained, and
the ship encounter area distribution near Gulei Port is obtained. As shown in Fig. 4, the
ship encounter area is basically concentrated in the triangle area shown in Fig. 3, and at
longitude 117.5, latitude 23.74. The zonal area formed by longitude 117.6, latitude 23.65
and longitude 117.6, latitude 23.69 shows that the natural conditions, traffic conditions
and hydrological conditions of the three nearby areas have great influence on the ship.
At the same time, the area should also be the place where the relevant departments set
up navigation aids and focus on monitoring navigation safety.
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Fig. 4. Distribution of ship encounter areas

4 Feature Mining of Ship Maneuvering Behavior

The ship’s navigation behavior is affected by the water period and the current maritime
traffic facilities and equipment conditions, showing the adaptive navigation law of the
ship itself to the environmental conditions [6, 7]. After the encounter ship identification
and navigation data extraction of the existing ship navigation data, the course change rate
and speed change rate of the ship near the nearest encounter point are calculated through
the information of the ship’s longitude and latitude, course and speed. The encounter
ships whose course change rate and speed change rate fluctuate near zero are screened.
It is considered that they are non-avoidance ships in the whole process of encounter, and
their course and speed are basically unchanged. In addition, after in-depth analysis of
the course and speed change rate of all encounter ship navigation data, it is concluded
that the speed of most ships with a speed of less than 10 sections is basically unchanged

Fig. 5. Rate of change of ship course and speed
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in the avoidance process, but the course change is relatively large. Taking one of the
avoidance ships as an example, as shown in Fig. 5, the fluctuation range of the course
change rate of the ship is basically maintained in the range of [–15,+ 15], and the speed
change rate fluctuates near zero and close to zero, which indicates that the ship with low
speed does not adjust the ship speed frequently in the actual navigation process, but the
ship course control is more frequent in the operation process. The steering operation of
some ships may be guided by the tug near the port, but in most cases, the ship in the
low-speed state is more dependent on steering for ship control, which is not the same as
the frequent change of the direction and the acceleration in the road driving.

5 Conclusions

By processing the AIS data of ships in Gulei Port, the distribution of the encounter
area, the trajectory distribution and the velocity distribution of the ships are excavated,
and the conflict area of ship navigation in reality is obtained. Due to the temporal and
spatial uncertainty of ship maneuvering and the adaptability to hydrology and geograph-
ical environment in the real navigation state, the ship maneuvering mode does not only
consider the maritime navigation rules and the interference of other ships. Therefore,
this paper mainly analyzes and calculates the low-speed ships near the port. Through
the comparison of data, it is found that the common ship maneuvering behavior mainly
depends on a large number of steering movements to complete the avoidance between
ships, and the speed change is small. This conclusion is the same as the daily observa-
tion results of ship maneuvering near the port in life. At the same time, under certain
conditions, the relevant personnel can effectively predict the behavior characteristics of
ships near the port and complete their daily port work.
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Abstract. With the expansion of the current knowledge graph scale and the
increase of the number of entities, a large number of knowledge graphs express
the same entity in different ways, so the importance of knowledge graph fusion
is increasingly manifested. Traditional entity alignment algorithms have limited
application scope and low efficiency. This paper proposes an entity alignment
method based on neural tensor network (NtnEA), which can obtain the inherent
semantic information of text without being restricted by linguistic features and
structural information, and without relying on string information. In the three
cross-lingual language data sets DBPFR−EN, DBPZH−EN and DBPJP−EN of the
DBP15K data set, Mean Reciprocal Rank and Hits@k are used as the alignment
effect evaluation indicators for entity alignment tasks. Compared with the exist-
ing entity alignment methods of MTransE, IPTransE, AlignE and AVR-GCN, the
Hit@10 values of the NtnEAmethod are 85.67, 79.20, and 78.93, and the MRR is
0.558, 0.511, and 0.499, which are better than traditional methods and improved
10.7% on average.

Keywords: Knowledge representation · Entity alignment · Neural tensor
network

1 Introduction

The development of knowledge graph research has developed a variety of methods for
the alignment of knowledge graph entities. Traditional entity alignment methods can
only use the symbolic information on the surface of the knowledge graph data. The
entity alignment between knowledge graphs can be realized efficiently and accurately.

This paper proposes a method for entity alignment based on joint knowledge repre-
sentation and using improved NTN.We regard entity alignment as a binary classification
problem, improve the evaluation function of NTN, and use the aligned entity pair vector
as the input of alignment relationship model. If the “the Same As” relationship exists
between the input entity pairs, the evaluation function of the model will return a high
score, otherwise it will return a low score, based on the scores of the candidate entities
to complete the entity alignment task.
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2 Related Work

2.1 Joint Knowledge Represents Learning

The purpose of knowledge representation learning is to embed entities and relationships
into a low-dimensional vector space, and to maximize the preservation of the original
semantic structure information. The TransE method opens a series of translation-based
methods that learn vectorized representations of entities and relationships to support
further applications, such as entity alignment, relationship reasoning, and triple classifi-
cation. However, TransE is not very effective in solving many-to-one and one-to-many
problems. In order to improve the effect of TransE learning multiple mapping relations,
TransH, TransR and TransDare proposed. All variants of TransE specifically embed
entities for different relationships, and improve the knowledge representation learning
method of multi-mapping relationships at the cost of increasing the complexity of the
model. In addition, there are some non-translation-based methods, including UM [1],
SE, DistMult, and HolE [2], which do not express relational embedding.

2.2 Evaluation of the Similarity of the Neural Tensor Network

The goal of similarity evaluation is to measure the degree of similarity between enti-
ties. The BootEA model [3] designed a method to solve the problem that the training
data set is very limited in the process of knowledge representation learning, iteratively
marked out the possible entity alignment pairs, added them into the training of knowl-
edge embedded model, and constrained the alignment data generated in each iteration.
The similarity evaluation methods of these models belong to the traditional string text
similarity calculation method. For example, KL divergence [4] is used to measure the
amount of information lost when one vector approximates to another; There are also
Euclidean distance, Manhattan distance [5] and other distance evaluation functions for
mapping entities to vector space; There are many models using cosine similarity [6] as
entity similarity calculation. Entity alignment algorithm.

3 Entity Alignment Algorithm

3.1 Algorithm Framework

This paper proposes an entity alignment method based on neural tensor network, which
consists of two parts: Joint knowledge representation and neural tensor network simi-
larity evaluation. The whole framework of this method is illustrated in Fig. 1. We use
G to represent a set of knowledge maps, and G2 to represent the combination of kgs
(that is, the set of unordered knowledge pairs). For G1 and G2 is defined as the entity
set in knowledge graph G, and R is defined as the relationship set in knowledge map G.
T = (h,R, t) denotes the entity relation triple of a positive example in the knowledge
graph G, let h, t ∈ E; r ∈ R, vector_ h, vector_ r, vector_ T represents the embedding
vectors of head entity h, relation R and tail entity t respectively.

We regard the alignment relationship “the SameAs” as a special relationship between
entities, as shown in Fig. 2, and perform alignment specific translation operations
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between aligned entities to constrain the training process of two knowledge maps to
learn joint knowledge representation.

Formulaic given two aligned entities e1 ∈ E1 and e2 ∈ E2. We assume that there is
an alignment relation rsame between two aligned entities, so e1+rSame ∼= e2. The energy
function of joint knowledge representation is defined as:

E
(
e1, r

Same, e2
)

= ‖e1 + rSame − e2‖ (1)

Fig. 1. NtnEA method framework

Fig. 2. Learning process of joint knowledge representation

The similarity evaluation model in 2.2 does not use the underlying semantic and
structural information of the entity vector, and then considers that the neural tensor
network is used in knowledge reasoning. This is in modeling the relationship between
two vectors and inferring the relationship that exists between entities. A task has a very
good effect, as shown in Fig. 3. Inspired by this, this article uses the NTN method as
an alignment model to infer and judge whether there is a “the Same As” alignment
relationship between two entities to be aligned. This method uses The tensor function
regards entity alignment as a binary classification problem, and the evaluation function
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of the neural tensor network is:

S(e1, e2) = uT f (e1
TW [1:k]e2 + V

(
e1
e2

)
+ b) (2)

Where f = tanh is a nonlinear function; W[1:k] ∈ Rd×d×k is a three-dimensional
tensor; D is the dimension of entity embedding vector, k is the number of tensor slices;
V ∈ R2d×k And b ∈ Rk is the parameter of the linear part of the evaluation function;
u ∈ Rk .

In the legal triples, the relationship between the head entity and the tail entity is
irreversible and directional for the current triple; However, for the alignment of enti-
ties to triples, the alignment relationship between entities is undirected, that is, there
is such a triple relationship between aligned entity pairs (A,B):(A, theSameAs,B),
(B, theSameAs,A),

The triplet embedding section in Fig. 1 shows this very well. We optimize the
evaluation function:

S(e1, e2) = uT f

⎛
⎜⎜⎝
mean(e1TW [1:k]e2 + V

(
e1
e2

)
,

e2TW [1:k]e1 + V

(
e2
e1

)
) + b

⎞
⎟⎟⎠ (3)

The final loss function is as follows:

L(�) =
∑N

i=1

∑C

c=1
max

(
0, 1 − S

(
T i

)
+ S

(
T i
c

))
+ λ‖�‖22 (4)

where � is the set of all parameters. T i
c is the c

th negative example of the ith positive
example.

Fig. 3. Neural tensor network relational reasoning process

3.2 Algorithm Flow

The algorithm description of the specific NtnEA model is shown in Algorithm 1.
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4 Experiment

4.1 Datasets

This experiment is aimed at the comparison of entity alignmentmethods based on knowl-
edge representation learning, in order to facilitate the horizontal comparison of multiple
entity alignment methods, and evaluate the NtnEA method in the context of cross-
language entity alignment tasks. This experimental data set uses a more general paper
data, the DBP15K [7] data set, which contains three cross-language data sets. These data
sets are constructed based on the multilingual version of the DBpedia knowledge base:
DBPZH−EN (Chinese and English), DBPJP−EN (Japanese and English) and DBPFR−EN
(French and English). Each data set contains 15,000 aligned entities.

4.2 Training and Evaluation

In order to verify the effectiveness of this research method on the task of knowledge map
alignment, the following relatively common method pairs were selected as experimental
reference comparisons:

• MTransE, the linear transformation between two vector spaces established by TransE;
• IPTransE,which embeds entities fromdifferent knowledge graphs into a unified vector
space, and iteratively uses predicted anchor points to improve performance;

• AlignE [6] uses ε-truncated uniform negative sampling and parameter exchange to
realize the embedded representation of the knowledge graph. It is a variant of BootEA
method without bootstrapping;

• AVR-GCN uses VR-GCN as a network embedding model to learn the representation
of entities and the representation of relations at the same time and use this network in
the task of multi-relational network alignment based on this network;
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To experimentally verify the algorithm in this paper, first learn the vectorized
representation of entity relationships in the low-dimensional embedding space in the
DBP15K data set. In the entire training process, the dimension d of the vector space
is selected from the set {50, 80, 100, 150}, and the learning rate λ is selected from
the set {10−2, 10−3, 10−4}, the number of negative samples n is selected from the set
{1, 3, 5, 15, 30}. Three sets of data sets are trained separately, and the final optimal
parameter configuration is selected as follows: 1. ZH-EN data set, d = 100, λ = 0.001,
n = 5; 2. JP-EN data set, d = 100, λ = 0.001, n = 3; 3. FR-EN data set, d = 100,
λ = 0.003, n = 5.

The alignment entity data of each cross-language data set is divided according to the
ratio of 3:7. As shown in Fig. 4, as the number of tensor slices k increases, the complexity
of the model becomes larger, and its performance also improves, but considering that
the parameter complexity will increase with the increase of tensor slice parameters.
Therefore, the optimal parameter configuration of the neural tensor network model in
this process is: λ = 0.0005, k = 200(tensor).

Fig. 4. Hit@1 indicator curve at any value of k

4.3 Experimental Results and Analysis

According to the experimental settings in the experimental method in the previous
section, entity alignment experimentswere performed on the three sets of cross-language
data sets of DBP15K. The results of entity alignment are shown in Table 1. Through
the experimental results, it can be seen that in the data sets DBPFR−EN, DBPZH−EN and
DBPJP−EN, compared with the traditional entity alignment method on Hit@k and MRR
indicators, The experimental results are shown in the table. The experimental results of
MTransE, IPTransE, AlignE and AVR-GCN are obtained from the literature [8]. It can
be seen from the table that the experimental results of the two NtnEA methods are sig-
nificantly improved compared to the benchmark methods MTransE and IPTransE. For
example, the Hit@10 values of NtnEA on the three cross-language data sets of DBP15k
are 82.00, 78.07 and 77.10, respectively. Compared with the experimental indicators of
the AlignE model, an average increase of 10.7%.
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This paper uses the semantic structure information of triple data, and through joint
knowledge indicates that more alignment information is integrated, so the results show
that its alignment effect is significantly improved compared to the alignment methods
based on knowledge representation learning such as MTransE and IPTransE. Among
the two NtnEA entity alignment methods, the NtnEA model performs better than the
NtnEA(Orig) model. This verifies the fact that the head entity and the tail entity in the
triples of the alignment relationship are undirected graph structures under the relationship
“the same As”. On the three cross-language data sets, the Hit@10 and MRR indicators
of the NtnEA(Orig) and NtnEA models proposed in this paper exceed the MTransE
and IPTransE methods. However, there is no obvious advantage over the current more
advanced AVR-GCN model in the Hit@1 indicator, which represents the alignment
accuracy.

Table 2 shows that when using the similarity evaluation model for training, the more
priori seed set training set alignment relationship data, the better the effect of the model
on the entity alignment task.

Table 1. Comparison of entity alignment results

Method DBPFR−EN DBPZH−EN DBPJP−EN

Hit@1 Hit@10 MRR Hit@1 Hit@10 MRR Hit@1 Hit@10 MRR

MTransE 7.0 31.81 0.146 13.46 41.45 0.232 13.02 38.80 0.218

IPTransE 12.46 43.51 0.225 21.94 45.90 0.328 17.02 48.74 0.275

AlignE 32.60 74.92 0.466 31.78 69.43 0.452 31.78 69.88 0.433

AVR-GCN 36.06 75.14 0.494 37.96 73.27 0.501 35.15 72.15 0.470

NtnEA(Orig) 38.00 82.00 0.533 37.60 78.07 0.504 35.36 77.10 0.487

NtnEA 40.81 85.67 0.558 39.27 79.20 0.511 35.47 78.93 0.499

Table 2. Comparison results under different seed set partition ratios Hit@k index

Split Ratio indicator 0.1 0.3 0.5 0.7 0.9 Datasets

Hit@1 36.07 36.26 37.46 38.23 39.27 DBPJP−EN

Hit@5 62.18 62.96 63.77 65.21 65.78

Hit@10 76.85 77.54 78.36 79.14 79.81

Hit@1 36.97 37.35 39.14 39.91 40.02 DBPZH−EN

Hit@5 63.12 63.33 64.30 65.39 65.71

Hit@10 76.35 76.95 78.57 79.14 79.81
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5 Conclusions

This paper introduces a cross-knowledge graph entity alignment model based on neural
tensor network proposed in this paper. The model is mainly divided into two parts: joint
knowledge representation learning and neural tensor network similarity evaluation. The
entity alignment method based on neural tensor network is verified experimentally.
The experimental results show that the method based on neural tensor network has
good entity alignment performance under given experimental conditions. Compared
with previous algorithms, the indexes HIT@5 and HIT@10 have been improved, but the
improvement effect on HIT@1 is not obvious, which means that the method has short
board in alignment accuracy.
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Abstract. At present, the attack behavior that occurs in the network has gradually
developed from a single-step, simple attack method to a complex multi-step attack
method. Therefore, the researchers conducted a series of studies on this multi-step
attack. Common methods usually use IDS to obtain network alert data as the data
source, and then match a multi-step attack based on the correlation nature of the
data. However, the false positives and omissions of the alert data based on IDS
will lead to the failure of the resulting multi-step attack. Multi-source data is the
basis of analysis and prediction in the field of network security, and fusion analysis
technology is an important means of processing multi-source data. In response to
this problem, this paper studies how to use sensitive information traffic as data
to assist IDS alert data, and proposes a method for fusion of traffic and log data
based on sensitive information. This article analyzes the purpose of each stage of
the kill chain, and relies on the purpose to divide the multi-step attack behavior
in stages, which is used to filter the source data. And according to the purpose of
the multi-step attack, the kill chain model is used to define the multi-step attack
model.

Keywords: Sensitive information · Multi-setp attack · Alert log

1 Introduction

Since the birth of the Internet, cyber attacks have been threatening users and organiza-
tions. They also become more complex as computer networks become more complex.
Currently, an attacker needs to perform multiple intrusion steps to achieve the ultimate
goal. In order to detect network attacks, security researchers rely heavily on intrusion
detection systems (IDS). However, due to the underreporting of IDS alert data and The
nature of false positives. Multi-step attacks based only on alert logs are incomplete or
incorrect.

In response to this problem, this paper studies and designs a flow and log data fusion
method based on sensitive information. Based on the Spark framework, sensitive traffic
is screened out from huge traffic information, the sensitive traffic is preprocessed, and
merged with the alert log, and finally normalized data is obtained as the data source. The
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normalized data is preliminarily clustered based on the single feature of the IP address,
combined with the kill chain model to filter within and between clusters, and finally a
highly complete attack cluster that meets the kill chain attack stage is obtained.

2 Related Work

Multi-step attacks are the current mainstream attack method. So far, the correlation
analysis methods of multi-step attacks can be divided into five categories: similarity
correlation, causal correlation, model-based, case-based, and hybrid.

Similarity correlation is based on the idea that similar alerts have the same root cause
and therefore belong to the same attack scenario. With the correct selection of similarity
features, a more accurate attack scenario can be reconstructed, but it depends on the
similarity of a small number of data segments.

The causal associationmethod is based on a priori knowledge or a list of prerequisites
and results of alerts determined under big data statistics. This method can correlate
common attack scenarios more accurately, but the causal association based on prior
knowledge lacks in reconstructing rare attacks Scenario means, due to the randomness
of the attack process, the results of big data statistics lack confidence.

Model-based methods use existing or improved attack models for pattern matching,
such as attack graphs, Petri nets, network kill chains, etc., which can match and recon-
struct attacks that conform to the model, but lack detection methods for new attacks or
APT attacks. Noel et al. [1] was the first to use the attack graph to match IDS alerts,
which relies on prior knowledge such as the integrity of the attack graph and cannot
detect unknown attacks. Chien and Ho. [2] proposed a color Petri net-based approach.
Associated system, the attack types are divided in more detail. Yanyu Huo et al. [3] used
the network kill chain model for correlation analysis.

Case-based methods can only target a certain type of attack. Vasilomanolakis et al.
[4] collected real multi-step attacks through honeypots, etc., and developed case-based
signatures. Salah et al. [5] modeled through reasoning or human analysis and added it
to the attack database.

The hybrid method can combine the advantages and disadvantages of several meth-
ods and is the most commonly used method in recent years. Farhadi et al. [6] combined
the attribute association and statistical relationship methods in the ASEA system, and
usedHMMs for plan identification. Shittu [7] combinesBayesian inferencewith attribute
association.

3 Algorithm Design

3.1 Meaning of Sensitive Information

Researchers rarely use traffic data as the analysis data source, mainly due to the huge
amount of traffic data and poor data readability. In order to solve these two problems, this
paper proposes the meaning of sensitive information and a method of filtering sensitive
information traffic based on the Spark framework.
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Table 1. Sensitive information.

The ultimate goal of the attack is defined as modifying, adding, stealing system
data or destroying system behavior. Therefore, this article has obtained the sensitive
information that may be contacted during the attack through a questionnaire survey by
security personnel and a statistical analysis of multi-step attack behavior. Table 1 shows.

3.2 Sensitive Information Flow Screening Method Based on Spark Framework

The initially extracted traffic data contains basic information fields: time, IP information,
port information, and the transmitted content bodymsg. In this paper, through distributed
calculation of the content main body msg, the sensitive information flow is filtered out
from the mass flow data according to the sensitive information list Sl (Fig. 1).

Fig. 1. Alert data and traffic data extracted for the first time.

3.3 Data Normalization

The methods of multi-step attacks are ever-changing, but their essence is to rely on a
combination of many single-step attacks to achieve the ultimate goal. For most of the
multi-step attack processes, they are in line with the characteristics of the kill chain
model. The kill chain model defines the attack stage as: reconnaissance and tracking,
weapon construction, load delivery, vulnerability exploitation, installation and implanta-
tion, command and control, and goal achievement. This article is based on the above divi-
sion scheme, according to The purpose of different stages of attack, the multi-step attack
stage is divided into: information collection stage (reconnaissance tracking, weapon con-
struction), vulnerability exploitation stage (load delivery, vulnerability exploitation),
upload Trojan remote command execution stage (installation and implantation), remote
connection The Trojan connects to the seven stages of privilege escalation stage (com-
mand and control), horizontal transmission stage, destruction, stealing and modifying
information (achieving the goal), and the stage of eliminating intrusion evidence. Under
the original kill chain model, the attack behavior is divided in more detail. Considering
that the current multi-step attack behavior may have the nature of worm propagation
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(such as Wannacry, etc.), this article adds a horizontal propagation stage; in addition,
it adds sensitive information flow data. The host information process that cannot be
detected only with IDS alert data can be detected, so the stage of eliminating intrusion
evidence is added.

In summary, the kill chain model used in this article is shown in Fig. 2.

Fig. 2. This article kill chain model diagram.

The normalization process of data mainly depends on the selection of feature fields.
The selection of feature fields mainly needs to consider the following three aspects: (1)
The similarity of feature fields can indicate the similarity of attacks to a certain extent;
( 2) Feature fields can clearly contain this important piece of data; (3) Feature fields
exist in all data sets. Based on the above considerations, this article selects the source
IP address (src_ip), destination IP address (dst_ip), source port (src_port), destination
port (dst_port), time (time), kill chain stage (killstep) and distinguishing flag (datatype).
Finally get the normalized data set:

data = {d1, d2, . . . , dn}, di is a 7 − tuple data,
di = [

src_ip, dst_ip, src_port, dst_port, time, killstep, datatype
]

3.4 Alert Log and Sensitive Information Flow Fusion Algorithm

Definition 1: Attack cluster collection:
attclusters = {attcluster1, attcluster2, attcluster3, . . . , attclustern},
Where attclusteri represents an attack cluster: attclusteri = {da, db, · · · , dc}dx ∈

data

(A) IP similarity clustering
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At present, the feature selection of network attack classification using similarity
method mainly includes two types: one is to use multiple features such as IP, port,
time, etc. to perform fuzzy clustering according to different weights; the other is to
use a single feature for strong similarity Sexual clustering. This article considers
that the subsequent multi-step attack model generation algorithm can supplement
the missed multi-step attack behavior to a certain extent. Therefore, this article
uses the similarity of single feature IP addresses to cluster, the formula is shown
in 1:

IP address similarity formula (a):

Fip(ip1, ip2) =
⎧
⎨

⎩

1, if Similar
(
srcip1, srcip2

)
and Similar

(
dstip1, dstip2

)

or dstip1 = srcip2
0, otherwise

(1)

Among them,srcip, dst_ip indicates the source and destination IP addresses
of the data respectively. If the source IP addresses of two pieces of data are in
the same network segment and the destination IP addresses are also in the same
network segment, then the similarity value is 1, and the two pieces of data can be
considered to belong to the same Attack process. For example: there are two IPs,
IP1 = A1.A2.A3.A4, IP2 = B1.B2.B3.B4, then the formula is as shown in 2:

IP address similarity formula (b):

Similar(IP1, IP2) =
{
True, A1 == B1 and A2 == B2
False, othrwise

(2)

(B) Combine and filter within the attack cluster (Sim_in, CFD_in)
According to the analysis of normal attack behavior, there will usually be a large
number of similar attack behaviors in a short period of time. Therefore, in this
paper, each attack cluster is internally merged and filtered. The similarity formula
within the attack cluster is shown in3, and the confidence formula is shown in 3:

(1) Similarity within the attack cluster:

Sim_in(d1, d2) =
⎧
⎨

⎩

1 if sametime and ip(d1, d2)
or neartime(d1, d2) and samemsg and ip(d1, d2)
0 otherwise

(3)

(2) The built-in reliability of the attack cluster:

CFD_in(d1) =
{
0 if killstep(di) > 3 and killstep(d1) < maxkillstep
1 otherwise

(4)

If the time and IP address of the two pieces of data are the same, the similarity
is 1, which is the same piece of data generated by sensitive information traffic and
alert logs; the similarity of data with the same attack name and IP address within
similar time is also 1, Which means the same attack in a short period of time. In
this paper, a merge operation is adopted for the data whose similarity is 1 value.
For each piece of data, if its kill chain stage is greater than 3 and smaller than the
maximum kill chain stage of the attack cluster to this data, the confidence is 0. This
paper removes the data with confidence of 0 from the attack cluster.
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(C) Filter between attack clusters (CFD_out)

Due to the rule-based rather than result-based detection nature of the IDS system, there
will be a large amount of attack failure data in the actual acquired attack data. Therefore,
the attack cluster that only depends on the classification of IP addresses must contain a
large number of attacks. The unsuccessful attack behavior, the attack to a certain extent
due to the change of the attacker’s target or the unsuccessful attack caused the cluster
set to abandon, etc., these incomplete attack behaviors will lead to the incompleteness
of the subsequent multi-step attack model; therefore In order to filter incomplete and
incorrect attack clusters, this paper gives the confidence formula between attack clusters
as shown in formula 5:

CFD_in =
N∑

i=1

killstep(di) ∗ typeCFD(di) (5)

where N represents the number of attack data of the attack cluster, and for each piece of
data, its kill chain stage killstep is used as the product of authority and type confidence
typeCFD to represent the confidence value of the corresponding data.

4 Experimental Design and Analysis

4.1 Dataset

(1) Simulation data D1
This article uses the website management system CMS to build a Web site that
contains a SQL injection backdoor, and sequentially uses Yujian to scan the website
background, SQL injection to obtain the administrator account password, log in
to the background, upload a sentence Trojan horse, and Chinese kitchen knife
connection operations. Traffic data for this series of attacks. The attack process is
shown in Fig. 3:

Fig. 3. Simulation experiment attack process.

(2) Campus network data D2
In this paper, a traffic monitoring system is arranged on the three subnet nodes of
the campus network. One of the subnets includes the CTF competition environment
in the school. Accumulatively collected 2G traffic data in the network, and passed
the IDS system and sensitive information screening., 10870 pieces of alert data and
205,408 pieces of sensitive information traffic were obtained.



Fusion of Traffic Data and Alert Log 81

(3) LLDDos 1.0 D3 of Darpa2000

This data set is widely used by researchers in the construction of multi-step attack
scenarios. This article is based on its five attack steps: the attacker IPsweep scans all
hosts in the network, detects the surviving hosts obtained in the previous stage, and
determines which ones are The host is running the sadmind remote management tool on
the Solaris operating system, the attacker enters the target host through a remote buffer
overflow attack, the attacker establishes a telnet connection through the attack script,
installs the Trojan horse mstream ddos software using rcp, and the attacker logs in to
the target host to initiate a DDOS attack Launch attacks on other hosts in the LAN. An
attack cluster is obtained through aggregation and screening, which contains 18-tone
alert information.

4.2 Experimental Results

(1) The feasibility of the fusion algorithm of alert log and sensitive information flow.

First, the collected traffic data is passed through the IDS system to obtain the alert
data. The pyspark module of python uses the Spark framework to extract the sensitive
information flow from the flow. After the sensitive information flow and the alert log
fusion algorithm, the detection accuracy and detection integrity are compared.

Fig. 4. Comparison of detection accuracy and detection completeness.

Figure 4 shows the experimental results of the three data sets and the comparison
results of Yanyu Huo et al. [6] in detection accuracy and detection integrity. It can be
seen that after the sensitive information traffic data is added, themulti-step attack is more
effective. The detection integrity has been improved to a certain extent, and the detection
accuracy is equivalent to the method of Yanyu Huo et al. [6], but the method in this paper
does not need to be classified by a preset threshold, so the sensitive information flow
and alert log fusion algorithm proposed in this paper It is feasible in practice. The D3
data set has no difference in detection accuracy and detection integrity because the alert
data covers all the attack steps.
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5 Conclusion

Figure 4 shows the results of detection accuracy and detection completeness of the three
data sets. The conclusion that can be drawn is that, compared with only using IDS
alert logs as source data, the alert log and sensitive information flow fusion algorithm
proposed in this paper can indeed be used to a certain extent. In order to compensate for
the false positives and false negatives of the alert data, and based on the integrity of the
attack process in the traffic data, the attack behavior can be more deeply and completely
identified. Combined with the kill chain model proposed in this paper, the horizontal
transmission stage is added and the evidence of intrusion is eliminated. An attack cluster
with higher correlation, higher attack success rate and a certain attack stage sequence
can be obtained, and then a more complete multi-step attack behavior can be obtained
when the subsequent multi-step attack prediction is performed.
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Abstract. PhaseDataConcentrator (PDC) is an important part ofWideAreaMea-
surement System (WAMS) and is widely used in transmission systems. WAMS
technology will also be applied in smart distribution network, which has many
nodes, complex architecture and various types of data transmission services, and
a single communicationmode cannotmeet its needs. In order to solve this problem,
this paper first introduces the composition of WAMS system, communication net-
workmode, and discusses the access layer communication networkmode.Accord-
ing to the main station, sub-station interaction process design a synchronous phase
data set device that can carry out up-down communication and mix network by
various means of communication. Finally, the experimental environment of Power
Line Carrier (PLC) and twisted pair network communication is set up to verify.

Keywords: WAMS · Phasor data concentrator ·Mixed communication ·
Upstream and downstream communication

1 Introduction

With the establishment of the goal of “double carbon”, the country for the first time put
forward the new concept of “new power systemwith new energy as themain body” of the
future grid blueprint [1]. Thewide areameasurement system canmonitor the distribution
network status in real time by using synchronous phase measurement technology, which
provides a new scheme for the safe operation and stable control of the high proportion of
new energy distribution network in the future [2-3]. The data measured by WAMS has
three characteristics: time synchronization, spatial wide area and direct measurement of
phase angle data,which provides data for the good control of power system [4].Reference
[5] analyzes the development of synchronous measurement technology at home and
abroad and the future development direction of distribution network. In Reference [6], a
newPDCwith blade structure is designed tomake it extensible. For PhasorMeasurement
Unit (PMU), intelligent substationplatformshave applicability, lowenergy consumption,
strong storage capacity, strong communication makes WAMS system more reliable.
Reference [7] analyzes the communication mode and existing problems of the existing
distribution network communication network, and proposes a communication scheme
of hybrid optical fiber and power line carrier network. This paper will discuss WAMS
communication network and access layer communication mode, and design a PDC that
can process data from multiple channels. Finally, the PDC hybrid network experimental
environment was built for verification.

© The Author(s) 2022
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2 WAMS Network

WAMS system is mainly composed of communication network, PMU, GPS, PDC and
data center station [8].WAMScollects phasor data throughGPSand aggregates data from
the entire power system through a communication network. In this way, the dynamic
information of the power grid can be obtained to achieve the role of the monitoring
system and improve the security and stability of the power grid. GPS synchronous clock
provides a unified high precision clock signal for power system. PMU can unify the state
quantity of different nodes and lines, and establish a connection with the dispatch center
through the communication network, and save and transmit data in real time to ensure
the synchronization of data of the whole network.

Distribution network WAMS communication network generally includes access
layer and backbone layer communication. The backbone layer communication is the
communication between the main station and the PDC, and the communication mode is
mainly SynchronousDigital Hierarchy (SDH) fiber. Access layer communication is PDC
to multiple PMUs of communication, there are fiber optic, PLC, wireless network and
other communication methods mixed [9]. Most of the PMUs in the distribution network
are installed on the lines and important nodes, a distribution network main station will
connect a large number of PMUs, a single main station cannot process a large number
of communication messages in a timely manner, will make the sent message conflict.
The double-layer communication structure of master station connecting PDC and PDC
connecting PMU can greatly reduce the communication pressure of master station and
ensure the stability and reliability of data transmission.

3 Access Layer Communication Network Analysis

Compared with the backbone layer communication network, the coverage of access
layer communication network is obviously insufficient. This is due to the restriction of
economic and technical level, the degree of distribution network construction in dif-
ferent places is very different. Access layer communication mode can be divided into
wired andwireless mode, wired communicationmainly includes power line carrier, opti-
cal fiber, field bus. Wireless communication mainly includes 230 MHz wireless private
network, wireless public network, 4G, 5G. Optical fiber communication is suitable for
distribution network backbone communication or pre-buried lines, high transmission
bandwidth, simple network is less affected by the environment, high reliability. How-
ever, the cost of fiber optic construction is large, and the construction and installation
of old urban areas and economically backward areas is difficult. PLC communications
can be transmitted using existing power lines without laying additional lines, and the
installation is convenient and secure, saving costs, but real-time, reliability is not high.
230 MHz wireless network communication can save line investment, construction facil-
ities and a wide range of applications, but low bandwidth coverage is small, real-time
cannot be guaranteed. Therefore, a single means of communication cannot meet the
existing distribution network communication needs. Only in the access network using
a hybrid network, a variety of communication methods complement each other, and
further improve the quality of communication.
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4 Distribution Network PDC Software Design

The PDC needs to have up-and-down communication as an intermediate device between
the primary and PMUs. PDC communication needs to meet the main and sub-station
interaction processes specified in G.BT 26865.2-2011.There are two kinds of commu-
nication between master station and sub-station: real-time communication and offline
communication. There are four data formats for real-time distribution network commu-
nication: data frame, head frame, configuration frame, and command frame [10]. The
data frame contains information such as switching quantity, analog quantity, amplitude
and phase angle. The head frame uses the ASCII code to represent information such as
synchronous phase measurement devices, data sources, etc. The configuration frames
are divided into CFG-1 and CFG-2, representing the output and configuration of the sub-
stations respectively. The command frame is responsible for transmitting the instructions
sent.

PDC devices should meet the functions of distribution network, dynamic data col-
lection and storage, fault recording data storage, time-to-time and so on. In WAMS
system, PDC mainly takes the role of PMU networking, PMU vector data collection
and sending to the master station. The data aggregated by PDC mainly includes the
configuration information of the underlying PMU, real-time data information and his-
torical data information. Configuration information is generally used only before the
PDC aggregates data, and the amount of data is small. Real-time data is continuously
uploaded to the PDC at a fixed number of frames per second, data is sent frequently, the
amount of data per PMU is small but the real-time requirements of uploading PDC are
high. Historical data information is a historical event that records the PMU, is saved as
a file, and the amount of data information is large but the upload time is long. Based on
LINUX system, this paper uses libuv function based on event-driven asynchronous IO
library to implement PDC software operation.

4.1 PDC Up and Down Communication Design

PDC communication is divided into upstream and downstream communication,
upstream communication with the dispatching center master station, downstream com-
munication with multiple PMU. PDC needs to build data channels, file channels, and
command channels when communicating up and down the line. When communicating
upstream, the PDC, as a server, needs to respond to a command request sent by themaster
and accept the configuration frames sent by the master. The communication flow of the
PDC connecting multiple master stations when communicating upstream is shown in
Fig. 1. When the PDC communicates uplink with multiple master stations, each master
needs to be connected in turn. In the figure, n is the number of connected master sta-
tions. The IP and port number parameters are first configured for each master station to
be connected to by the PDC through the for loop. The listening is then bound based on
the IP and port number of the PDC. When a request for a connection is received and
commands, data, and file connections are established, the PDC can communicate with
each master.

When communicating downstream, the PDC, as a client, is required to accept real-
time data uploaded by multiple PMUs, offline data, and command requests to the PMU.
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Fig. 1. Upstream communication. Fig. 2. Downward communication.
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The downstream communication process is shown in Fig. 2. In the figure, npmu is the
number of PMUS connected to the PDC. When communicating downstream, the IP,
command port number, data port number, file port number, and so on of each PMU
to which the PDC is connected are first configured through the for loop. The program
connects data, commands, and file channels based on the parameter configuration of
each PMU. After the connection is established, the PDC will send command requests
to each downstream PMU through the command channel to realize the real-time data
upload of each PMU.

For the aggregation of real-time vector data, the libuv network interface API is used
to implement. The libuv function used for PDC up-and-down communication is shown
in Table 1.

Table 1. Libuv function table.

Connect the PMU Listen to the main station

Function Instructions Function Instructions

uv_tcp_init() establish a TCP handle uv_tcp_init() initialize the TCP server
object

uv_ip4_addr() fill the PMU’s IP address
and port number

uv_ip4_addr() fill the PDC’s IP address and
port number

uv_tcp_connect() apply for connection uv_tcp_bind() bind the server to the local
IP address and port number

uv_read_start() read vector data uploaded
by PMU

uv_listen() establish TCP server
monitoring

4.2 Software Running Script

When the PDC program stops unexpectedly, it disconnects upstream and downstream
traffic, making it impossible for PMU data to be uploaded in real time. The detection
of PDC program is very important, and the detection function of the program needs
to be realized through the script file. The script is primarily implemented by the ps-ef
command in linux, which can view related activity processes. The specific script code
is shown in Fig. 3.

Diagram #! is a special representation, /bin/sh is the shell path to interpret the script,
while loopmeans that the script keeps running. The fourth line in the figure indicates that
the number of processes containing ‘pdc’ is viewed and assigned to procnum through the
ps-ef command. The fifth line says if pronum equals zero, then proceed down, otherwise
re-enter the path of the PDC and run the program. Set to check whether the PDC program
is in running state every 10 s. ThePDCprogram is not interrupted and the data is uploaded
in real time.



Mixed Communication Design 89

Fig. 3. PDC run script.

5 PDC Mixed Networking Testing

Build the test environment shown in Fig. 4. Figure 4 synchronous clock device to PMU1,
PMU2 to provide time-to-time function, PDC uplink through the network cable connec-
tion analog main station. The PDC downlink connects PMU1 and PMU2 via twisted
pair cable and PLC. The test begins by simulating commands from the main station,
summoning real-time data, and observing the frame rate of data transmission.

Fig. 4. Experimental environment.

The communication parameters that simulate the master, PDC, and PMU in the test
are shown in Table 2.
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Table 2. Device communication parameters.

Equipment IP Command port
number

Data port number File port number

PMU1 192.168.8.206 9000 9100 9600

PMU2 192.168.6.206 9001 9101 9601

master station 192.168.7.206 any port any port any port

PDC eth1 192.168.8.2 8001 8000 8600

PDC eth2 192.168.6.2

PDC eth3 192.168.7.2

Fig. 5. Master stationdata shows.

The test results are shown in Fig. 5. When the master station sends the command
correctly, the data channel connection is established to open the real-time data. From
the figure, it can be seen that the data of the two PMUs converges in the PDC and
is transmitted steadily to the analog master station at 50 frames/s. It is proved that
PDC can mix network and carry out stable communication by PLC and twisted pair
communication.
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6 Conclusion

Based on the data transmission protocol of real-time dynamic monitoring system, this
paper introduces the form of WAMS communication network, discusses the feasibility
of the access layer hybrid network communication mode. Based on the libuv function,
PDC software is developed to realize PDC up and down communication, and the data
of multi-channel PMU is pooled and sent to the analog master station in real time, so as
to ensure that the operation of the PDC program is not interrupted by script files. The
up-and-down communication, twisted pair network cable and PLC networking function
of PDC are verified by setting up the test environment of analog main station, PDC and
multi-PMU.
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Abstract. Under the situation of the normalization of the prevention and control
of COVID-19, related online public opinion occurs from time to time. Univer-
sity administrators must grasp the right of online discourse to guide the direction
of online public opinion and ensure the stability of campus order. This paper
analyzes the necessity and feasibility of university administrators to grasp the
right of online discourse from the basis of reality, compares two kinds of mea-
sures and their combinations through questionnaires and computer simulation
experiments: publishing authoritative information and focusing on opinion lead-
ers, argues the effectiveness of these two types of measures, and puts forward
specific countermeasure suggestions on this basis.

Keywords: COVID-19 · The right of online discourse · Online public opinion

1 Introduction

Under the normalized situation of the prevention and control of COVID-19, news about
the epidemic often occupies the hot search list of major Chinese websites. As the main
force of the network, the self-expression of university students in the network is very
likely to trigger the university network public opinion. In this context, it is important for
university administrators to grasp the right of online discourse to guide the direction of
online public opinion and maintain social stability.

Related scholars in China have conducted research in terms of opinion leaders and
controllers of online discourse, and formed a map of online discourse control, in which
algorithms are studied and aided by simulation experiments for verification. Fang Wei
et al. [1], Wang Ping [2] and Liu Xiaobo [3] conducted theoretical and simulation simu-
lation experimental research on the formation and evolution mechanism of online public
opinion. Jiang Kan et al. [4], CHEN Yuan et al. [5], and Wang Zheng [6] conducted
studies on the influence exerted by opinion leaders in online public opinion. Zeng Runxi
[7] did studies on how opinion managers conduct online opinion guidance. Fu Zhuojing
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et al. [8, 9] andWang Huancheng [10] made studies on improving the monitoring mech-
anism of online public opinion and grasping the right to master the discourse of public
opinion guidance in universities.

Different studies have recognized the role that administrators play in online public
opinion, so how specifically canwe, as university administrators,master online discourse
in the new situation where epidemics are normalized? In this paper, we will conduct
simulation experiments based on survey data and previous studies to come up with
targeted countermeasures.

2 The Questionnaire Survey

In mid-December 2020, we conducted a survey for college students in six universities in
Shanghai. The survey focused on understanding the impact of the Internet on students’
study and life on campus during the epidemic. 351 people participated in the survey,
with education levels involving senior, college, bachelor, master and doctoral degrees,
and majors covering science and technology, arts, economics, management, law and
medicine. The survey shows that as high as 89.17% of students choose to go online, and
the Internet is more closely connected with the study and life of college students.

2.1 Mainstream Media Show Authority

The survey showed that at the beginning of the emergence of COVID-19, students were
easily confused by the Internet rumors related to the epidemic, and only 35.5% of stu-
dents did not have the experience of being confused. When there were more online
rumors, 54.2% of students chose to actively search for relevant information, as many as
96.64% of students chose to clarify online rumors through official releases, 25.21% of
students chose to clarify through online celebrities on social media platforms, 23.11%
of students chose to clarify through teachers and parents, and 19.33% learned the truth
through classroom learning. When the epidemic was more serious, 81.3% of students
actively searched for relevant information, a figure that declined after the state released
real-time developments of the epidemic. After the official release of the real-time news
of the epidemic and the provision of a small platform for disinformation, up to 56.64%
of students chose to stop believing the unofficial news forwarded by their friends and
replaced it with the official news. As many as 72.9% of students trust the official infor-
mation about the Newcastle Pneumonia outbreak, while only 0.27% of students do not
trust it at all.

A whopping 79.67% of the respondents said that they browse social networking
platforms multiple times a day. The main channel for students to get information about
COVID-19 (multiple choices) was Weibo in the first place, accounting for 67.21%,
followed by WeChat friend circle 57.72%, mainstream media public number 55.83%
in the third place, mainstream media microblog 49.05% in the fourth place, and only
16.26% got the information through classroom. Mainstream media public numbers and
mainstream media microblogs are the best channels for students to get authoritative
information related to the epidemic.
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2.2 Proactive Screening and Careful Forwarding

The survey showed that 69.65% of students had half-confidence in the authenticity
and credibility of the unofficial information about the Newcastle pneumonia outbreak.
Only 5.96% of students believe it completely, and even if they believe it completely or
partially, the proportion of students who would forward it is only 38.35%. Up to 74.07%
of students would choose to use online engines to search authoritative websites to get
authoritative information; followed by finding answers from the news, accounting for
59.6%; at the bottom of the list is communicating with teachers of professional courses,
accounting for only 12.12%, with more specialist, undergraduate and doctoral students
choosing to communicate with their teachers. If university administrators can forward
authoritative information immediately can control online rumors from the source of
information, which is more helpful to prevent online public opinion.

A whopping 39.92% of students said that the school’s interpretation of relevant
policies could ease their anxiety about the epidemic, and another whopping 47.29%
said they would actively open news about the epidemic shared by their teachers in their
class groups, a percentage second only to students who would actively view news with
authoritative experts expressing their professional opinions (62.96%) and news thatmade
it to the top of the list (58.69%), and is higher than WeChat’s precisely placed public
service videos (30.77%).

3 Simulation Experiments

The experiment is based on the Netlogo platform [11], combined with the Language
Change model [12], and is built on the basis of the communication model proposed by
Zhuojing Fu et al. [8, 9], adapted to test the effectiveness of different measures taken by
university administrators to grasp online discourse and influence online public opinion.

3.1 Model Design

It is assumed that the online information dissemination space is a 99 × 99 square and
that students are in this space forming a social network with some linking hubs in
the network. The dots represent a student and the links represent the connections and
communication channels between them. White dots (0) represent students who are able
to transmit positive energy in their online participation, black dots (1) represent students
with more negative online feelings, and grey dots (0.5) represent students in a neutral
state. Nodes with connection lines greater than or equal to 5 are shown as larger key
dots, and the network participants represented by these dots are network opinion leaders
or special network connectors in an active position, such as moderators, followers of
comments, etc.

The parameters of the experiment were set according to the survey results; 46.72%
of the students feel anxious and upset about the epidemic, which can be interpreted as
a corresponding percentage of nodes with a black negative state in the initial state. In
each system operation cycle, 38.35% of the nodes will disseminate their state to their
neighbors, 5.96% of the nodes fully receive and adjust to the incoming state; 69.65% of
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the nodes will half believe the received message, of which 74.07% choose to corroborate
their judgment by searching for authoritative information; if there is no valid authoritative
information released at this time, the experiment shows that there will be 46.72% of the
nodes would choose to receive messages that they believed half-heartedly before.

Judging from surveys and past experience, there are two basic measures that can
help college and university administrators capture online discourse.

Measure 1 (C1): by publishing official authoritative information across the network,
it makes a lot of positive information available on mainstream media, and most (72.9%)
of the nodes will accept the positive information after querying, and another 0.27% of
students will not accept it at all. The variable C1 is set in this model, taking the value
range 0–100%, and the proportion of positive information coverage on the network can
reach the level of C1 after taking this measure C1 (assuming that the rest is invalid
information).

Measure 2 (C2): focus on network opinion leaders (key nodes), targeted push, and
timely push messages to other nodes. The switch C2 is set in this model and turning on
C2 means starting to implement measure 2. The experiment is set to select the larger dot
after every 5 system times, assign a positive status to that dot, and propagate the positive
message to its neighbors.

3.2 Initial Experiments

Simulates the initial state without any measures, with C1 at 0% and C2 off.
The experimental runwas started and after 45 system times (T), the negativemessages

covered all network nodes. Figure 1 shows the results of the experiment without any
measures: the world view window shows all dots as black and the statistical curve shows
that the node state mean reaches 0 at T = 45 (0 is black, 0.5 is gray, 1 is white).

The initial experimental results show that if university administrators do not take
measures to intervene during the outbreak of online public opinion, it will lead to the
rapid spread of negative information such as online rumors, and the online public opinion
will be out of control in a short period of time.

3.3 Comparative Experiments

Comparative Experiment 1. This experiment tests the effect of publishing authori-
tative information across the network. The other settings are the same as the initial
experiment, and the C1 ratio is turned up to 10%, 20%, 50%, and 100% in that order
and run for observation. Figure 2 shows the results of the experiment with measure 1.
The results show that only measure 1 makes all the dots white, and the rate of change
increases in tandem with the percentage of positive messages in C1, but the increase
slows down after C1 exceeds 50%.

The results of Comparative Experiment 1 shows that if measures 1 are taken alone,
university administrators can improve the psychological state of the student group in a
short time by publishing official authoritative information and making students search
for authoritative information on mainstream media (coverage does not have to be high)
as soon as possible, thus effectively guiding the direction of online public opinion until
positive information dominates the Internet.
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Comparative Experiment 2. This experiment tests the directed push of authority infor-
mation to key nodes. The other settings are the same as the initial experiment, and the
C2 switch is turned on and run for observation. Figure 3 shows the results of the exper-
iment for Measure 2. After several effective runs, when the system time reaches above
200–300, most of the nodes show white; while when the system time reaches around
400 interval, only individual end small groups are left black, and sometimes the dots can
all be converted to white.

T=45

Fig. 1. Scenario when no measures are taken

The results of Comparative Experiment 2 shows that if measure 2 is taken alone,
university administrators directed to influence key nodes to ensure that the information
they disseminate to surrounding nodes is positive and timely, and can also positively
guide the direction of online public opinion, however, measure 2 is not as efficient as
measure 1, as reflected by the long time spent and the small range of groups covered.
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C1=10% T=100 State=1

C1=20% T=70 State=1

C1=50% T=40 State=1

C1=100% T=25 State=1

Fig. 2. Results of a typical run of Comparative Experiment 1
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C2 on T=395 State=0.96

Fig. 3. Results of a typical run of Comparative Experiment 2

3.4 Conclusions of the Experiments

The above experimental situation shows that if university administrators do not take any
measures, online public opinion will quickly get out of control; whereas, if conditions
permit, prioritizing measure 1 to popularize authoritative information among students
in general will quickly control the direction of online public opinion. In the stage when
authoritative information is not yet available and online public opinion begins to emerge,
adopting Measure 2 to target and influence online opinion leaders or relevant online
participants in an active position can be an effective supplement whenMeasure 1 cannot
be taken.

4 Countermeasures and Suggestions

In the context of normalized epidemic prevention and control, the authority trusted by
Chinese college students is the mainstream media, and students pay attention to the
information about the epidemic and the interpretation of relevant policies forwarded by
their schools. In the network public opinion that may break out at any time, university
administrators should take this opportunity to grasp the guidance of public opinion and
build a mechanism to prevent university network public opinion.
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4.1 Leverage the Power of Authority

In the COVID-19 outbeak, the scientific study of the epidemic by the authoritative expert
group greatly relieved the anxiety and panic of Chinese social groups; the mainstream
media’s notification of the case situation shattered all kinds of rumors about the epidemic,
and the opinion leaders and authoritative views showed a high degree of integration.
Leveraging authority by university administrators is the most effective way to guide
online public opinion.

4.2 Focus on the Key Points

Online public opinion on COVID-19 usually matches the time of case confirmation, and
is the stage of rapid spread of online rumors and the budding of online public opinion
when authoritative information has not yet been released. Experiments have shown that
when authoritative information is not yet in play, voices can be raised with the help of
online opinion leaders or active online participants. For university administrators, firstly,
they should establish a network management team and occupy the position of active
network participants; secondly, they should screen out negative emotion groups and
lock the key pushing targets; thirdly, they should carry out accurate pushing of network
information, including pushing network information that conveys positive energy and
publishing positive comments in the comment section.
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Abstract. With the rapid increase in urban population, urban traffic problems are
becoming severe. Passenger flow forecasting is critical to improving the ability
of urban buses to meet the travel needs of urban residents and alleviating urban
traffic pressure. However, the factors affecting passenger flow have complex non-
linear characteristics, which creates a bottleneck in passenger flow prediction.
Deep learning models CNN, LSTM, BISTM and the gradually emerging attention
mechanism are the key points to solve the above problems. Based on summarizing
the characteristics of various models, this paper proposes a multivariate prediction
model ACLB to extract the nonlinear spatio-temporal characteristics of passen-
ger flow data. We compare the performance of ACLB model with CNN, LSTM,
BILSTM, CNN-LSTM, FCN-ALSTM through experiments. ACLB performance
is better than other models.

Keywords: CNN · Attention · LSTM · BILSTM · Passenger flow

1 Introduction

Due to the rapid growth of urban population, the pressure of urban traffic load is increas-
ing. City buses are the most important and popular transportation for most urban res-
idents. Accurate prediction of passenger flow in various periods has important signif-
icance for allocating buses according to passenger travel rules and improving the uti-
lization of vehicles to meet the needs of passengers. However, the passenger flow has
non-linear dynamics, affected by time and external factors, and has complex temporal
and spatial characteristics. Therefore, it is crucial to develop a multi-variable prediction
model that integrates multiple influencing factors to predict the passenger flow.

There are twoways to develop the passenger flow predictionmodel. On the one hand,
the passenger flow forecasting is regarded as a regression problem, and the data of time
and other external factors are used to construct the feature space. Use Linear Regression,
Support Vector Regression (SVR) and other machine learning algorithms to establish a
prediction model. In addition, bus passenger flow data has time series characteristics and
is typical time series data. Therefore, bus passenger flow forecasting can be regarded
as a time series forecasting problem. Time series forecasting needs to examine the data
mining time series information of passenger flow in a time segment, and establish a time
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series prediction model based on the overall time series characteristics of the data. This
method takes into account the time series characteristics of the data and is widely used
in the prediction of passenger flow and traffic flow. In recent years, the application of
deep learning in various fields has made breakthrough progress. Therefore, researchers
at home and abroad have also begun to pay attention to the application of deep learning
in time series prediction tasks. Convolutional neural networks (CNN) can extract local
features of time series data and Recurrent Neural Network (RNN) and improved long
short-term memory (LSTM) and bi-directional long short-term memory (BILSTM) can
capture the time series characteristics of data. In addition, the attention mechanism
(Attention) is applied in the recurrent neural network. It can improve the processing
performance of RNN for ultra-long sequences. On the basis of these research results,
this paper proposes a neural network model ACLB that combines attention mechanism,
CNN, LSTM, and BISLTM based on the characteristics of multivariate bus passenger
flow sequence data.

2 Related Work

Traditional time series forecasting models are Smoothing Methods and autoregressive
methods, including ARIMA and SARIMA. etc. Li Jie, Peng Qiyuan [1] have used
the SARIMA model to predict the flow of people on the Guangzhou-Zhuhai Intercity
Railway and achieved good results.Many researchers have begun to applyDeepLearning
to solve time series related problems [2–5]. Yun Liu et al. combined CNN and LSTM
to propose the DeepConvLSTM [7] model to be applied to the field of human activity
recognition (HAR). Thismodel can automatically extract human behavior characteristics
and time feature. FazleKarim [8] usedFullyConvolutionalNetwork (FCN) to replace the
pooling layer and fully connected layer of CNN in the task of time series classification,
and then combined with LSTM to establish the LSTM-FCN model and ALSTM-FCN.
Xie Guicai [4] et al. proposed a multi-scale fusion timing mode convolutional network
based on CNN. The model designed short-term mode components and long-term mode
components to extract the short-period and long-period spatiotemporal features of the
time series, and then obtained Feature fusion recalibration of the final output prediction
value comparison, but the model does not consider the influence of external factors other
than the flow of people.

3 Model:ACLB

Bus passenger flow prediction should consider the complex non-linear relationship
between urban bus passenger flow and time and space factors. The passenger flow of
a certain time period is not only affected by the adjacent time period, but also related
to various current external factors. For example, the passenger flow of weekdays has
obvious morning peak and evening peak, and the peak passenger flow of holidays will
be postponed later. Temporary rainfall may lead to a sharp drop in the number of people
taking public transportation. And each feature of the data is of different importance to
the final prediction result. Therefore, the prediction model should not only consider the
temporal and spatial characteristics of the time series data, but also consider reducing



106 L. Zheng et al.

the interference of the less correlated data on the prediction result. In order to overcome
these problems, this paper proposes a new neural network model ACLB. The structure
of the ACLB model is shown in Fig. 1:

Fig. 1. The structure of the ACLB mode

The ACLB model consists of a CNN-LSTM layer, a BILSTM layer, an attention
layer, a fully connected layer, and an output layer. The ACLB model incorporates an
attention mechanism on the basis of CNN-LSTM, so that the model can extract the
spatiotemporal features of the data and focus the model’s attention on key features, and
the BILSTM layer is added to extract the bidirectional time dependence of time series
data.

3.1 CNN-LSTM Layer

The CNN is used as a feature extractor, and then the sequence output from the CNN is
input to the LSTM for training. This CNN-LSTM structure model is mainly used for
image caption generation [4], but in research, it is found that CNN-LSTM can also be
applied to Time series forecasting [2, 9–11], such as electricity forecasting [12, 13],
stock closing price forecasting and other fields. The CNN-LSTM layer in the ACLB
model uses the combined structure of CNN and LSTM to extract the local features and
timing features of the data. CNN-LSTM Layer is shown in Fig. 2:

Fig. 2. The structure of the CNN-LSTM layer
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Convolutional Neural Networks. In the task of machine learning, feature extraction
is a very critical step. For time series prediction, extracting data features can also signif-
icantly improve the performance of the model. CNN consists of a convolutional layer, a
pooling layer, a fully connected layer and an output layer. It is generally used for feature
extraction in image processing, text processing and other fields. At the same time, CNN
also has a good effect on time series data. The core part of the CNN convolutional layer
is an automatic feature extractor and reduces the overall computational consumption of
the model.

Long Short-term Memory. CNN can effectively extract local features of time series
data, but CNN cannot capture the time dependence of time series. Therefore, after CNN
extracts spatiotemporal features, the LSTM [14, 15] is used to extract the time depen-
dence of time series. LSTM is an improvement of RNN. It adds forget gate, update
gate, output gate, memory cell C on the basis of RNN, alleviating the problem of RNN
gradient explosion so that the LSTM can capture long-term dependencies. The structure
of an LSTM node is shown in Fig. 3:

Fig. 3. The structure of an LSTM node

Ĉt = tanh(wc[at−1,X t]) + bc (1)

�u = σ(wu[at−1,X t]) + bu (2)

�f = σ(wf [at−1,X t]) + bf (3)

�o = σ(wo[at−1,X t]) + bo (4)

Ct = �u ∗ Ĉt + �f ∗ Ct−1 (5)

at = �o ∗ tanh(ct) (6)

Ĉ
(t)

is the memory cell value to be refreshed, at is the activation value of the previous
LSTM node, Xt is the input value of the current node, Ct is the memory cell value, Γ u
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is the update gate, Γ f is the forget gate, Γ o is the output gate, partial is the range of
the activation function from 0 to 1, at−1 is the hidden state of tht node, bc,bu,bf ,bo are
all offset values. Memory cell C is the key structure inSTM. It transmits information
on the entire LSTM, so that key sequence information is retained or discarded, and the
problems of gradient explosion and gradient disappearance are alleviated. From Fig. 3
and formula (1)–(6), it can be found that when the memory cell value is passed from the
previous node to the current node, its value is controlled by the current node’s forgetting
gate, the update gate and the input value X of the current node.

3.2 Attention Layer

The attention [14, 16, 17] mechanism is inspired by the cognitive mechanism of the
human brain. The human brain can grasp the key information from the complex informa-
tion and ignore the meaningless information. The attention mechanism assigns weights
to the input data to make the model focus on the important features of the data. The
structure of the attention mechanism is shown in Fig. 4:

Fig. 4. The structure of attention layer

αt,i = exp(et,i)
∑t+n

i=0 exp(e
t,i)

(7)

et,i = St−1 · ai (8)

[a0,a1, . . . an] is the hidden state from the CNN-LSTM layer. αt,i represents the ratio
of the model’s attention to ai in the input sequence when the attention layer outputs the
value St . The attention mechanism makes the model always focus on the most critical
information.

3.3 BILSTM Layer

BILSTM [18, 19] consists of two LSTMs with opposite information propagation direc-
tions. This structure enables BILSTM to capture the forward and backward information
of the sequence.
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[S1,S2, . . . ,St, . . . ,Sn−1,Sn] is from Attention Layer, It is input into BILSTM to get
[H 1,H 2,...,Ht, . . . ,Hn−1,Hn]. The formula is as follows

�Ht = −−−→
LSTM ( �C,St,�ht) (9)

←−
H t = ←−−−

LSTM (
←
C ,St,

←−
h t) (10)

Ht = w1
−→
H

t · w2
←−
H

t
(11)

In the formula (9), (10) and (11), C is the memory cell value, S is the current input,
h is the hidden state of the previous node. The (← , →) in the formula represents the
direction of information flow. �Ht,

←−
H t is the output of the LSTM in the opposite direction.

Ht is the output of BILSTM.

4 Experiment

4.1 Construct Training Set

The data set is historical bus card data and weather information data from aity
in Guangdong from August 1, 2014 to December 31, 2014. Count the num-
ber of passengers in different time periods at one-hour intervals, remove useless
fields, and insert weather information corresponding to each time period. xi =[
passenger flow, temperature, rainfall, . . . .

]
represents passenger flow and external fac-

tor data in the i period of the day, Xi = (xi−k ,xi−k+1, . . . xi) represents a time series from
i − k to i. The passenger flow forecast problem is defined as (12)

Yi+h = f (Xi) (12)

Yi+h is the passenger flow predicted by model at i + h. In the following experiment,
h is set to 1, which is to predict the passenger flow 1 h away from the current moment.
we uses the original data to construct a training set Z = (X1,X2,X3, . . . ,Xn). Among
them, the data from August 1 to November 30, 2014 is the training set, December 1 to
December 15 is the test set, and December 16 to December 31 is the verification set.

4.2 Model Details

The CNN-LSTM layer in the ACBL model has 2 CNN, 2 pool, and 2 LSTM layers, and
the convolution kernels are all set to 3× 1. The LSTM has 100 hidden neurons, dropout
= 0.5 and the BILSTM layer has 100 hidden neurons. During the training, the learning
rate is 0.001 and the bachsize is 10. In order to reflect that the improvement of the ACLB
model is effective, the performance of the ACLBmodel is compared with CNN, LSTM,
BILSTM, CNN-LSTM and FCN-ALSTM.
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4.3 Result

The evaluation indicators adopt RSME and MAPE. In order to avoid the influence of
different dimensions on the model, the passenger flow data have been normalized. From
the data in Table 1, compared with the single models CNN, LSTM, and BILSTM, the
RMSE of CNN-LSTM is reduced by 0.188, 0.159, 0.003, respectively, and the MAPE
is reduced by 12.6%, 11.6%, and 2.6%, respectively. Compared with the CNN-LSTM
and FCN-ALSTM models, the ACLB model has reduced RMSE by 0.024 and 0.022,
and MAPE reduced by 1.3% and 1.5%, respectively.

Table 1. Model performance evaluation (passenger flow prediction result when h = 1)

Model RMSE MAPE

LSTM 0.201 20%

CNN 0.230 21%

BILSTM 0.045 9%

CNN-LSTM 0.047 8.4%

FCN_ALSTM 0.045 8.6%

ACLB 0.023 7.1%

Therefore, the ACLB model effectively reduces reduce the error of passenger flow
forecast and improves the accuracy.

Figure 5(a)–(e) is the RMSE comparison chart of ACLB and all models for each
period from December 29 to 31.
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Fig. 5. ACLBandLSTM,BILSTM,CNN,CNN-LSTM, FCN-ALSTMRMSEcomparison chart.
Passenger flow data has been normalized, so RMSE has no unit

5 Conclusion

In this article, we propose a new model ACLB for passenger flow prediction. In order
to evaluate the performance of the ACLB model, in the experiment we used the ACLB
model and other models to predict the passenger flow in the next hour. The experimental
results show that the ACLB model works well. However, the data set in this article is
only a small sample of data. In the next step, wewill verify the performance of the ACLB
model on a larger range of data sets.

References

1. Jie, L., Qiyuan, P., Yuxiang, Y.: Guangzhou-Zhuhai intercity railway passenger flow forecast
based on SARIMA model J. J. Southwest Jiaotong Univ. 55(1), 51 (2020)

2. Elmaz, F., Eyckerman, R., Casteels, W., Latré, S., Hellinckx, P.: CNN-LSTM architecture for
predictive indoor temperature modeling. J. Build. Env. 206, 108327 (2021)



112 L. Zheng et al.

3. Donahue, J., Anne Hendricks, L., Rohrbach, M., Venugopalan, S., Guadarrama, S., Saenko,
K.: Long-term recurrent convolutional networks for visual recognition and description. In:
Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 2625–
2634 (2015)

4. Xie, G., Duan, L., Jiang, W., Xiao, S., Xu, Y.: Multi-scale time-dependent prediction of
pedestrian flow in campus public areas. J. Softw. 32(3), 831–844 (2021)

5. Vinyals, O., Toshev, A., Bengio, S., Erha, D.: Show and tell: a neural image caption generator.
In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 3156–
3164. (2015)

6. Qu, W., et al.: Short-term intersection traffic flow forecasting. J. Sustain. 12(19), 8158 (2020)
7. Ordóñez, F.J., Roggen, D.: Deep convolutional and lstm recurrent neural networks for

multimodal wearable activity recognition. J. Sensors 16(1), 115 (2016)
8. Karim, F., Majumdar, S., Darabi, H., Chen, S.: LSTM fully convolutional networks for time

series classification. J. IEEE Access 6, 1662–1669 (2017)
9. Abbas, G., Nawaz,M., Kamran, F.: Performance comparison of NARX&RNN-LSTMneural

networks for lifepo4 battery state of charge estimation. In: 2019 16th International Bhurban
Conference on Applied Sciences and Technology (IBCAST), IEEE, pp. 463–468 (2019)

10. Yoshida, K., Minoguchi, M., Wani, K., Nakamura, A., Kataoka, H.: Neural joking machine:
Humorous image captioning, arXiv preprint arXiv:1805.11850 (2018)

11. Alayba, A.M., Palade, V., England, M., Iqbal, R.: A combined CNN and LSTM model for
arabic sentiment analysis. In: Holzinger, A., Peter Kieseberg, A., Tjoa, M., Weippl, E. (eds.)
CD-MAKE 2018. LNCS, vol. 11015, pp. 179–191. Springer, Cham (2018). https://doi.org/
10.1007/978-3-319-99740-7_12

12. Jia, R., Yang, G., Zheng, H., Zhang, H., Liu, X., Yu, H.: Based on adaptive weights CNN-
LSTM&GRU combined wind power prediction method. ChinaPower. https://kns.cnki.net/
kcms/detail/11.3265.TM.20211001.1133.002.html

13. Taylor, J.W., McSharry, P.E., Buizza, R.: Wind power density forecasting using ensemble
predictions and time series models. J. IEEE Trans. Energy Convers. 24(3), 775–782 (2009)

14. Tang, F., Kusiak, A., Wei, X.: Modeling and short-term prediction of HVAC system with a
clustering algorithm. Energy Build. 82, 310–321 (2014)

15. Hochreiter, S., Schmidhuber, J.: Long short-termmemory. J. Neural Comput. 9(8), 1735–1780
(1997)

16. Vaswani, A., et al.: Attention is all you need. In: Advances in neural information processing
systems, pp. 5998–6008. (2017)

17. Zhang, X., Qiu, X., Pang, J., Liu, F., Li, X.W.: Dual-axial self-attention network for text
classification. J. Sci. China Inform. Sci. 64, 222102 (2021)

18. Schuster, M., Paliwal, K.K.: Bidirectional recurrent neural networks. IEEE Trans. Signal
Process. 45(11), 2673–2681 (1997). https://doi.org/10.1109/78.650093

19. Tianyu, H., Li, K., Ma, H., Sun, H., Liu, K.: Quantile forecast of renewable energy generation
based on indicator gradient descent and deep residual BiLSTM. Control Eng. Pract. 114,
104863 (2021)

http://arxiv.org/abs/1805.11850
https://doi.org/10.1007/978-3-319-99740-7_12
https://kns.cnki.net/kcms/detail/11.3265.TM.20211001.1133.002.html
https://doi.org/10.1109/78.650093


Multivariate Passenger Flow Forecast Based on ACLB Model 113

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Resource Scheduling Strategy for Spark
in Co-allocated Data Centers

Yi Liang(B) and Chaohui Zhang

Faculty of Information Technology, Beijing University of Technology, Beijing 100124, China
yliang@bjut.edu.cn

Abstract. The co-allocated data centers are to deploy online services and offline
workloads in the same cluster to improve the utilization of resources. Spark appli-
cation is a typical offline batch workload. At present, the resource scheduling
strategy for co-allocated data centers mainly focuses on online services. Spark
applications still use the original resource scheduling, which can’t solve the data
dependency and deadline problems between spark applications and online ser-
vices. This paper proposes a data-aware resource-scheduling model to meet the
deadline requirement of Spark application and optimize the throughput of data
processing on the premise of ensuring the quality of service of online services.

Keywords: Co-allocated data centers · Resource scheduling · Deadline

1 Introduction

With the rapid development of the Internet [1], the data scale of the data center has
developed rapidly. When the amount of data in the data center is increasing rapidly, the
utilization of resources has become an issue of widespread concern in the industry [2].
To improve the utilization of resources, Co-allocated data centers have become an option
for many companies. It is to deploy online services and offline workloads on the same
cluster and share the data resources of the cluster to improve resource utilization.

There are new deadline requirements in offline applications in many enterprises
[3]. For example, a shopping platform recommendation system has a data dependency
relationship between offline workloads and online services. Offline workloads need to
process intermediate data generated in real-time and provide timely feedback to users,
guaranteeing the timeliness of the result data. Spark application is a typical offline batch
workload, in traditional resource scheduling; it can’t solve the problems encountered
in this scenario. In the current scenario, the input data of Spark applications, which is
generated from online services can be partitioned and processed in a few phases on
demand. The goal of Spark applications is to improve the throughput of data processing
while ensuring the deadline requirement. Multiple Spark applications are executed at the
same time in the co-allocated data center. How to partition the data and allocate resources
amongmultiple applications has become a big challenge. This paper proposes a resource-
scheduling model for Spark in co-allocated data centers, which can reasonably provide
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data-resource allocation for Spark applications and process more data while meeting the
deadline requirement.

The rest of the paper is organized as follows. Section 2 introduces the related work
of this article. Section 3 introduces the detailed design of time prediction modeling and
the data-away resource scheduling strategy of the Spark application. Section 4 conducts
experimental evaluation and analysis. Section 5 summarizes the main contributions of
this paper.

2 Related Work

Resource scheduling of applications has been a major research direction in recent years.
In the previous resource scheduling research,KewenWang andMohammadKhanDivide
a single application intomultiple intervals to dynamically, allocate resources to savemore
resources and improve the utilization of resources [4]. Zhiyao Hu et al. optimized the
Shortest Job First Scheduling, by fine-tuning the resources of one job for another job,
until the predicted completion time of the job stops decreasing, reducing the overall
running time [5].

However, more andmore applications have new requirements for the deadline, which
has not been considered in previous studies; GuoluWang et al. proposed a hard real-time
algorithmDVDA [6]. Comparedwith the traditional EDF algorithm, it not only considers
the deadline of the application, but also considers the value density, resets the value
weight function, and allocates resources to the highest weighted application by priority.
With the advent of the data center, there is a dynamic change of available resources,
Dazhao Cheng et al. propose a resource and deadline-aware Hadoop job scheduler RDS
[7]. The resource allocation is adjusted in time through time prediction, Each job is
divided into ten intervals, the resource allocation is adjusted through the execution time
and forecast time of each interval, and a simple and effective model is also proposed to
predict future resource availability through the recent historical available resources.

With the rapid increase of job scale,many parallel jobs are limited by the network that
the cluster is difficult to expand. It is necessary to reduce the cross-rack network traffic by
improving the locality of rack data. Faraz and Srimat proposed that ShufflerWatcher [8]
tried to arrange the Reducer on the same rack as most M appers to localize the Shuffle
stage, but only considering the situation of a single job for independent scheduling,
Shaoqi Wang et al. found that there are data dependencies between many jobs in reality
[9], and proposed Dawn composed of the online plan and network adaptive scheduler.
The online plan determines the preferred rack according to the input data position of the
task and the task relevance. After the network adaptive scheduler finds the idle resources
of the rack, it selects the appropriate job to schedule on the rack according to the current
network status.

3 Model Design

This chapter first introduces the framework overview, then it introduces the design
scheme of the time prediction modeling and the data-aware resource scheduling.
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The scheduling goal of this paper is the proportion of meeting deadline requirements
and the throughput of data processing. The expression is as follows:

DAR = 1

n

n∑

i=1

f (yi,y
∧
i ), f (yi,y

∧
i ) =

{
0, yi > y∧

i
1, yi ≤ y∧

i
, (1)

DTR =
n∑

i=1

Di. (2)

yi and y∧
i represent the actual execution time and deadline time of application i respec-

tively, and the function f (yi,y∧
i ) represents whether application i is completed before

the deadline. Di represents the throughput of data processing for application i.

3.1 Framework Overview

This paper proposes a data-away resource scheduling model based on time prediction.
The model is mainly divided into two parts, the first part is to perform time prediction
modeling for each Spark application separately to ensure that it can be completed while
meeting deadline requirements. The second part is the resource scheduling optimization
algorithm, which uses the heuristic algorithm to select the best data-resource allocation
plan to ensure that each application is completed while meeting deadline requirements
andmaximizing the data processing capacity of the spark application. The overall design
framework is as follows (Fig. 1):
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Fig. 1. Framework of the model

3.2 Prediction of Spark Application Execution

This paper selects SVM as a time predictive modeling tool [10, 11]. SVM is a machine
learningmethod developed in themid-1990s, mainly tominimize the experience risk and
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confidence range to improve the generalization ability of the learning machine so that
better statistics can be obtained in a small sample. Our goal is to predict the execution
time of the Spark application, so we need to select the key factors that affect the time
prediction. Since this paper models each application separately, internal factors such as
the number relationship between the action operator and the transformation operator of
the application, the number of shuffles, etc. are not included in the influencing factors.
Themain influencing factors selected in this paper are input data scale, core andmemory
resources.

Support vector regression is to transform the original input data x through a non-linear
mapping into the corresponding high-dimensional feature space. The linear representa-
tion is ϕ(x), and the linear regression is completed. SVR is the method of regression
prediction [12, 13]. Through the Lagrangian multiplier method and KKT condition, the
SVR can be expressed as:

f (x) =
m∑

i=1

(α′
i − αi)k(x,xi) + b. (3)

where k(x, xi) = ∅(xi)T∅(xj) is the kernel function. Commonly used kernel functions
are linear kernel function, polynomial kernel function, and radial basis kernel function.
Select 75% of the samples as the training data, and select the best kernel function through
experiments to construct the prediction model.

PSO-Based Resource Scheduling Strategy. The Particle Swarm Optimization (PSO)
is a search optimization algorithm with simple operation and fast convergence speed
[14, 15]. Each particle in PSO represents a feasible solution to the target problem; each
particle mainly contains two attributes: position and velocity. The position represents a
feasible solution, the velocity represents the moving speed and direction of the particle,
and the movement process of the particle is called the search process of the particle. The
update formula for the velocity and position of each particle is as follows:

Vi(t + 1) = ω ∗ Vi(t) + �1 ∗ rand ∗ (Pbi(t) − Xi(t))

+�2 ∗ ran ∗ (gb(t) − Xi(t)),
(4)

Xi(t + 1) = Xi(t) + Vi(t). (5)

In Eq. (4), t represents the number of iterations. Pbi and gb respectively represent
the optimal position of the ith particle and the global optimal position. ω is the inertia
factor, �1 represents the cognitive ability of the particle, and �2 represents the learning
ability of the particle swarm. rand represents a uniform function in [0,1].

Definition of Particles. In the PSO, the definition of particle swarm P is expressed as
follows:

P = {Pq|1 ≤ q ≤ pNumber}. (6)

pNumber represents the number of particle swarms, and Pq represents particles. The
formula of Pq is as follows:

Pq = {(di,ci,mi)|1 ≤ i ≤ n}. (7)
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In Eq. (7), n represents the number of spark applications, (di,ci,mi) represents a data-
resource scheduling solution of the ith spark application, di represents the throughput
of data processed by the ith spark application, ci and mi respectively represent the core
and memory resources allocated by the cluster.

Definition of Particle Fitness. Each particle represents a data-resource scheduling
solution between spark applications, and the fitness function of the particle represents
the revenue that each particle can bring. The scheduling goal of this paper is that Spark
applications can improve the throughput of data processing while ensuring the dead-
line requirement. Therefore, this paper sets the particle fitness as the sum of the data
processed by each application, the fitness expression of particles is as follows:

E = d1 + d2 + . . . + dn, (8)

s.t.yi ≤ deadline, (9)

n∑

i=1

ci ≤ C,

n∑

i=1

mi ≤ M ,

n∑

i=1

di ≤ D, (10)

ci ≥ 0,mi ≥ 0, di ≥ 0. (11)

The constraints of Eqs. (10) and (11) respectively indicate that each application needs
to be completed before the deadline, and the allocated data-resources are less than the
currently available data-resources.

4 Experimental Results and Analysis

4.1 Experimental Setup

The selection of the experimental environment in this paper is a Spark cluster composed
of 15 nodes, including 1 master node and 14 worker nodes. The detailed configuration
of each Spark node is shown in Table 1.

The experiment in this paper is divided into two parts, one is the experiment of
time prediction model accuracy, and the other is the experiment of resource scheduling
strategy performance comparison. In the experiment, Wordcount, Sort, and Pagerank in
Hibench are selected as the experimental workload.
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Table 1. Experimental environment configuration

Resource type Resource name Resource allocation

Hardware Cpu Intel(R) Xeon(R) CPU E5–2660 0 @ 2.20 GHz × 32

Memory 64 GB

External memory 1 TB

Operating system Centos7.4

Spark 3.0.0

Software Scala 2.12.10

JVM jdk1.8.0

Hadoop 2.7.3

4.2 Accuracy of Spark Application Execution Time Prediction

We use different kernel functions to model the time prediction of each application, and
evaluate the accuracy of each model through RMSE andMAPE, and select the best time
prediction model. The results of the prediction model for different workloads are shown
in Fig. 2 and Fig. 3.

Through the comparison of time prediction accuracy under different kernel functions
in Fig. 2, we can see that different applications can get a better prediction effect when
using linear kernel function for time prediction. The time prediction results obtained by
using the linear kernel function are more similar to the real execution time.

(a) Wordcount-polynomial kernel

(b) Wordcount-linear kernel

Precdict

Actual

(c) Sort-polynomial kernel

(d) Sort-linear kernel

(e) Pagerank-polynomial kernel

(f) Pagerank-linear kernel

Fig. 2. Time prediction accuracy of different kernel functions

Figure 3 evaluates the large error and relative error in the prediction results by using
the evaluation indexes RMSE and MAPE, it can be obtained that when the linear kernel
function is used for time prediction, the RMSE is reduced by an average of 27%, and
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the MAPE is reduced by an average of 1.9%. Therefore, the linear kernel function is
selected as the kernel function for time prediction modeling.

Fig. 3. Experimental evaluation of different kernel functions

4.3 Performance of The Resource Scheduling Strategy

Our resource scheduling strategy is compared with the conservative resource scheduling
strategy and the radical resource scheduling strategy, using the DAR and TAR in Sect. 3
as the evaluation indicators of the experiment. The experiment is carried out in the cluster
with variable resources, and the following experimental results are obtained.

(a) The effective data size processed (b) The proportion of applications meeting deadline

Fig. 4. Performance of different resource scheduling strategies

It can be seen from Fig. 4 that our method can bring about an increase in the
throughput of data processing and the proportion of meeting deadline requirements.
Compared with conservative and radical scheduling strategies, our resource schedul-
ing strategy increases the throughput of application processing data by an average of
12% and 50%, respectively. The proportion of applications that meet deadline require-
ments has increased by 20% and 50%, respectively. Although the conservative resource
scheduling strategy can ensure that there is output in the deadline demand, it cannot
ensure that more data is processed before the deadline; Although the radical resource
scheduling strategy can guarantee the processing of as much data as possible, it cannot
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guarantee the deadline requirements of Spark application, so there will be less effective
data processing; the scheduling strategy in this paper takes into account both the demand
for the deadline requirements and the demand for the throughput of data processing, and
achieves a good result.

5 Conclusions

This paper proposes a resource-scheduling model for Spark in co-allocated data centers.
This method is based on a time prediction model, which increases the throughput of data
processing while meeting the deadline requirement, and it solves the new requirements
of Spark applications. In the future, we intend to improve the performance of the data-
away resource scheduling strategy by increasing the accuracy of time prediction and
refining the conditions of scheduling policy.
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Abstract. In view of China’s cargo airlines network, taking the airport of each
city as the node and the number of flights between cities as the weight of the side,
the network topology index and economic index are used to evaluate the current
situation of the network and the development potential of the network. Then,
the TOPSIS method is used to comprehensively evaluate China’s cargo airlines
network. The results show that the network ranking of each airline is: China Cargo
Airlines, SF Airlines, China Post Airlines, Jinpeng Airlines, Longhao Airlines,
Yuantong Airlines. Finally, considering the development stage of China’s cargo
airlines, the sensitivity analysis is conducted by resetting the weight to verify the
effectiveness of TOPSIS method. At the same time, according to the different
stages of the network of cargo airlines, some suggestions on the development of
the network are given.

Keywords: Cargo airlines · Air transport network · Topology analysis · TOPSIS
approach

1 Introduction

Compared with other modes of transportation, air transportation can fully meet the
timeliness requirements of logistics services for medium and high value-added goods
with its technical and economic advantages such as speed, mobility and flexibility. Civil
aviation cargo transportation plays an irreplaceable role in medium and long haul dis-
tance and transnational transportation. The relevant research by the International Air
Transport Association (IATA) suggests that a one-percentage-point increase in air cargo
accessibility boosts trade by about six percentage points. With the rapid development of
China’s air cargo in recent years, its transportation volume has reached nearly 8 million
tons in 2019, ranking second only to the United States in the world. Especially in the
epidemic situation, air freight and logistics ensure the supply and stability of materials
to a certain extent, and play a great role in epidemic prevention and fighting. As of the
end of 2019, there were 13 airlines operating all-cargo aircraft in mainland China, with
a total of 174 cargo aircraft. There are 8 main cargo airlines, SF Airlines, China Post
Airlines, China International Air Cargo Company, China Southern Air cargo Company,
Jinpeng Airlines, YuanTong Airlines, China Cargo Airlines and Longhao Airlines. As
China’s air cargo has been carrying cargo in the belly warehouse for a long time, the
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number of cargo aircraft is insufficient and the cargo aviation network is not sound
enough, the growth rate of air cargo is gradually slowing down. According to the data
from Civil Aviation Administration of China, the average annual growth of cargo and
mail transportation volume of the whole industry from 2014 to 2019 was 5.0%, and the
year-on-year growth in 2019 was 2.1%. In this context, the research on the development
status and trend of China’s cargo aviation network is of great significance to promote
the healthy development of aviation industry and improve the development efficiency
and quality of national economy.

Complex network theory is a tool commonly used to analyze networks. The char-
acteristics and main applications of complex networks in different practical fields are
systematically compared and analyzed by Boccaletti et al. (2006) [1] and Costa et al.
(2011) [2]. The use of complex network theory to study aviation network has also been
a hot spot and focus in recent years, but the results of existing research on cargo airline
network are still very limited. Starting from the air cargo routes, this paper studies the
freight network relationship between cities and regions, and finds that China’s air cargo
network presents clear centralized characteristics (PAN Kunyou et al. 2007) [3]. XIE
Fengjie and CUI Wentian (2014) analyzed the topological structure of specific enter-
prise’s express route network and proposed that its network has the characteristics of a
small-world network [4]. Dang Yaru (2012) concluded from the study: China’s freight
network is a scale-free network that has formed a relatively high agglomeration group,
and the level of freight is very clear, but the network distribution is not balanced [5,
6]. Li Hongqi et al. (2017) studied the basic statistical characteristics and correlation
of China’s air cargo network from the perspective of complex network, obtained the
statistical characteristics of China’s air cargo network, and pointed out that China’s air
cargo network has scale-free and small world characteristics, large clustering coefficient
and small average path length [7]. Mo Huihui et al. (2017) studied the cargo network
of aviation enterprises from the perspective of Chinese cargo airlines, and concluded
that Chinese cargo airlines are a hub-structured network with smaller scale and higher
organizational efficiency, and maintained a stable network expansion trend [8].

Most of the existing researches on the network of China’s cargo airlines are based on
the passenger transport network, which is carried out in the manner of carrying cargo in
the belly warehouse. Few people have discussed in depth the freight network composed
of all-cargo aircraft. Andmost of the research is based on the network topology, the main
indicators used are degree, strength, characteristic path length, clustering coefficient and
so on, but less attention is paid to the economic characteristics of airlines. This can only
evaluate the current status of the air cargo network, but cannot reflect the development
and changes of the future network. Based on this, this paper comprehensively considers
the existing network topology and economic benefit characteristics of cargo airlines to
comprehensively evaluates their network development capabilities.
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2 Chinese Cargo Airlines Network

China’s cargo aviation network ismainly composed of 8Airlines: SFAirlines, China Post
Airlines, China International Air Cargo Company, China Southern Air cargo Company,
Jinpeng Airlines, Yuantong Airlines, China Cargo Airlines and Longhao airlines. By
the end of 2019, China had 236 civil airports in operation. Among them, there are two
airports in Beijing and Shanghai, one airport in other areas. In order to facilitate analysis
and statistics, we merged the data of Beijing Capital Airport and Beijing Daxing airport
as one node, and so did Shanghai. The data in this paper includes the data volume from
March 1 to 7, 2021. The total freight network contains 56 nodes and 324 edges (Figs. 1
and 2).

Fig. 1. Chinese cargo airlines network map

Different cargo airlines have different networks. SF Airlines connects 27 airport
nodes, China Post Airlines 41, Jinpeng Airlines 12, Yuantong Airlines 7, China Cargo
Airlines 45 and LonghaoAirlines 14. China International Air Cargo Company andChina
Southern Air cargo Company mainly operate international cargo routes, but this paper
mainly studies the air cargo network in china, so we did not join these two companies
when studying each airline network in detail.
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Fig. 2. Different cargo airlines network
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3 Network Measurement Index System of Cargo Airlines

3.1 Index System

From the two aspects of network topology index and economic benefit index, among
them, the network topology index reflects the current situation of the network, and the
economic index reflects the development ability of the network. The evaluation index
system is shown in Fig. 3.

3.2 Network Topology Index

Network topologies are widely exist in various social phenomena, basic transportation
and biological systems. Different network topologies represent different network con-
nections and dynamic processes (Hossain et al., 2013) [9]. Therefore, the analysis of
network topology depends on specific indicators.

Fig. 3. Evaluation index system of Cargo Airlines

Degree. Degree is one of the important basic attributes of nodes in the network, and it
is the embodiment of the most basic connection characteristics of nodes in the network.
Degree ki refers to the number of nodes directly connected to node i or the number of
edges connected to node i.with that of node i defined as:

ki =
n∑

j=1

aij (1)

If node i is connected to node j, it is 1, otherwise it is 0. Generally speaking, the
importance of degree is that the larger it is, the better the airport accessibility of the node
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corresponds, and the more important the node is. For the network, some very important
indicators are formed, including the average degree k, which is a comprehensive index
used to represent the average degree of all nodes. It can be written as:

k = 1

n

n∑

i=1

ki (2)

Strength. Degree is the total number of nodes associated to a node. It only considers
whether the nodes in the network are connected. However, cargo capacity, number of
available seats and flight frequency can be used as weights to affect the connection
between airport nodes. This paper selects the number of flights between node i and node
j in a week as the weight wij, the introduction strength Si can be expressed as:

Si =
n∑

j=1

wijaij (3)

The average strength S of all nodes is the average strength, which can be expressed
as:

S = 1

n

n∑

i=1

Si (4)

Clustering Coefficient. The clustering coefficientCi is the ratio of the number of edges
actually connected to node i and all nodes connected to it to the maximum possible
number of connected edges. It describes the proportion of network nodes that are also
connected to each other. It shows the closeness of the nodes in the small groups in the
network. The larger the value, the higher the closeness. Ci can be written as:

Ci = 1

ki(ki − 1)

∑

i,j,k

aijajkaik (5)

The average clustering coefficient C is the average value of the clustering coefficient
of the whole network and can be expressed as:

C = 1

n

∑

i

Ci (6)

where n is the total number of network nodes, 0 ≤ C ≤ 1. The average clustering
coefficient is used to describe the local properties of the whole network. If all nodes in
the network are independent of each other, then C = 0; if all individual nodes in the
network have edge connections with other nodes, then C = 1.

Characteristic Path Length. The characteristics path length L of the network is the
average number of shortest paths for all node pairs. Node i and another node connected
to i form a node pair. It can be written as:

L = 1

n(n − 1)

∑

i∈V

∑

j �=i∈V
dij (7)
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where dij is the number of edges of the shortest path between node i and node j in the
network, and n is the total number of nodes. The characteristic path length is usually used
to measure the transmission efficiency of the network. The larger the characteristic path
length value, the more edges the network passes through, and the lower the transmission
efficiency.

3.3 Economic Benefit Index

Airlines obtain operating revenue and profits by transporting passengers and cargo. In
order to further develop enterprises and meet the needs of the market, airlines will invest
in opening up new routes. In the case of poor market conditions and poor business
operation, the routes will be reduced, and the aviation network will be changed. Based
on this, the cargo and mail turnover reflecting the market scale and the investment of
aviation companies in aviation network are selected as important economic indicators.

1. Cargo and mail turnover is the total output produced by air cargo companies in a
certain period of time. It is a composite index of transportation volume and trans-
portation distance. It comprehensively reflects the total task and total scale of air
transportation production. It is not only the most important index of civil aviation
transportation companies, but also one of the main indicators for the state to assess
air cargo companies.

2. Growth in the number of aircraft: The growth in the number of aircraft of airlines
in recent years can reflect the economic situation and operation management of the
company in recent years, and to a certain extent,it can also reflect the expansion speed
of the company’s network. Only when market conditions are good and economic
operationmanagement is good, airlines will increase flight density of routes or invest
in new routes and purchase new aircraft.

3.4 Measurement Method

Based on the analysis of network topology index and economic benefit index, the entropy
weight method is used to calculate the weight of each index, and then TOPSIS model is
used to comprehensively evaluate the airport network of each cargo airlines.

Principle of Entropy Weight Method. Entropy weight method is an objective weight-
ing method widely used in various fields. It weights different indicators according to
the amount of information of different evaluation indicators, avoiding the differences
between evaluation index data and reducing the difficulty of evaluation and analysis
(Wang and Lee, 2009) [10]. The specific steps are as follows:
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Step 1: According to relevant index data aij (i= 1, 2,…, 6, j= 1, 2,…, 6; i is the number
of evaluation objectives; j is the number of indicators), in the future, the values of i and
j are the same, and the original evaluation index system matrix Amn is established.

A =

⎡

⎢⎢⎢⎣

a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
...

...

am1 am2 · · · amn

⎤

⎥⎥⎥⎦ (8)

Step 2: The extreme value method is used to eliminate the errors caused by the possible
differences in the properties, dimensions, orders of magnitude and other characteristics
of each index, and then the data are standardized. The formula is as follows:

bij = aij − amin
j

amax
j − amin

j

(Standardization of positive indicators) (9)

bij = amax
j − aij

amax
j − amin

j

(Standardization of negative indicators) (10)

The data is normalized to form matrix Bmn after processing.

Bmn = {bij}m×n (11)

Step 3: Calculate the information entropy Ej of the group j.

Ej = −(ln m)−1
m∑

j=1

Pij ln Pij (12)

Pij = bij∑m
i=1 bij

(13)

Step 4: The weight is calculated according to the information entropy of each index.

Wj = 1 − Ej

n − ∑n
j=1 Ej

(14)

TOPSIS Mothed. TOPSIS is “a method to identify the schemes closest to the ideal
solution and furthest away from the negative ideal solution in a multi-dimensional com-
puting space”(Qin et al., 2008) [11]. Its advantage lies in its simplicity and easy of
programming. TOPSIS has been applied in many fields, such as supply chain man-
agement and logistics, design, engineering and manufacturing systems, business and
marketing management (Velasquez, M., and Hester, P. T., 2013) [12]. The application
of TOPSIS method in this paper is mainly based on two points: one is that the TOPSIS
method has good application effect in transportation, logistics, commerce, marketing
and other fields; the other is that the method can eliminate the interference of different
dimensions in network topology index and economic index. The specific steps are as
follows:
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Step 1: Construct a weighted normalization matrix Rij.

Rmn = {rij}m×n = Wj × bij (15)

Step 2: Calculate the optimal solution and the worst solution.

The optimal solution X+ = {r+1 ,r+2 , . . . r+n }, r+j = max(rij) (16)

The worst solution X− = {r−1 ,r−2 , . . . r−n }, r−j = min(rij), (17)

Step 3: Calculate the distance from the weighted evaluation normalized vector to the
optimal solution and the worst solution.

D+
i =

√√√√
n∑

j=1

(rij − r+j )2 (18)

D−
i =

√√√√
n∑

j=1

(rij − r−j )2 (19)

Step 4: Calculate closeness.

G = D−
i

D−
i + D+

i

(20)

Step 5: Use the value of G as the evaluation result. The larger the value, the better the
evaluation result, and the smaller the evaluation value, the worse the result.

4 Data Acquisition and Result Analysis

4.1 Data Acquisition

Network Topology Index. During data processing, wemerged the data of Beijing Cap-
ital Airport and Beijing Daxing airport as one node, and so did Shanghai. The data in
this paper includes the data volume fromMarch 1 to 7, 2021. For the strength index, the
number of flights between airports in a week is selected as the weight for calculation.
The calculation of the network topology index of each airline is shown in the following
table.

Table 1. Main indicators of each airline

Index Airlines

China
Cargo
Airlines

Longhao
Airlines

China Post
Airlines

SF
Airlines

Jinpeng
Airlines

Yuantong
Airlines

Number of
nodes

45 13 27 42 12 7

(continued)
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Table 1. (continued)

Index Airlines

China
Cargo
Airlines

Longhao
Airlines

China Post
Airlines

SF
Airlines

Jinpeng
Airlines

Yuantong
Airlines

Average degree 4.09 2.15 3.19 3.29 1.33 2.29

Average
strength

30.00 25.54 41.48 36.48 3.33 30.57

Clustering
coefficient

0.81 0.30 0.74 0.64 0.78 0.30

Characteristic
path length

2.03 2.03 2.04 2.20 1.2 1.86
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Average degree Clustering coefficient

Characteris�c path length

Fig. 4. Main indicators of each airline

FromTable 1 and Fig. 4, it can be seen that China CargoAirlines, China Post Airlines
and SF Airlines have a large number of nodes, indicating that they have opened routes
in more airports, and Yuantong Airlines has the least number of nodes, that is, fewer
airports have opened on their routes. The two indicators of degree and strength generally
have the same trend. The more edges a node has on the network, the more flights may
be allocated to the node. Therefore, the greater the degree of the node, the greater its
strength.ChinaCargoAirlines,ChinaPostAirlines andSFAirlines are all relatively large
in degree and strength, while Jinpeng Airlines has the smallest degree and strength. In
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terms of clustering coefficient, China Cargo Airlines is the largest, indicating that a node
in China Cargo Airlines network has a higher degree of correlation with its neighboring
nodes, while Longhao and Yuantong airlines have the smallest clustering coefficient.
The characteristic path length is an indicator reflecting the convenience of transmission.
The smaller it is, the more convenient the transmission. In terms of the characteristic
path length, China Post Airlines is the largest and Jinpeng Airlines is the smallest.

Economic Index. The analysis of the aircraft growth of the 6 Chinese cargo airlines
from 2017 to 2020, using the average value as the analysis data.

Table 2. Aircraft growth of different Cargo Airlines

Airlines Years

2017 2018 2019 2020 Average

China Cargo Airlines 0 0 0 2 0.50

Longhao Airlines 3 2 1 2 2

China Post Airlines 2 0 3 2 1.75

SF Airlines 7 9 8 3 6.75

Jinpeng Airlines 1 0 2 0 0.75

Yuantong Airlines 3 3 1 1 2

Table 3. Cargo and mail turnover of different cargo airlines in 2018

Index Airlines

China
Cargo
Airlines

Longhao
Airlines

China Post
Airlines

SF Airlines Jinpeng
Airlines

Yuantong
Airlines

Cargo and
mail
turnover

280257.2 3136.7 15212.9 62924.2 97762.2 5246.6

Unit: 10000 tons-kilometers

4.2 Evaluation Results

Combine Table 1, Table 2 and Table 3 to form the original matrix data.
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Table 4. Original matrix data

Airlines Index

Network topology index Economic index

Average
degree

Average
strength

Clustering
coefficient

Characteristic
path length

Cargo and
mail
turnover

Average
aircraft
increment

China
Cargo
Airlines

4.09 30.00 0.81 2.03 280257.2 0.50

Longhao
Airlines

2.15 25.54 0.30 2.03 3136.7 2

China Post
Airlines

3.19 41.48 0.74 2.04 15212.9 1.75

SF Airlines 3.29 36.48 0.64 2.20 62924.2 6.75

Jinpeng
Airlines

1.33 3.33 0.78 1.20 97762.2 0.75

Yuantong
Airlines

2.29 30.57 0.30 1.86 5246.6 2

The matrix is obtained according to the data in Table 4, and then the data is standard-
ized to form a standard matrix to eliminate the impact of the difference between each
index on the final result. The information entropy of each index is calculated by entropy
weight method. As shown in Table 5.

Table 5. Information entropy of each index

Index Network topology index Economic index

Average
degree

Average
strength

Clustering
coefficient

Characteristic
path length

Cargo and
mail
turnover

Average
aircraft
increment

Information
entropy

0.84641 0.88842 0.76758 0.89352 0.56762 0.67117

As shown in Table 6, the weight of each index can be calculated according to the
formula.

Through the evaluation of the TOPSIS method, the optimal solution and the worst
solution are calculated as follows:

X+ = {0.11250,0.08173,0.17024,0.77991,0.31670,0.24085}
X− = {0,0,0,0,0,0}
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Table 6. The weight of each indicator

Index Network topology index Economic index

Average
degree

Average
strength

Clustering
coefficient

Characteristic
path length

Cargo and
mail
turnover

Average
aircraft
increment

Weight 0.11250 0.08173 0.17024 0.07800 0.31670 0.24085

The final calculated ranking result are: China Cargo Airlines 0.339, SF Airlines
0.290, China Post Airlines 0.201, Jinpeng Airlines 0.185, Longhao Airlines 0.112 and
Yuantong Airlines 0.111. Compared with the results only considering topology indica-
tors, China Cargo Airlines, SF Airlines and China Postal Airlines are still ranked high,
indicating that they are not only outstanding on existing networks, but also excellent in
future network development.

4.3 Sensitivity Analysis

TOPSIS method does not consider the weight of each index when calculating, assuming
that all indexes are equally important. Therefore, it cannot reflect the difference between
the weight of existing network and future network characteristic indicators. The weight
setting of network topology index and economic index is changed from 1:1 to 1:2 and
then to 2:1, so as to further analyze the impact of weight change on each airline. These
three weight changes represent that airlines pay more attention to the development of
future network, pay equal attention to the current network structure and future network
development, and pay more attention to the structure of existing network, which are
expressed as the initial stage, growth stage and maturity stage of each airline.

Initial Stage. When the ratio is 1:2, it is the initial stage of the airline. And the weight
is recalculated, as shown in Table 7 below.

Table 7. The weight of each indicator when the ratio is 1:2

Index Network topology index Economic index

Average
degree

Average
strength

Clustering
coefficient

Characteristic
path length

Cargo and
mail
turnover

Average
aircraft
increment

Weight 0.08475 0.06157 0.12825 0.05876 0.37868 0.28799

The calculation results are arranged as follows: China Cargo Airlines: 0.589, SF
Airlines: 0.520, Jinpeng Airlines: 0.312, China Post Airlines: 0.270, Yuantong Airlines:
0.172, Longhao Airlines: 0.171.
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Table 8. The weight of each indicator when the ratio is 1:1

Index Network topology index Economic index

Average
degree

Average
strength

Clustering
coefficient

Characteristic
path length

Cargo and
mail
turnover

Average
aircraft
increment

Weight 0.12713 0.09236 0.19238 0.08814 0.28401 0.21600

Growth Stage. When the ratio is 1:1, it is the growth stage of the airline. And theweight
is recalculated, as shown in Table 8 below.

The calculation results are arranged as follows: China Cargo Airlines: 0.634, SF
Airlines: 0.506, China Post Airlines: 0.410, Jinpeng Airlines: 0.382, Yuantong Airlines:
0.222, Longhao Airlines: 0.221.

Mature Stage. When the ratio is 2:1, it is the growth stage of the airline. And the weight
is recalculated, as shown in Table 9 below.

Table 9. The weight of each indicator when the ratio is 2:1

Index Network topology index Economic index

Average
degree

Average
strength

Clustering
coefficient

Characteristic
path length

Cargo and
mail
turnover

Average
aircraft
increment

Weight 0.16951 0.12314 0.25650 0.11751 0.18934 0.14340

The calculation results are arranged as follows: China Cargo Airlines: 0.719, SF
Airlines: 0.628, China Post Airlines: 0.568, Jinpeng Airlines: 0.451, Yuantong Airlines:
0.275, Longhao Airlines: 0.273.

According to the above three tables, the results of each index under different weights
are different. No matter at any stage, China Cargo Airlines and SF Airlines have out-
standing performance, while China Post Airlines has caught up from behind. The results
of growth and maturity stages are consistent with those of TOPSIS method.

5 Conclusions and Recommendations

5.1 Conclusions

This paper uses network topology index and economic index to evaluate the current
situation and development potential of the network, so as to effectively evaluate different
freight airlines in China. From the analysis of network topology index, it is concluded
that each airline has its own different characteristics, merit and demerit. China Cargo
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Airlines has the most connected cities and has the greatest advantages. It also performs
well in terms of flight density and network accessibility. Sf Airlines has a large number of
navigable cities, and the flight density of its routes is good, but poor network accessibility
and inconvenient transfer. Although China Post Airlines does not connect so many cities
and has poor transit performance, the density of routes between the cities and airports
that have already been connected is high, and the network connectivity is good. Jinpeng
Airlines, Longhao Airlines and Yuantong Airlines are all connected to a relatively small
number of airports. The network density of Longhao Airlines and Yuantong Airlines is
general, but the network connectivity is not good. On the contrary, Jinpeng Airlines has
the worst network density, but the connectivity is good, and the traffic between the two
nodes is convenient. From the perspective of economic indicators, each airline has its
own advantages and disadvantages, and only Longhao Airlines and Yuantong Airlines
are relatively average.

5.2 Recommendations

1. Cargo airlines should reasonably divide their development stages. The development
focus of different development stages is different. In the initial stage, attention is
paid to market development based on freight turnover and increasing the number
of aircraft to improve the ability of market supply capabilities. In the mature stage,
attention is paid to connotative development, that is, the optimization of existing route
network. In the growth stage, it is necessary to redevelop route network optimization,
expand the market and increase market supply. Only in this way can we be in a
relatively leading position in the market.

2. Cargo Airlines reasonably determine benchmarking enterprises in different stages.
In the initial stage, China Cargo Airlines, SF Airlines and Jinpeng Airlines should
be the benchmark enterprises, and in the growth and maturity stages, China Cargo
Airlines, SF Airlines and China Postal Airlines should be the benchmark enterprises.

3. When introducing air cargo enterprises to establish bases, local governments should
comprehensively consider the current network of air cargo enterprises and the eco-
nomic indicators affecting the future network development. Under controllable
conditions, the economic indicators affecting the future development of air cargo
network should be the key factors to be considered.
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Abstract. With the development of The Times, the development of information
technology is accelerating, rapidly into the life, learning in all fields. Under the
background of information technology, the dissemination and development of
intangible cultural heritage and the development of non-heritage products have
been updated. Therefore, a new way of developing intangible cultural heritage
should be set up to make it highly compatible with the development of cultural
and creative products, so as to build a new development pattern of mutual promo-
tion, integration and reciprocity between intangible cultural heritage culture and
cultural and creative products. This paper analyzes the concept of non-heritage
products and the value of the combination of intangible cultural heritage and cul-
tural creation, and discusses the development strategy of non-heritage products
based on information technology for reference.

Keywords: Information technology · Non-legacy products · Product
experience · E-commerce platform · Intangible town

1 Introduction

In the Internet era, the concept of “Internet Plus” has received unprecedented attention,
especially when the concept of mass entrepreneurship and innovation is put forward.
In this process, with the help of the “Internet plus” concept of compliance, different
industries have achieved varying degrees of improvement. It can be said that the “ +”
in “Internet +” represents the infinite possibility of organic integration of information
technology represented by Internet technology with different industries. In other words,
relying on Internet thinking, in-depth innovation of industry development can be realized,
and consumer experience and added value of products and services can be improved.
By introducing the concept of “Internet +” into the field of intangible cultural heritage,
the business structure of non-heritage creative products will be greatly changed, and the
design mode, production mode and marketing mode of the industry will be reshaped,
thus providing a better opportunity and path for the benign development of intangible
cultural heritage culture.
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2 Concept of Non-legacy Creation Products

According to the Law of the People’s Republic of China on Intangible Cultural Heritage,
Intangible cultural heritage refers to “all kinds of traditional cultural expression forms
handed down fromgeneration to generation and regarded as part of their cultural heritage,
as well as objects and places related to traditional cultural expression forms” [Zhu Bing.
Main Content and System interpretation of Intangible Cultural Heritage Law of the
People’s Republic of China. China’s Intangible Cultural Heritage, 2021(01): 6–14.] In
the era of global integration, various cultures show a significant homogenization trend
in the integration and collision, thus highlighting the uniqueness of intangible cultural
heritage culture. Under the impact of the commodity economy, how to realize the better
protection and national intangible cultural heritage is a realistic problem worthy of
attention and thinking, how to grasp the social public cultural appeal, and in the process
of implementation of heritage and its surrounding products and packaging, also is a key
focal point question.

In recent years, with the continuous improvement of the national economic level, the
social public is no longer satisfied with the rich material life, but attaches more impor-
tance to the rich spiritual world. Therefore, non-legacy products with unique forms of
cultural expression and bearing unique cultural connotations have increasingly attracted
the attention of the public. This consumption tendency also reflects the public’s love and
pursuit of a better spiritual life to a considerable extent. Different from ordinary com-
modities, non-heritage products are the design and creation inspiration that designers get
from intangible cultural heritage. With unique visual symbols of regional culture as the
design carrier, such cultural and creative products are endowed with profound cultural
value connotation. Through the design, production and sales of non-heritage products,
tourists can have a more profound sensory impression on intangible cultural heritage,
and at the same time, it will help the inheritance and dissemination of intangible cultural
heritage.

3 The Value of Combining Intangible Cultural Heritage
with Cultural Creation

Intangible cultural heritage is the outstanding cultural achievements created by the Chi-
nese people of all ethnic groups in the long period of social practice, which can be
regarded as an important representative of the manifestation of national culture. When
we look at intangible cultural heritage, we can see that it not only shows the extraordi-
nary memory, but also shows the unique national thinking and cultural thinking mode. It
can be said that these characteristics are extremely scarce in the era of global integration
and the serious homogenization tendency of culture. Each intangible cultural heritage
project contains unique value, but due to the lack of effective communication channels,
some outstanding intangible cultural heritage skills and traditional crafts are declining,
and related non-inheritors and traditional craftsmen are facing the dilemma of no succes-
sor. How to combine the consumption habit and aesthetic orientation of contemporary
people to make the ancient intangible cultural heritage enter the public life with a new
attitude is the question of the era of intangible cultural heritage protection.
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It should be noted that intangible cultural heritage originated from the agricultural
era, so although it has attracted the attention of the public, it is incompatible with the
inherent requirements of the commodity society. If this phenomenon cannot be dealt with
and solved, it will inevitably lead to various difficulties in the process of non-inheritance.

Since the rise of cultural and creative industry, along with the trend of global inte-
gration, the industry has spread rapidly in different countries and regions, and in this
process, it has connected with other industries based on its unique cultural form and
operation mode. Figure 1 shows the operating income of China’s cultural and creative
industry from 2012 to 2019. It can be seen that the data is increasing year by year.

Fig. 1. Operating revenue of China’s National Cultural Industry Enterprises (Chinese cultural
and creative products) in 2021–2019. (The data comes from Ai Media website)

Culture is the foundation and carrier of cultural and creative industry, which can be
called the source of cultural and creative industry. Non-legacyworks are important forms
of cultural expression. Through in-depth research and exploration of design materials by
designers, intangible heritage will be ensured to become the design source and creative
inspiration of non-legacy products. At the same time, non-legacy creation products and
intangible cultural heritage are mutually reinforcing. The latter provides design and
creation materials for the former, while the former provides communication carrier and
opportunity for the latter.

4 The Development of Non-legacy Creative Products Based
on Information Technology

It has many advantages to develop non-legacy creative products based on information
technology. We can take advantage of the information technology, and through care-
ful investigation and research activities, realize the accurate grasp of user demand, to
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carry out the “Internet +” the papers and the product experience, relying on the digital
technology to the depth development of papers and works, electric business platform
was used to optimize the papers and product development, build a legacy town, set up
corresponding technical team. Below, the author will combine their own understanding
and understanding, respectively on the following aspects to talk about the development
of non-legacy creative products based on information technology.

4.1 Accurate Grasp of Users’ Demands Through Careful Research Activities

Excellent wen gen products must be realized with precision to meet user demand, there-
fore, the formal product design development of the papers and, before the survey should
be based on activities, realize to the demands of user research, the research content
includes the user’s age structure, professional distribution, gender, willingness to spend,
consumption habits, consumer preferences, income level, etc., Only in thisway can accu-
rate analysis of user groups be achieved from the perspective of consumer psychology,
thus providing scientific basis for the subsequent design and research and development
of non-legacy creative products.

4.2 Developing the Experience of “Internet Plus” Non-legacy Creative Products

In general,museums and art galleries are places for the exhibition of non-legacy products.
Although these venues provide opportunities for the public to contact and understand
non-legacy products, it should also be noted that some museums and art galleries are
too serious about the display and exhibition of non-legacy products. This may cause the
audience with the papers and psychological distance between products being expanded,
leading to the audience hard to display and exhibition of papers and products to generate
understanding and explore enthusiasm, for this reason, on the papers and the product
display and exhibition, should be adhering to the “Internet +” thinking, with the aid of
modern information technology to achieve visual display of the papers and the products,
In this way, the charm of non-legacy creation products will be highlighted to the greatest
extent, and the audiencewill have enthusiasm for appreciation and interest in exploration,
so as to deepen their interest in intangible cultural heritage culture.

At present, with the development of information technology, modern information
technology means such as VR and AR are improving day by day. The advantage of these
modern information technology means is that they can break the limitation of time and
space and create a scene organically combining virtual and reality, so that the audience
can get a more intuitive appreciation experience. VR technology relies on computer
technology, information technology and simulation technology to achieve, with the help
of this technology, the audience can get a sense of immersion. AR technology can realize
the deep integration of virtual information and the real world, and rely on the way of
simulation processing, so that the audience can get an immersive sensory experience.

For example, in the fourth Non-heritage Expo, designers showed the intangible
heritage lifelike to every audience through the application of VR technology and AR
technology, so that every audience got an audio-visual feast. The exhibition also relies
on information technology to build a database covering a large number of traditional
literature and art resources, and provides free query and download services for the public.
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For example, when weifang kite is displayed with VR technology and AR technology,
the intuitive display of kite making process can be realized, and the legend of kite origin
can be displayed for the public with the aforementioned technology, and the audience
can also experience the process of simulated kite flying. It can be said that such a
comprehensive experience will leave a deep impression on the audience and generate
a strong interest in non-heritage products and intangible cultural heritage culture in the
process.

4.3 Relying on Digital Technology to Realize the In-Depth Development
of Non-legacy Works

During the Shanghai World Expo, the China Pavilion used modern information technol-
ogy to display the Riverside Scene at Qingming Festival. In this way, “Along the River
During the Qingming Festival” is vividly and dynamically presented to the audience,
thus making it the jewel of the China Pavilion during the World Expo. In recent years,
the Palace Museum, Tencent and local museums have successively devoted themselves
to the design and research and development of digital cultural and creative products. For
example, relying on digital technology, the Palace Museum has produced cultural and
creative products represented by Auspicious Signs in the Forbidden City, thus helping
the public to have a more detailed understanding of the Palace Museum culture. This
work is in the form of an APP. After the public installs this APP on their smartphones
or tablets, they can appreciate various cultural relics of the Palace Museum with the
help of information interaction technology. The mobile game APP “Search for Fairy”
produced and launched by Tencent fully integrates traditional cultural elements in intan-
gible cultural heritage, thus realizing the dissemination of traditional excellent culture
in the form of game, and also giving young consumers, the target audience of mobile
games, an opportunity to have an in-depth understanding of intangible cultural heritage
and traditional culture.

4.4 Optimize the Development of Non-legacy Creative Products by Using
E-commerce Platforms

Under the background of information technology, e-commerce platform plays an impor-
tant role in the development of cultural and creative products. E-commerce platforms
gather a large number of customer groups, which can further expand the customer group
of non-legacy creative products, so that more young people can understand non-legacy
creative products more conveniently and conveniently, and promote the publicity of
non-legacy creative products.

In 2020, the number of videos related to national intangible heritage on Douyin
increased by 188% year on year, and the cumulative broadcast volume increased by
107% year on year [Zhu Yinxia. Research on the communication effect of short videos
of intangible heritage [D]. Nanchang University,2020.] E-commerce platforms have
also brought huge sales for INTANGIBLE cultural heritage products. For example, Li
Tinghuai, the representative inheritor of the national-level Ru porcelain firing technique,
sold ru porcelain over 3 million yuan through Douyin e-commerce; Sun Yaqing, the rep-
resentative inheritor of the state-level intangible cultural heritage fan-making technique,
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participated in more than 20 intangible cultural heritage e-commerce activities, with a
total sales volume of more than 700,000 yuan. Visible, we can make full use of the
advantage of electric business platform to optimize the papers and the product develop-
ment. On May 3, for example, in 2021, in “trill 55 tide purchase season” “originality
tide have fei” zone, trill electricity sale “shadow play printing T-shirt” and “yun” kite
“condensed intangible craftsmanship in the two products, this is the trill genetic bearing
electrical business hand in hand to the people, products, manufacturers such as power,
together with the papers and the product. “Shadow play” printing T-shirt the papers and
the products on sale in Japan, live trill platform, with the help of powerful propaganda
trill platform, the once pushed on the papers and the product was a great success For
young people who are keen on Douyin platform, they learn about Traditional Chinese
shadow puppetry through watching live broadcast, enrich their knowledge, and deepen
their understanding and appreciation of the history of national literature and art.

4.5 Build an Intangible Heritage Town and Set up a Corresponding Technical
Team

Intangible cultural heritage town is a town form formed in a certain spacewith the help of
intangible cultural heritage resources, which has functions such as industry, town, human
resources and culture. In such small towns, a large number of non-genetic inheritors
are gathered. Relying on the guiding effect of policies, art practitioners are attracted
to such small towns, thus achieving the benign interaction and in-depth communication
betweennon-genetic inheritors and literary and art creators, and thus achieving thegoal of
attracting talents. A relatively successful example in this regard isWutongMountain Art
Town, which greatly improves the creative vitality of non-legacy products by attracting
art designers to enter and opening art studios.

Peroration
Intangible cultural heritage is not only an important cultural heritage of the Chinese
nation, but also a spiritual treasure belonging to the whole mankind and the whole
world. It is not inherited, but the inheritance of traditional culture with a long history.
In view of this, the protection of intangible cultural heritage is an important work. How
to realize the effective inheritance and dissemination of intangible cultural heritage is
related to the continuation of cultural blood. To do this, we need to do two things.
First, regarding the protection and inheritance of intangible cultural heritage, relevant
institutions should be aware of the significance and value of the “Internet+” concept
for the protection and inheritance of intangible cultural heritage, and provide and create
brand-new carriers for the protection and inheritance of intangible cultural heritage
with the help of various modern information technology means. At the same time, the
designers also shall be with the aid of modern information technology, as an effective
way to design and research and development of papers and the product, in order to
improve the papers and the products in the heart of the social public appeal, as a result,
not only can achieve the purpose of the prosperity of socialist culture, will also realize
the effective promotion of intangible culture, More importantly, the public will have
a strong interest in intangible cultural heritage through the purchase and consumption
of non-heritage products, thus contributing to better inheritance of intangible cultural
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heritage. Secondly, through the development of intangible cultural heritage + cultural
creative products, it is an inevitable choice for non-inheritance and development to use
non-heritage creative products to make intangible cultural heritage out of the minority
and into life. Cultural and creative products are not only the embodiment of culture
itself, but also a way of cultural inheritance. The integration of INTANGIBLE cultural
heritage and cultural creation interprets the intangible cultural heritage culture and further
promotes the development of art and culture. The intangible cultural heritage culture
and cultural and creative products should be well integrated, with the help of products
to spread traditional culture, constantly strengthen cultural confidence, promote non-
inherited inheritance and development, make Chinese traditional culture long lasting,
and help intangible cultural heritage realize the dream of cultural inheritance.
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Abstract. In this paper, the kinematics analysis and gait planning of quadruped
walking mechanism are carried out. Firstly, a simplified four-legged mechanism
model is established; then the kinematics of the walking mechanism is analyzed;
On this basis, the gait planning of walking mechanism is studied, the forward
motion (four step movement) gait is analyzed, the corresponding leg swing order
of each gait is calculated; Finally,ADAMSsoftware is used to simulate and analyze
the gait planning.

Keywords: Quadruped mechanism · Motion analysis · Gait planning · Motion
simulation

1 Introduction

The research of quadruped robot began in 1960s.With the development of computer
technology, it has developed rapidly since 1980s. After entering the 21st century, the
application research of quadruped robot continues to extend from structured environ-
ment to unstructured environment, from known environment to unknown environment.
At present, the research direction of quadruped robot has been transferred to the gait
planning which has certain autonomous ability and can adapt to complex terrain. Based
on the kinematics research of the quadruped mechanism, the gait of the walking mecha-
nism is planned, and the corresponding leg swing sequence of the forward motion (four
steps) gait is obtained. Finally, the gait planning is simulated and verified by ADAMS
software, and good results are achieved.

2 Kinematic Analysis

2.1 Simplified Model

In the initial kinematic analysis modeling of simplified model, it is not necessary to
excessively pursue whether the details of the component geometry are consistent with
the reality, because it often takes a lot of modeling time and increases the difficulty
of kinematic analysis. The key at this time is to pass the kinematic analysis smoothly

© The Author(s) 2022
Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 147–159, 2022.
https://doi.org/10.1007/978-981-19-2456-9_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_16&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_16


148 G. Gao et al.

and obtain the preliminary results. In principle, as long as the mass, center of mass and
moment of inertia of the simplifiedmodel are the same as those of the actual components.
In this way, the simplified model is equivalent to the physical prototype. The simplified
model is shown in Fig. 1.

Fig. 1. Simplized quadruped-leg robot model

2.2 Establish Coordinate System

In order to clearly show the relative position relationship between the foot and the body
of the walking mechanism and the three-dimensional space, three sets of coordinate
systems are established, namely the leg coordinate system, the body coordinate system
and the motion direction coordinate system.

Fig. 2. Body diagram and the coordinate of walking system

Leg Coordinate System. OLiXLiYLiZLi coordinate system is shown in Fig. 2, Coordi-
nate origin OLi is the axis of rotation of the hip joint and the bar Li1 intersection; axis
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ZLi is downward along the rotation axis of the hip joint; axis XLi is in the leg plane
and perpendicular to the axis ZLi; axis YLi is determined by the right-hand rule. Select
ZLi down, the selection of downward is mainly to intuitively display the change of the
height of the center of gravity. The walking mechanism has four legs. Therefore, there
are four leg coordinate systems as shown in Fig. 3, i = 1,2,3,4.

Fig. 3. Body coordinate and leg coordinate system of walking mechanism

Volume Coordinate System. The body coordinate system is a coordinate system fixed
on the body and moving with the movement of the walking mechanism. As shown in
Fig. 3, a three-dimensional coordinate system ObXbYbZb is established. The coordinate
origin Ob is located at the geometric center of the traveling mechanism; axis Xb starts
from the coordinate origin, Along the horizontal direction of the body width of the
traveling mechanism; Axis Zb vertical down; axis Yb is determined by the right-hand
rule.

Motion Direction Coordinate System. Motion direction coordinate system when
human beings walk, they always consider the difference between themselves and the
target and how to move to reach the target. According to the thinking method of human
walking, the motion direction coordinate system is established.OnXnYnZn. The estab-
lishment of the coordinate system of the motion direction system is as follows: The
origin coincides with the origin of the volume coordinate system, axis Zn coincides with
the axis Zb, axis Xn points in the direction of this movement,Yn is determined by the
right-hand rule. This coordinate places the planner on the walking mechanism itself and
thinks that the movement of the walking mechanism is equivalent to the movement of
his own legs, which brings a lot of convenience to the gait planner. It not only reduces
many transformations in walking and greatly reduces the amount of calculation, but
also for the operator, the walking mechanism is equivalent to himself. How much is
the difference between himself and the target, How to move to reach the target is clear
in the eyes of the operator. The motion direction coordinate is set to solve the motion
relationship between the quadruped walking mechanism and the environment. It has a
certain relationship with the earth directly. It can also be said to be the geodetic coor-
dinate system of a certain motion. It only works when the walking mechanism moves
along a certain motion direction.
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2.3 Kinematic Calculation of Leg

As shown in Fig. 2. The robot has three driving joints, that is, three degrees of freedom.
The three joint angles are θi/αi/βi. The length of each rod is shown in Fig. 2. The position
of the foot end in the leg coordinate system is F(xFi,yFi,zFi), axis XLi is always in the
leg plane, yFi = 0.

Forward Kinematics Calculation of Leg. The forward kinematics of the leg calcu-
lates the forward kinematics of the leg, which refers to determining the position of
the foot in the corresponding coordinate system according to the motion of the driving
joint of the leg. The structural parameters and three joint angles of quadruped walking
mechanism are shown in Fig. 3, foot end position:

xFi = li1 + li2cosαi + li3cos(βi − αi) (1)

yFi = 0 (2)

zFi = li3sin(βi − αi) − li2sin αi (3)

θi = θi (4)

Inverse Kinematics Calculation of Leg. The inverse kinematics of the leg calculates
the inverse kinematics of the leg, which refers to calculating the motion parameters of
each driving joint of the leg according to the position of the foot in the coordinate system.

From Eq. (1):

xFi = li1 + xfi (5)

xfi = li2cos αi + li3cos(βi − αi) (6)

X2
fi + Z2

Fi = I2i2 + I2i3 + 2Ii2Ii3cos βi (7)

cos βi = (xFi − Ii1)2 + Z2
Fi − I2i2 − I2i3

2Ii2Ii3
(8)

ki = cos βi

βi = arccos ki (9)

from Eq. (3):

ZFi = −sin αi(li2 + li3cos βi) + cos αi(li3sin βi) (10)

ZFi√
(Ii2+li3cos βi)2+(li3sin βi)2

= − Ii2+li3cos βi√
(li2+li3cos βi)2+(li3sin βi)2

sin αi

+ li3sin βi√
(Ii2+li3cos βi)2+(li3sin βi)2

cos αi
(11)
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sin γi = Ii3sin βi√
(I12+Ii3cos βi)

2+(Ii3sin βi)2

cos γi = Ii2+Ii3cos βi√
(Ii2+Ii3cos βi)2+(Ii3sin βi)2

ZFi√
(I12 + Ii3cos βi)2 + (Ii3sin βi)2

= −sin αicos γi + cos αisin γi

sin(γi − αi) = ZFI√
(I12 + Ii3cos βi)2 + (li3sin βi)2

(12)

γi − αi = arcsin

(
ZFi√

(I12 + Ii3cos βi)2 + (Ii3sin βi)2

)

(13)

αi = γi − arcsin

(
ZFI√

(I12 + Ii3cos βi)2 + (Ii3sin βi)2

)

(14)

γi = arcsin

(
Ii3sin βi√

(II2 + Ii3cos βi)2 + (IBsin βi)2

)

3 Analysis of Translational Gait of Walking Mechanism

Gait refers to the movement process of each leg of the walking mechanism according
to a certain order and trajectory. It is precisely because of this movement process that
the walking movement of the walking mechanism is realized. The walking mechanism
discussed in this paper is in a static and stable walking state, that is, at any time, the
walking mechanism has at least three legs supported on the ground. This state belongs
to the slow crawling of the robot.

3.1 Static Stability Principle

The static stability of multi legged robot refers to the stability that the robot does not flip
and fall when walking and maintains the balance of the body. If the vertical projection of
the center of gravity of the robot is always surrounded by polygons formed by alternating
footholds, the robot is statically stable. If the center of gravity of the robot exceeds the
stability range, the robot will lose stability. As shown in Fig. 5, legs 1, 3 and 4 are
set as support legs, and O is the center of gravity of the robot. Triangular area �ABC
represents the stable area surrounded by three footholds of the robot. When the center
of gravity o of the robot is located in this area, the robot is statically stable. If the center
of gravity of the robot will exceed the stable area, it will lead to the instability of the
robot. During static and stable walking, the vertical center of gravity of each part of the
robot is required to always fall in the stable area, which makes the walking speed of the
robot very slow, so it is called crawling or walking.
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Fig. 4. Principle of the static stability Fig. 5. All the CFD of walking
mechanism

3.2 Critical Direction Angle

The critical direction angle ωc refers to the angle between the critical forward direction
(CFD) of the walking mechanism and the axis Xb of the body coordinate system. The
critical forward direction indicates the straight line direction formed by the vertical
projection of the quadruped walking mechanism doing translational crawling along the
diagonal at the current and next foothold, which is through the vertical projection of
the center of gravity of the walking mechanism in a gait cycle. Therefore, as shown in
Fig. 5, four critical directions can be obtained. These direction angles and axis Xb and
axis yb of the body coordinate system divide the direction angle ω into eight regions to
determine and select the leg swing sequence: 0 ≤ ω ≤ ωc1, ωc1 ≤ ω ≤ π/2, π/2 ≤
ω ≤ ωc2, ωc2 ≤ ω ≤ π, π ≤ ω ≤ ωc3, ωc3 ≤ ω ≤ 3π/2, 3π/2 ≤ ω ≤ ωc4, ωc4 ≤
ω ≤ 2π .

3.3 The Swing Sequence of the Legs in the Translational Gait

Taking one of the eight areas as an example, this paper expounds the selection process of
leg swing sequence. According to the walking direction, the principle of total leg swing
is tomeet the principle of static stability of the walkingmechanism. In addition, since the
walking machine is symmetrically distributed and has a simple structure, when setting
the swing sequence of legs, the stability of the walking mechanism is judged according
to the position of the center of gravity of the walking mechanism. It is assumed that
the traveling mechanism is at an angle with the X direction ω As shown in Fig. 6, the
initial attitude of the walking mechanism is represented by a dotted line, the solid line
represents the attitude of the walking mechanism after movement, and the dotted line
represents the stable triangle formed by the support points of each foot of the walking
mechanism. A gait cycle of the walking mechanism is divided into four stages. In each
stage, one leg is lifted and dropped, and then the body moves. It is represented by four
diagrams in Fig. 6 (a), (b), (c) and (d). If the step size of a gait cycle is s, the moving
distance of the body in each stage is s/4.

As shown in Fig. 6 (a), the traveling mechanism moves s/4 along the direction angle
ω, in which it moves along the X direction and along the Y direction. It can be seen that
after the movement, the center of gravity of the body is in � P2P3P4 and � P1P2P4. It
can be seen that both leg 1 and leg 3 can be lifted. However, considering that the stability
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Fig. 6. Swinging leg selection of walking mechanism walk to the front

margin of leg 3 is greater than that of leg 1, leg 3 should be selected as the first swing
leg.

As shown in Fig. 6 (b), after the leg 3 swings, the traveling mechanism moves s/4
again along the direction angle. If it moves S × cosω/4 and S × sinω/4 respectively
along the X and Y directions, it moves cumulatively along the X direction S × cosω/2
and the Y direction S × sinω/2. According to the stability principle, only leg 4 can be
selected as the second swing leg this time.

Similarly, the swing sequence of each leg of the walking mechanism in a gait cycle
can be obtained when the walking mechanism moves at the direction angle in each area,
as shown in Table 1.

Table 1. The legs’ swing sequence in different walking direction

ω Legs’ swing sequence

0 ≤ ω ≤ ω1 3→4→1→2

ω1 ≤ ω ≤ π/2 3→1→4→2

π/2 ≤ ω ≤ ω2 4→2→3→1

ω2 ≤ ω ≤ π 4→3→2→1

π ≤ ω ≤ ω3 2→1→4→3

ω3 ≤ ω ≤ 3π/2 2→4→1→3

3π/2 ≤ ω ≤ ω4 1→3→2→4

ω4 ≤ ω ≤ 2π 1→2→3→4
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3.4 The Swinging Sequence of Gait Legs with Fixed-Point Rotation

In order to make the walking mechanism have greater mobility, it is necessary to fur-
ther design the fixed-point rotation gait of the walking mechanism. The rotation angle
conforms to the right-hand rule. When the traveling mechanism turns left γ > 0, when
it turns right γ ≤ 0.

The swing sequence of the walking mechanism legs rotating around the geometric
center of the walking mechanism is analyzed as follows:

As shown in Fig. 7, the selection of leg swing sequence is illustrated by taking the left
turn of the body as an example. Because it rotates around the fixed point of the geometric
center of the walking mechanism, the center of gravity of the body remains unchanged
and is always at the geometric center of the body during the rotation. Assuming that the
angle γ of a gait cycle is, a gait cycle of the walking mechanism is divided into four
stages as shown in Fig. 7 (a), (b), (c), (d) and (e). The dotted line in the figure represents
the stable triangle formed by the support points of each foot of the walking mechanism.
The angle of each body rotation is. The solid line in figure (a) represents the initial
attitude of the walking mechanism, the dotted line represents the attitude of the walking
mechanism after a gait cycle, and the dotted line in Fig. 7 (b), (c), (d) and (e) represents
the current attitude of the walking mechanism, The solid line represents the posture of
the walking mechanism after a phase of gait rotation.

Fig. 7. Selection of swing leg for fixed-point rotation of traveling mechanism

The initial and final positions of the traveling mechanism are shown in Fig. 7 (a).
Firstly, the initial posture of the walking mechanism is shown by the solid line in Fig. 7
(a). When the walking mechanism rotates to the left γ /4, it is feasible to lift any leg
according to the stability principle. We select leg 4 as the first swing leg, as shown in
Fig. 7 (b). After leg 4 swings, the posture of the walking mechanism is shown as the
solid line in Fig. 7 (b). The traveling mechanism rotates to the left. According to the



Gait Planning of a Quadruped Walking Mechanism Based on Adams 155

stability principle, only leg 2 can be selected as the second swing leg this time, as shown
in Fig. 7 (c).

After leg 2 swings, the posture of the walking mechanism is shown by the solid line
in Fig. 7 (c). The traveling mechanism rotates to the left γ /4 again. According to the
stability principle, only leg 1 can be selected as the third swing leg this time, as shown
in Fig. 7 (d).

After leg 1 swings, the posture of the walking mechanism is shown as the solid line
in Fig. 7 (d). The traveling mechanism rotates to the left γ /4 again. According to the
stability principle, only leg 3 can be selected as the fourth swing leg, as shown in Fig. 7
(e).

The final pose is shown by the solid line in Fig. 7 (e).
Similarly, the swing sequence of legs under fixed-point rotation gait is summarized

in Table 2.

Table 2. The swinging sequence of gait legs rotating around a fixed point of the geometric center
of the walking mechanism

Turn left Turn right

1→3→2→4 1→2→4→3

2→1→3→4 2→4→3→1

3→4→2→1 3→1→2→4

4→2→1→3 4→3→1→2

4 Simulation (Take the Four Step Walking in Front as an Example)

In order to verify the rationality of themechanismdesign and gait planning of thewalking
mechanism, the simulation analysis is carried out by using UG and ADAMS software.
After the simplified model of the walking mechanism is created in UG software, the
model is imported into ADAMS software by using ADAMS/exchange module, and
other environments (such as ground, etc.) are built in ADAMS software to form the
large framework of the virtual prototype, and then the constraints and forces are applied
to these components to establish the virtual prototype of the walking mechanism (Table
3).
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Table 3. Motion planning of walking mechanism walking straight ahead (four steps)

Movement steps Action

Step1(0→1 s) Leg 3 forward 1 m

Step2(1.5→2.5 s) Leg 1 forward 1 m

Step3(3→4 s) Body forward by 1 m

Step4(4.5→5.5 s) Leg 4 forward 1 m

Step5(6→7 s) Leg 2 forward 1 m

4.1 Determine Simulation Parameters

According to the kinematics research of the walking mechanism, the size of the walking
mechanism leg mechanism is substituted into the inverse kinematics calculation formula
of the leg, and the rotation angle of each driving joint is calculated, as shown in Table 4.

Table 4. Rotation angle of each driving joint when walking straight ahead (four steps)

Joint Step1 Step2 Step3 Step4 Step5

l11–l12 +21.11 −21.11

l12–l13 −15/+18.41 −3.14

l13–foot1 +19.93 −19.93

l21–l22 +34.84 −34.84

l22–l23 +0.47 −15.47/+15

l23–foot2 +6.19 −6.19

l31–l32 +21.11 −21.11

l32–l33 −18.41/+15 +3.14

L33–foot3 −19.93 +19.93

l41–l42 +34.84 −34.84

l42–l43 +0.47 +15/−15.47

L43–foot4 +6.19 −6.19

4.2 Simulation Result

Input the parameters in Table 4 into the functions of each corresponding driver. The
simulation process of the walking mechanism walking straight ahead is shown in Fig. 8.
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(a) leg 3             (b) leg 1           (c) body 

 
(d) leg 4          (e) leg 2

Fig. 8. Screenshot of simulation process of walking mechanism walking straight ahead (four
steps)

4.3 Analysis of Simulation Results

After simulation, the displacement of each point on the body of the walking mech-
anism along the axis Zn direction is small, that is, the movement of the platform is
relatively smooth and stable on the whole. However, there are still some problems, such
as slight deviation of the motion trajectory and instability of individual steps, which are
summarized as follows (Fig. 9):

1) When walking straight ahead (four steps), the mobile platform moves forward once
after four steps, resulting in uncoordinated action when the platformmoves forward.
This is because the active drive is much more than the spatial degrees of freedom of
the walking mechanism, resulting in redundant constraints. For this problem, you
can try to take a two-step approach.

2) When walking, the platform tilts slightly in individual steps. The reason is that the
center of gravity of the whole mobile platform is too close to the edge of its stable
triangle, resulting in the reduction of stability margin. To solve this problem, by
modifying the motion parameters of the corresponding joints, the distance between
the center of gravity of the walking mechanism and the edge of the stable area
surrounded by the three supporting feet is increased (as shown in Fig. 4, the value of
the shortest distance d1 among the three distances d1d2d3 is increased), the stability
margin of the walking mechanism is increased, so as to greatly improve the walking
stability of the platform.

3) Similar methods can be used to study the gait of walking mechanism in front of
walking (two-step movement), right front 45° walking (one-step movement) and
right front 45° walking (two-step movement).
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(a) leg 3 (b) leg 1 (c) body

(d) leg 4 (e) leg 2

Fig. 9. Displacement curve of each point on the machine body along the axie Zn direction when
the walking mechanism moves straight ahead (four steps)
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Abstract. In order to break through the traditional von Neumann architecture of
computing and memory cell separation and speed up the computing speed, it is
necessary to realize in memory computing, and memristor is an excellent carrier
to realize in memory computing. Then, the development, principle, characteristics
and application prospect ofmemristor are briefly introduced, and the characteristic
curve ofmemristor is obtained by simulating themodel ofmemristor. The principle
and characteristics of memristor are explainedmore intuitively. Then, based on the
memory resistor, the simple logic circuit design principle is described. The logic
structure can be realized by using the memory resistor as the calculation element
and adding a CMOS inverter, so as to realize the simple logic circuit. The paper
designs the simple logic circuit including gate, gate, or gate by spice software,
and simulates the circuit of gate, gate, gate, or gate. Then, based on the above
logic gate, the circuit design of adder is carried out, the circuit diagram and design
scheme are given, and the simple description and SPICE simulation are given. The
design scheme is reviewed and summarized, its advantages and disadvantages are
analyzed, and the optimization and improvement scheme is proposed.

Keywords: Full adder · Memristor · Logic computing

1 Introduction

One-bit full adder is considered as an important case study of MRL (Memristor Ratio
Logic) family [1]. The full adder consists of two half adder, while the half adder can be
composed of an exclusive-OR gate and an AND gate. Based on the basic AND gate, OR
gate and exclusive-OR gate, we can implement the circuit design of the adder [2].

In order to provide a standard cell design method, the standard cell is a NAND
(NOR) logic gate. In a stable state, no current flows out from the output node because the
output node of the AND (OR) logic gate is connected to the metal oxide semiconductor
gate [3]. In this method, each standard cell needs to have two connections between
the complementary metal oxide semiconductor layer and the memristor layer, one for
intermediate level conversion and one for output. This method is robust, although it is
inefficient in terms of power consumption and area compared with the optimized circuit.
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In the optimized circuit, CMOS phase inverter is applied only when signal recovery is
needed or logic function needs signal inversion.

The research shows that forMRL logic family, linear memristor devices without cur-
rent threshold is preferred, unlike other digital applications, which need threshold and
nonlinearity [4–6]. Compared with nonlinear memristor devices, MRL gate based on
linear memristor devices has faster speed, smaller size and lower power consumption.
Memristor ratio logic series opens opportunities for additional memristor and com-
plementary metal oxide semiconductor integrated circuits and improves logic density
[7–11]. This enhancement can provide more computing power for processors and other
computing circuits.

2 Design and Implementation of Adder Circuit Based onMemristor
and Its SPICE Simulation

The schematic diagram of one-bit full adder used in this case study is shown in Fig. 1
below. One-bit full adder consists of six OR logic gates based on memristor, three AND
logic gates based on memristor and four complementary metal oxide semiconductor
phase inverters.

According to the schematic diagram of adder circuit in Fig. 1, the circuit can be built
by Hspice software for simulation. The adder calculation formula used in this paper is
as follows:

S = A ⊕ B ⊕ CIN (1)

COUT = A · B + A ⊕ B · CIN (2)

Fig. 1. Schematic diagram of adder circuit

The practical meanings represented by each item in the above formula are: A stands
for summand, B stands for addend, CIN stands for low carry, S stands for carry, COUT

stands for sum.
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2.1 Analysis of Simulation Results

According to the circuit schematic diagram of adder shown in Fig. 1, simulation analysis
is carried out by using Hspice. In this scheme, a voltage of 4 V (high level, i.e., 1) is
applied to port A, a voltage of 0 V (low level, i.e., 0) is applied to port B, and a voltage
of 3 V (high level, i.e., 1) is applied to CIN as an example to show the simulation results
and analyze them.

The truth table of adder is shown in Table 1 below.

Table 1. Truth table of full adder

A B CIN COUT S

0 0 0 0 0

0 0 1 0 1

0 1 0 0 1

0 1 1 1 0

1 0 0 0 1

1 0 1 1 0

1 1 0 1 0

1 1 1 1 1

A voltage of 4 V (high level, i.e., 1) is applied to port A , and a voltage of 0 V (low
level, i.e., 0) is applied to port B. The curve of voltage and time of node 1 after the first
exclusive-OR gate is shown in the following Fig. 2. It can be seen that when a voltage
of 4 V is applied to port A and a low level is applied to port B, the curve of voltage and
time of node 1 after the first exclusive-OR gate is basically consistent with the curve of
output voltage of exclusive-OR gate when a high level and a low level are input above.

Fig. 2. The curve of voltage and time of node 1 after the first exclusive-OR gate when a voltage
of 4 V (high level, i.e., 1) is applied to port A , and a voltage of 0 V (low level, i.e., 0) is applied
to port B.
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When a voltage of 3 V (high level, i.e. 1) is applied to port CIN , the curve of output
voltage and time of port S is shown in the following Fig. 3. It can be seen that the output
voltage of port S decreases continuously from 0.2ns to 1.2ns, and the speed of taking
effect is the fastest at 0.7s. In this period, it can be approximately considered that a
high-level pulse voltage of 2 V is input from node 1 and a voltage of 3 V is applied to
port CIN , and the change characteristic curve of the output voltage of port S is basically
consistent with the output voltage curve of exclusive-OR gate when two high levels are
input above. When 1.72 V is taken as the threshold voltage, the output voltage is equal
to 1.72 V, which is regarded as the output low level (0).

Fig. 3. Curve of output voltage and time of port S

When a 3 V voltage (high level, i.e., 1) is applied to the CIN , the curve of the output
voltage and time of port COUT is shown in the following Fig. 4. It can be seen that the
output voltage of port COUT with 2.11 V remains stable at about 2.11 V during 0.2ns to
1.2ns, which can be regarded as an AND gate inputting a 2 V high level and a 3 V high
level. Another AND gate inputs a 4 V high level and a low level, and the output voltages
of the twoAND gates can be regarded as high level (1) and low level (0) respectively, and
then pass through an OR gate to obtain a curve. When 2.11 V is taken as the threshold
voltage, the output voltage is equal to 2.11 V, which is regarded as the output high level
(1).

Fig. 4. Curve of output voltage and time of port COUT
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In other cases, the output level basically meets the requirements of the truth table of
the adder, which will not be discussed in this paper.

3 Analysis and Improvement of This Scheme

For the optimization method, when cascaded MRL gates based on memristor are con-
nected, the current can flow from the output node to the input of the next logic gate. In
this case, the currents flowing through two memristor devices of one gate are not equal,
and the smaller current may drop below the current threshold of memristor devices,
resulting in partial switching of logic gates. This phenomenon will reduce the output
voltage and may cause the logic to fail after a single logic level.

One method to eliminate possible logic faults is to increase the voltage of high logic
state to ensure that all currents in the circuit are greater than the current threshold of the
device. The increase of voltage is limited by complementary metal oxide semiconductor
process, because high voltage may lead to breakdown of complementary metal oxide
semiconductor transistor (for example, drain and leakage of grid induction [12]), and
also consume more power.

Another method to eliminate logic faults is to amplify signals with CMOS logic gate
to prevent steady-state current leakage and perform signal recovery. In this case study,
both methods are used. The voltage increases and the signal recovery is implemented by
a complementary metal oxide semiconductor inverter. Note that these signal degradation
problems are circuit-related, that is, the degree of signal degradation depends on the logic
circuit structure and the parameters of memristor devices.

Memristor ratio logic is a hybrid complementarymetal oxide semiconductormemory
logic family. Compared with CMOS logic, this logic series uses less chip area. By using
the standard cell library composed of NOR and NAND logic gates, the design workload
of MRL circuit can be reduced. However, the standard cell limits the flexibility of the
design process and the opportunity of saving area. Other optimization criteria, such as
increasing the operating voltage and minimizing the number of connections between
CMOS and memristor layer, are also possible.

4 Conclusion

In this paper, a one-bit adder is designedwith 18memristors and 4CMOSphase inverters.
The circuit design diagram of the scheme is given, and the principle, design ideas and
possible problems of the scheme are introduced. The designed full adder is simulated
by Hspice software, and the output voltage values under various conditions are obtained
and compared with the truth table. Then, according to the content of the design scheme,
the advantages and disadvantages of the scheme are found out, and the shortcomings are
optimized and improved.

Acknowledgements. This work is supported by the State Grid Corporation Science and Tech-
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Abstract. In order to solve the problem that the data forwarding performance
requirements of the security gateway are becoming higher and higher, the dif-
ficulty of operation and maintenance is increasing day by day, and the physical
resource configuration strategy is constantly changing, a multi-level network soft-
ware defined gateway forwarding system based on Multus is proposed and imple-
mented. On the basis of kubernetes’ centralized management and control of the
service cluster, different types of CNI plugins are dynamically called for inter-
face configuration, At the same time, it supports the multi-level network of kernel
mode and user mode, separates the control plane and data plane of the forward-
ing system, and enhances the controllability of the system service. At the same
time, the load balancing module based on user mode protocol stack is introduced
to realize the functions of dynamic scaling, smooth upgrade, cluster monitoring,
fault migration and so on without affecting the forwarding performance of the
system.

Keywords: Software-defined · Kubernetes · Forward system ·Multus

1 Introduction

With the advancement of the construction of the Internet of things, the terminal equip-
ment presents the development trend of large scale, complex structure and diverse types.
The security services are facingmanynewproblems [1]. First, the number of IOTnetwork
terminal equipment is increasing day by day, and the number of terminals is increas-
ing exponentially. The requirements for the data forwarding performance of the border
security gateway are becoming higher and higher. It is necessary to continuously expand
and upgrade the equipment cluster, and the difficulty of operation and maintenance is
increasing day byday. Second,with the continuous increase of security services, different
types of services have different requirements for resources, resulting in the continuous
dynamic change of the resource allocation strategy. The original gateway equipment of
different types can not adapt to the dynamic changes of services, resulting in the shortage
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of resources for some services and a large number of idle resources for other services.
Limited physical resources need to be allocated more effectively and reasonably.

The development of docker technology [2] has set off a new change in the field of
cloud platform technology, which enables various applications to be quickly packaged
and seamlesslymigrated on different physical devices [3]. The release of applications has
changed from a lot of environmental restrictions and use dependencies to a simple image,
which can be used indiscriminately on different types of physical devices. However,
container is only a virtualization technology, and simple installation and deployment is
far from being able to be used directly. We also need tools to arrange the applications
and containers on so many nodes.

Kubernetes [4] container cluster management platform based on docker has devel-
oped rapidly in recent years. It is an open source system for automatic deployment,
expansion and management of container applications, which greatly simplifies the pro-
cess of container cluster creation, integration, deployment and operation and mainte-
nance [5]. In the process of building container cluster network, kubernetes realizes the
interworking between container networks through container network interface (CNI)
[6]. Different container platforms can call different network components through the
same interface. This protocol connects two components: container management system
(i.e. kubernetes) and network plugins (common such as flannel [7], calico [8]). The spe-
cific network functions are realized by plugins. A CNI plugin usually includes functions
such as creating a container network namespace, putting a network interface into the
corresponding network space, and assigning IP to the network interface [9].

For the gateway forwarding system, because it involves a large number of packet for-
warding services, the underlying logic is mostly implemented based on the Intel DPDK
(data plane development kit) [10] forwarding driver. DPDK’s application program runs
in the userspace, uses its own data plane library to send and receive data packets, bypasses
the data packet processing of Linux kernel protocol stack, and obtains high packet data
processing and forwarding ability at the expense of generality and universality. There-
fore, for the virtualization deployment of gateway forwarding system applications, the
selection of CNI plugins has strong particularity. The current mainstream CNI plugins
are uniformly deployed by kubernetes management plane, and their management of net-
work interface is based on Linux kernel protocol stack, which is not suitable for DPDK
forwarding driven gateway business applications. In addition, the software defines that
the gateway forwarding system is composed of data plane and control plane. The data
plane is responsible for the analysis and forwarding of data packets based on DPDK for-
warding driver, which belongs to performance sensitive applications. The control plane
is responsible for receiving control messages and configuring the network system and
various protocols. For control plane message, due to the small amount of data, the Linux
kernel protocol stack can be used for communication during cluster deployment to obtain
more universality. To sum up, when the software defined gateway forwarding system for
cluster is deployed, it calls different CNI container network plugins to configure the net-
work interfaces according to different use scenarios, and develops CNI network plugins
based on DPDK forwarding driver for the corresponding DPDK forwarding interface,
which are the two major problems to be solved urgently for such systems to support
virtualization deployment.
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In this paper, a multi-level network software defined gateway forwarding system
based on Multus is proposed and implemented, and the CNI plugin and load balancing
module based onDPDKnetwork interface are implemented to ensure that the application
performance based on DPDK is not affected. At the same time, for the control plane
interface, because the kernel protocol stack is used to communicate with kubernetes,
this paper constructs a multi-level network based on Multus, dynamically calls different
types of CNI plugins for interface configuration, realizes the cluster deployment scheme
compatible with kubernetes kernel protocol stack, and enhances the controllability of
system services, It realizes the functions of dynamic scaling, smooth upgrade, cluster
monitoring, fault migration and so on.

2 Design of Multi-level Network Gateway Forwarding System
Based on Multus

With the development of nfv technology, virtual network devices based onX86 and other
general hardware are widely deployed in the data center network. These virtual network
devices carry the software processing of many high-speed network functions (including
tunnel gateway, switch, firewall, load balancer, etc.), and can deploy multiple different
network services concurrently to meet the diversified, complex and customized business
needs of users. OVS (open vswitch) [11] and VPP (vector packet processor) [12] are
two virtual network devices widely used in industry.

OVS is an open multi-layer virtual switch, which can realize the automatic deploy-
ment of large-scale networks through open API interfaces. However, the definition of
flow table rules is complex, which can be realized only by modifying its core software
code, and its packet processing performance is not as good as that of traditional switches.
VPP is an efficient packet processing architecture. The packet processing logic devel-
oped based on this architecture can run on a general CPU. In terms of packet processing
performance, VPP is based on DPDK userspace forwarding driver and adopts vector
packet processing technology, which can greatly reduce the overhead of data plane pro-
cessing packets, and the comprehensive performance is better than OVS. Therefore, in
the multi-level network software defined gateway forwarding system proposed in this
paper, we choose VPP as its receiving and contracting management framework.

The overall architecture of the system is shown in Fig. 1, in terms of configuration
management, it is mainly divided into the management of various gateway services and
the management of container resources. The management of gateway service mainly
includes business configuration management, policy management, remote debugging
management, log audit management, etc. the business developer is responsible for pack-
aging themanagement process into the container image of the business.When the service
is pulled up, it can communicate with the master node to complete the business-related
configuration. Container resource management is related to cluster deployment, mainly
including deployment cluster management, resource scheduling management, service
scheduling management, operation monitoring management, etc. this part of manage-
ment is related to the operation status of service cluster. It is the basis for providing
functions such as dynamic scaling, smooth upgrade, cluster monitoring and fault migra-
tion. Kubernetes cluster management framework is responsible for it. The secure service
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Fig. 1. The overall architecture of the software-defined gateway forwarding system

process will be uniformly packaged as a business image and loaded into the host machine
that can be deployed by the kubernetes management framework for scheduling by kuber-
netes.When you need to create or expand a certain type of service, you can create several
service containers corresponding to the service in the host of the existing cluster. Simi-
larly, when a certain kind of service resources are surplus and need to shrink, only a few
service containers need to be destroyed. Compared with the traditional scheme of pur-
chasing customized physical equipment at a high price andmanually joining the network
cluster, its cost and operation portability have been greatly improved. In the traditional
kubernetes solution, Kube proxy component provides load balancing services for all
business pods to realize the dynamic selection of traffic. Besides, we need a load bal-
ancing component based on DPDK user mode protocol stack, which will be introduced
in Sect. 3.1.

The last module is the hardware network card driver responsible for sending and
receiving data packets. The DPDK based userspace forwarding driver at the bottom
of the VPP forwarding framework avoids two data copies from the user space of the
traditional protocol stack to the kernel state by creating a memif interface, as shown in
Fig. 2. Therefore, the network card responsible for forwarding traffic on the service data
plane needs to load the DPDK forwarding driver, while the network card responsible for
forwarding messages on the control plane can communicate through the kernel protocol
stack. In the overall architecture shown in Fig. 1, the data plane network card and the
control plane network card should adopt a multi-level network management scheme
based on the Multus CNI plugin to meet the communication requirements of kubernetes
cluster management and the high-speed forwarding requirements of various gateway
service data packets.
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3 Design of Core Components of Software Defined Gateway
Forwarding System

3.1 Design and Implementation of Load Balancing Module

This paper proposes user mode load balancing DPDK-lb based on DPDK, which uses
DPDK user mode forwarding driver to take over the protocol stack, so as to obtain higher
data message processing efficiency. The overall architecture of DPDK-lb is shown in
Fig. 3. DPDK-lb hijacks the network card, bypasses the kernel protocol stack, parses
the message based on the user mode IP protocol stack, and supports common network
protocols such as IPv4, routing, ARP, ICMP, etc. At the same time, the control plane pro-
grams dpip and ipadm are provided to configure the load balancing strategy of DPDK-lb.
In order to optimize the performance, DPDK-lb also supports CPU binding processing,
realizes the lock free processing of key data, avoids the additional overhead required by
context switching, and supports the batch processing of data messages in TX/RX queue.

Fig. 2. Forwarding performance optimization of VPP memif interface

Fig. 3. Overall architecture of DPDK-lb load balancing
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3.2 Design and Implementation of Multi-level CNI Plugin

Due to the gateway forwarding service based on VPP includes control message and
data message, the data message runs in the user mode protocol stack, and all the above
CNI plugins need to use the kernel protocol stack to analyze the data packet, so it
can not meet the networking requirements of the data plane of the system. The control
message is mainly used to update the service flow table and the distributed configuration
management of kubernetes cluster. It is necessary to realize the cross host communication
of pod in different network segments. Therefore, for the control plane, you can choose
the mainstream CNI plugins that support overlay mode. As a result, in the software
defined gateway forwarding system with the separation of control plane and data plane,
the responsibilities of control plane and data plane are different, and the selection criteria
of network plugins are also different. It is difficult to support the network communication
of the system through a single CNI plugin. In order to meet the requirement of creating
multiple network interfaces usingmultiple CNI plugins, Intel implemented a CNI plugin
named Multus [13]. It provides the function of adding multiple interfaces to the pod.
This will allow the pods connecting to multiple networks by creating multiple different
interfaces, and different CNI plugins can be specified for different interfaces, so as to
realize the separation control of network functions, as shown in Fig. 4.

Before using the Multus plugin, kubernetes container cluster deployment can only
create a single network card eth0, and call the specified CNI plugin to complete interface
creation, network setting, etc. When using Multus, we can create eth0 for the control
plane of pod to communicate with the master node of kubernetes. At the same time,
we can create net0 and net1 data plane network interfaces, and configure the data plane
by using userspace CNI plugins to achieve cascade use of multi-level CNI plugins.
Kubernetes calls Multus for interface management, and Multus calls the self-developed
userspace CNI plugin to realize data plane message forwarding. In this way, it not only
meets the separation of control plane and data plane required in the software defined
gateway system, but also ensures that in the process of data plane message forwarding,
the DPDK forwarding driver based on VPP completes the forwarding operation of data
message without copying from operating system kernel state to userspace. To sum up,

Fig. 4. Comparison before and after using Multus
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Multus’multi-levelCNIplugin scheme is very applicable in the software definedgateway
forwarding system.

Fig. 5. Software defined gateway experimental networking

3.3 Design and Implementation of Userspce CNI Plugin

In order to register the new service pod on load balancing, it is not enough to only use
flannel to complete the control plane network configuration, but also rely on the userspace
CNI plugin mentioned above. The plugin needs to complete two types of work: first,
create several service interfaces on the local pod, assign the created interfaces to the
corresponding IP, and then access the specific network on the host to ensure that the
data plane traffic can reach. Second, after the interface is created in the pod, because the
kernel protocol stack is not used, it is necessary to configure the interface in the VPP
forwarding framework in the pod (such as completing memif port pairing, assigning
memif port address, etc.), and connect the newly created interface to the current data plane
container network. Memif interfaces created in VPP appear in pairs and communicate
by sharing large page memory. Therefore, the memif interfaces in the pods will find
two corresponding virtual memif interfaces on the VPP of the host. By using these two
pairs of memif interfaces, we can realize the data plane communication from the host
message to the service pod.

The traffic of the system cluster is shown in Fig. 5. Taking the working node as an
example, the service pod creates three network interfaces, eth0 is used for control plane
message communicationwith themaster node, the network card is created and configured
by flannel, and net1 and net2 are the two data plane network interfaces required by
the service, which are created and configured by the userspace network plugin. All
data packages (red in the figure) are taken over by the userspace protocol stack, which
improves the overall data message processing capacity of the system. Flannel provides
network services for control messages related to configuration and cluster management
(blue in the figure), which realizes the functions of dynamic expansion, smooth upgrade,
cluster monitoring, fault migration and so on.
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4 Experimental Scheme and Results

In this paper, we limit the resources of a single service pod to 1GB of large pagememory.
We will conduct three groups of comparative experiments. Firstly, we will compare and
test whether there is a gap between the service capability provided by a single pod in the
software defined gateway system and that provided by the traditional gateway device
when it is limited to 1GB of available memory. Then, we will compare the maximum
number of pods (16) run by a single physical device in the way of software defined
gateway with the traditional way of running the service by a single device, so as to judge
whether the performance of the original system is affected under the same hardware
conditions after the introduction of kubernetes cluster management scheme. Finally, we
will completely release the cluster system, no longer limit physical resources, and verify
the overall performance and feasibility of the system. In the experiment, the connection
request of real customers is simulated, and the number of access users is increasing.
The overall resource consumption of the system is observed through the Prometheus
component provided by kubernetes. The scheme comparison of the three experiments
is shown in Table 1 and the results is shown in Fig. 6.

Table 1. Comparison of three experimental schemes

Group 1 Group 2 Group 3

Software defined
gateway cluster

Single pod (1GB
memory limit)

Single node (POD
dynamic scaling)

Two nodes cluster

Traditional physical
gateway device

Single device
(available physical
memory limit 1 GB)

Single physical
device

Single physical device

The experimental results are shown in Fig. 6. In the first group of experiments, 1GB
memory can server about 7500 client terminals. When the number of clients reaches
7000, the connection failure begins to occur. The scheme provided in this paper is
almost the same as that of traditional equipment. Therefore, theway of providing services
through virtualization has no impact on the performance of the original service.In the
second group of experiments, the scheme in this paper and the traditional single device
begin to fail when the number of users is close to 110000. When the number of users is
close to 120000, they can no longer accept more user access due to memory constraints.
The overall performance of this scheme is not inferior to or even slightly better than that
of the original single equipment. In the third group of experiments, when the number
of users is close to 120000, the memory occupancy rate of each device in the cluster is
about 50%. Eight pods are scheduled on each of the two nodes, and each pod provides
services for nearly 7500 users. At this time, nearly 50% of the resources of the physical
machine node can be used for the deployment of other services. When the number of
clients continues to increase, kubernetes will continue to evenly allocate new resources
on the two nodes and create new pods to provide services for more users. Until the
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number of users is close to 240000, the physical node tends to be saturated. However,
the traditional single physical device can no longer provide services for so many users.

Fig. 6. Comparison of three groups of experiments

It can be seen that when the number of physical machines in the cluster continues to
increase, the ability of the whole system to provide services will increase linearly. When
the number of users decreases in a certain period of time, the physical machine resources
are released and can dynamically provide services for other services. Therefore, the
service provider only needs to ensure that the total amount of equipment for multiple
services is sufficient. Since the peak usage of each service is different, the proportion
of physical resources occupied by different services will be dynamically adjusted by
kubernetes.

5 Conclusion

In this paper, a multi-level network software defined gateway forwarding system based
on Multus is proposed and implemented, and the CNI plugin and load balancing mod-
ule based on DPDK network interface are implemented. The created gateway service
container is based on VPP packet processing framework, and the corresponding DPDK
interface can be created to associate with the host interface, It ensures that the packet pro-
cessing efficiency of the data forwarding application based on DPDK is not affected. At
the same time, for the control plane interface of the gateway forwarding system, because
the kernel protocol stack is used to communicate with kubernetes, this paper constructs
a multi-level network based on Multus, dynamically calls different types of CNI plugins
for interface configuration according to the use scenario and attribute configuration of
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relevant interfaces, and realizes the cluster deployment scheme compatible with kuber-
netes kernel protocol stack, The controllability of system services is enhanced, and the
functions of dynamic expansion, smooth upgrade, cluster monitoring, fault migration
and so on are realized.

This paper was partly supported by the science and technology project of State Grid
Corporation of China: “Research on The Security Protection Technology for Internal
and External Boundary of State Grid information network Based on Software Defined
Security” (No. 5700-202058191A-0–0-00).
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Abstract. In recent years, feature selection is becomingmore andmore important
in data mining. Its target is that reduce the dimensionality of the datasets while
at least maintaining the classification accuracy. There are some researches about
chicken swarm optimization algorithm (CSO) applied to feature selection, the
effect is extraordinary compared with traditional swarm intelligence algorithms.
However, there is a complex search space in the challenging task feature selection,
the CSO algorithm still has a default that quickly gets stuck in the local minimum
problem. An improved chicken swarm optimization algorithm (ICSO) is proposed
in this paper, which introduces the Levy flight strategy in the hen location update
strategy and the nonlinear strategy of decreasing inertial weight in the chick loca-
tion update strategy to increase the global search ability and avoid getting stuck in
the local minimum problem. Compared with the other three algorithms on eigh-
teen UCI datasets shows that the ICSO algorithm can greatly reduce the redundant
features while ensuring classification accuracy.

Keywords: Chicken swarm optimization algorithm · Feature selection · Swarm
intelligence algorithm

1 Introduction

Feature selection problem, also named as feature subset selection problem, refers to the
selection of N features in the range of the existing M features to optimize the system’s
specific objectives, thereby reducing the data dimension and improving the performance
of learning algorithms. In recent years, with the development of big data, industrial
internet, andfinancial data analysis,more andmore high-dimensional datasets are used in
various fields of information systems, such as financial analysis, business management,
and medical research. The dimensional disaster brought about by high-dimensional
datasets makes feature selection an urgent and important task.

Feature selection methods can be divided into filter, wrapper, embedded, and ensem-
ble [1]. The filter feature selection algorithm and learning algorithm are not related to
each other. All features are sorted by specific statistical or mathematical attributes, such
as Laplacian scores, Constraint scores, Fisher scores, Pearson correlation coefficients,
and finally, a subset of features is selected by sorting. The wrapper feature selection
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algorithm encapsulates the selected learner looks like a black box, evaluates the perfor-
mance of the selected feature according to its predictive accuracy on the feature subset,
and gets the better subset with search strategy to obtain an approximate optimal subset.
The embedded feature selection algorithm is embedded in the learning algorithm, with
the training process of the classification algorithm is over, a subset of features can be
obtained, such as ID3, C4.5, CART, etc. The features used in training are the result of fea-
ture selection. The ensemble feature selection algorithm draws on the idea of ensemble
learning, which trains multiple feature selectionmethods and ensembles the results of all
feature selection methods to achieve better performance than a single feature selection
method. By introducing Bagging, many feature selection algorithms can be improved to
be the ensemble.

Swarm intelligence optimization algorithms are often used to solve the feature selec-
tion problem and achieved good results. For example, genetic algorithm (GA) [2], ant
colony algorithm (ACO) [3], and particle swarm optimization algorithm (PSO) [4], and
so on. The Chicken swarm optimization algorithm (CSO) [5] proposed in 2014 is a kind
of swarm intelligence optimization algorithm, which is inspired by the foraging behav-
ior of the flock, is obtained a good optimization effect by grouping and updating the
population, and has been applied in some fields. Hafez et al. [6] proposed a new feature
selection method by using the CSO algorithm as part of the evaluation function. Ahmed
et al. [7] applied logistic and tend chaotic mapping to help CSO explore the search
space better. Liang, et al. [8] proposed a hybrid heuristic group intelligence optimiza-
tion algorithm for cuckoo search-chicken swarm optimization (CSCSO) to optimize the
excitation amplitude and spacing between the excitation amplitude of the linear antenna
array (LAA) and the array of arrays of the circular antenna array (CAA). CSCSO has
better solution accuracy and convergence speed in the optimization of LAA and CAA
radiation patterns.

In this paper, an improved chicken swarm optimization algorithm (ICSO) is raised,
which brings in the Levy flight strategy in the hen location update strategy and the
nonlinear strategy of decreasing inertial weight in the chick location update strategy
to enhance the ability of global search and decrease the probability of the algorithm
falling into a local minimum. There are 18 UCI datasets are applied to compare the of
effectiveness the algorithm in this paper with the other 3 algorithms. It’s apparent that
the algorithm in this paper has huge advantages.

2 Chicken Swarm Optimization Algorithm (CSO)

The chicken swarm optimization algorithm simulates the hierarchy of the chicken swarm
and the competitive behavior in foraging. Within the algorithm, the chicken swarm is
split into many subgroups, every as well as a rooster, many hens, and chicks. Completely
different subgroups of the chicken swarm are subject to specific hierarchical system
constraints, and there’s competition within the foraging method. Positions of chickens
are updated according to their respective motion rules. The behavior of chickens in the
chicken swarm optimization algorithm is idealized with four rules, they are as follows:

i. The chicken swarm is divided into many subgroups, there are three types of chick
in every subgroup: a rooster, several hens, and chicks.
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ii. There are three types of chickens: rooster with the best fitness value, chick with the
worst fitness value, and the others. The three types of chickens correspond to the
roosters, the chicks, and the hens. It’s worth noting that all the hens can freely choose
the subgroup to which they belong. At the same time, the mother-child relationship
between hens and chicks is also randomly established.

iii. The hierarchal order, dominance relationship, and mother-child relationship in a
subgroup will change every period, but in the period all the relationships will keep
unchanged.

iv. All the chickens in the flock follow the rooster in their subgroup to find food and
prevent other chickens from competing for food. The chicks follow the hens for
food while assuming the chicks can eat food whichever the chickens find. Among
them, chickens with better fitness have more advantages in finding food.

Assuming that the search space is D-dimensional, the total number of chickens in
the entire chicken swarm is N, the number of roosters is NR, the number of hens is NH ,
the number of chicks is NC , and mother hens is NM . Let xti,j represents the position of

the ith chicken, the t is the tth iteration, the j is the jth dimension searching space, where
i ∈ (1, 2, . . . ,N ), j ∈ (1, 2, . . . ,D), t ∈ (1, 2, . . . ,T), the maximal iterative number is
T.

(a) Rooster location update strategy. The roosters are the chickens with the best
fitness value in the chicken swarm. The roosters with better fitness have the advantage
over the roosters with poor fitness, so they can find food quickly than the roosters with
poor fitness. At the same time can search for food on a larger scale in its position, realize
the global search. Meanwhile, the rooters’ location update is influenced by the location
of other roosters randomly selected. The position update formulas of the rooster are as
follows:

xt+1
i,j = xti,j ∗

(
1 + Randn

(
0, σ 2

))
(1)

σ 2 =
{
1, if fi ≤ fk ,

exp
(

fk−fi
|fi |+ε

)
, otherwise,

k ∈ [1,N ], k �= i (2)

where Randn
(
0, σ2

)
obey a normal distribution with standard deviation σ . k is the index

of a rooster randomly selected from the rooster group. fi is the fitness value of the
corresponding rooster xi. ε is the smallest constant to avoid the divide 0.

(b) Hen location update strategy. The search ability of hens is slightly worse than that
of the roosters. Hens search food following their group-mate roosters, so the location
update of the hens is affected by the position of their group-mate roosters. At the same
time, due to their food stealing and competition between them, other roosters and hens
also affect the location update. The location update formulas of the hen are as follows:

xt+1
i,j = xti,j + S1 ∗ Rand ∗

(
xtr1,j − xti,j

)
+ S2 ∗ Rand ∗

(
xtr2,j − xti,j

)
(3)

S1 = exp

(
fi − fr1

abs(fi) + ε

)
(4)
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S2 = exp(fr2 − fi) (5)

where Rand is a uniform random number between 0 and 1. abs(·) is an absolute value
operation. r1 is the index of the rooster, and the ith hen search food following it. r2 is
an index of the roosters or hens randomly chosen from the whole chicken swarm, and
r1 �= r2.

(c) Chick location update strategy. The chicks have the worst search ability. They
follow their mother hen, and the search range is the smallest. The chicks realize the
mining of the local optimal solution. The search range of the chicks is affected by the
position of their mother hen, and their position update formula is as follows:

xt+1
i,j = xti,j + FL ∗

(
xtm,j − xti,j

)
(6)

where m is an index of the mother hen, and the ith chick follows it to search for food.
FL is a random value selected in the range [0, 2], and its main role is to keep the chick
searching for food rounding its mother.

3 Improved Chicken Swarm Optimization Algorithm (ICSO)

Although the CSO algorithm can improve the population utilization rate through a hier-
archical mechanism, the effectiveness of its location update method is low, which leads
to a decrease in the overall search ability of the algorithm. Given this, this paper pro-
poses an improved chicken swarm optimization algorithm (ICSO), which is based on the
grouping idea of the CSO algorithm. The ICSO algorithm improves the position update
method of the hens and the chicks respectively to enhance the algorithm’s global search
ability and decrease the probability of the algorithm falling into the local minimum.

3.1 Hen Location Update Strategy of ICSO

Levy flight is a strategy in the random walk model. In Levy flight, short-distance
exploratory local search is alternated with occasional long-distance walking. There-
fore, some solutions are searched near the current optimal value, which speeds up the
local search; the other part of the solution can be searched in a space far enough from the
current optimal value to ensure that the system will not fall into a local optimal [9, 10].
In the CSO algorithm, the number of hens is the largest in three types, so the hens play
an important role in the entire population [11]. Inspired by this, the Levy flight search
strategy is introduced to the hen location update formula, which can hold back falling
into the local minimum while increasing the global search ability of the algorithm in a
way. The improved location update formula of the hen is as follows:

xt+1
i,j = xti,j + S1 ∗ Rand ∗

(
xtr1, j − xti,j

)
+ S2 ∗ Rand ∗ Levy(λ) ⊗

(
xtr2,j − xti,j

)
(7)

where ⊗ is point-to-point multiplication. Levy(λ) is a random search path.
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3.2 Chick Location Update Strategy of ICSO

In the CSO algorithm, the chicks only are affected by their mother hen, not by the rooster
in the subgroup. Therefore, the location update information of the chicks only comes
from their mother hen, and the location information of the rooster is not used. In this
case, once the mother hen of a chick falls into the local optimal solution, the following
chicks are easy to fall into the local optimal solution. Using a nonlinear strategy of
decreasing inertial weight to update the position of the chick allows the chick to learn
from itself while allowing the chick to be affected by the rooster in the subgroup, which
can prevent the algorithm from falling into a locally optimal solution as soon as possible.
The improved location update formulas of the chick are as follows:

xt+1
i,j = w ∗ xti,j + FL ∗

(
xtm,j − xti,j

)
+ C ∗

(
xtr,j − xti,j

)
(8)

w = wmin ∗
(wmax
wmin

)(
1

1+10 ∗ t
T

)

(9)

where w is the self-learning coefficient of the chick, which is very similar to the inertial
weight in particle swarm optimization algorithm. wmin is the minimum inertial weight,
wmax is the maximum inertial weight, t is the current number of iterations, and T is
the maximum iteration. Let C denote the learning factor, which means that the chick is
affected by the rooster in the subgroup. r is the index of the rooster which is the chick’s
father.

3.3 Experimental Results and Analysis

To verify the effectiveness of the ICSO algorithm, a comparison experiment is set up.
The algorithms in comparison are chicken swarm optimization algorithm (CSO), genetic
algorithm (GA), and particle swarm optimization algorithm (PSO).

3.4 Fitness Function

Each particle in the chicken swarm corresponds to a solution of feature selection. The
particles are coded by real numbers, as shown in Eq. (10). Each solution X contains n
real numbers, and n represents the total number of features of the corresponding dataset,
where each dimension xi represents whether to select this feature. To form a feature
subset, it is necessary to perform a decoding process before decoding. The position of
the particle can be converted into a subset of the following features:

X = [x1, x2, . . . , xn] (10)

Ad =
{
1, xd > 0.5

0, else
(11)

where Ad represents the feature subset decoded from the d-dimension of each solution.
Ad can be selected as 0 or 1, according to the value xd of the d-dimensional feature of
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the particle: if Ad = 1, it means that the d-dimensional feature is selected; otherwise,
the dimensional feature is not selected.

The purpose of feature selection is to find a combination that has the highest clas-
sification accuracy and the smallest number of selected features. Although it is a com-
bination, the classification accuracy is the first consideration. The fitness function is
to maximize classification accuracy over the test sets given the train data, as shown in
Eq. (12) at the same time keeping a minimum number of selected features.

Fitness(i) = α ∗ ACC(i) + (1 − α) ∗
(
FeatureSum(i)

FeatureAll

)
(12)

where α is a constant less than 1 and bigger than 0, which controlling the importance
of classification accuracy to the number of selected features. The bigger the α, the more
important the classification accuracy. ACC(i) is the classifier accuracy of the particle i.
FeatureSum(i) is the number of features corresponding to the particle i. FeatureAll is
the total amount number of features in the dataset.

3.5 Parameters Setting

In this paper, all comparative experiments work on a PC that has 8GB of memory, and
the programming environment is Python 3.8.5. Let set 50 is the population size, the α in
the fitness function is set to 0.9999, 20 independent running experiments are performed
on the datasets, and setting 500 is the maximum number of iterations. The KNN (K= 5)
classifier is used to test the classification accuracy of the selection scheme corresponding
to each particle. The hyperparameter settings of each algorithm are shown in Table 1.
The information of the eighteen UCI datasets is described in Table 2. Most datasets are
two-class, as well as there are multi-class datasets. It can be seen intuitively that the
largest number of features is 9 and the lowest is 309 in datasets.

Table 1. Hyperparameter settings

Algorithm Hyperparameters

ICSO NR = 0.2N, NH = 0.6N, NC = N-NR-NH , NM = 0.1N, G = 10, wmax = 0.9,
wmin = 0.4, C = 0.4

CSO NR = 0.2N, NH = 0.6N, NC = N-NR-NH , NM = 0.1N, G = 10

PSO w = 0.729, c1 = c2 = 1.49445

GA Crossover_prob = 0.7, Mutation_prob = 0.25
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Table 2. Datasets description

Dataset Number of
features

Number of
instances

Number of
classes

Wine 13 178 3

Lymphography 18 148 4

LSVT 309 126 2

Breast Cancer 9 699 2

WDBC 30 569 2

Zoo 16 101 7

House-votes 16 435 2

Heart 13 270 2

Ionospher 34 351 2

Chess 36 3196 2

Sonar 60 208 2

Spect 22 267 2

German 24 1000 2

Arrhythmia 279 456 16

Glass 9 214 6

Australia 14 690 2

Biodeg 40 1055 2

Spambase 56 4601 2

3.6 Results and Analysis

Table 3 shows the experimental results of the ICSO algorithm and the other three com-
parison algorithms on eighteen datasets. Where bold fonts represent the largest mean
classification accuracy among all algorithms. It can be seen intuitively from Fig. 1 that
the ICSO algorithm has obtained the best results on eighteen test datasets. And the mean
accuracy of the ICSO algorithm is more excellent than the CSO algorithm, the mean
accuracy of the CSO algorithm ismore excellent than the PSO algorithm, themean accu-
racy of the PSO algorithm ismore excellent than the GA algorithm, themean accuracy of
the GA algorithm in feature selection is the worst. Through observation and calculation,
the datasets with poor mean accuracy on full features, such as Wine, LSVT, Arrhyth-
mia, etc., after the ICSO algorithm feature selection, the mean accuracy increases by
20% ~ 50%. Datasets with better mean accuracy on full features, such as Breast Cancer,
WDBC, Zoo, etc., after the ICSO algorithm feature selection, the mean accuracy was
improved by less than 10%. The experimental results fully verify the superiority of the
ICSO algorithm.
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Table 3. Mean accuracy for the different algorithms

Dataset Full Feature GA PSO COS ICSO

Wine 0.7407 0.7565 0.9759 0.9796 0.9815

Lymphography 0.8000 0.7344 0.8967 0.9067 0.9100

LSVT 0.5526 0.5645 0.8184 0.8579 0.8658

Breast Cancer 0.9561 0.9383 0.9708 0.9756 0.9756

WDBC 0.9591 0.9383 0.9708 0.9708 0.9708

Zoo 0.8710 0.8129 0.9435 0.9452 0.9532

House-votes 0.9714 0.9057 0.9950 0.9957 1.0000

Heart 0.6420 0.6951 0.8827 0.8870 0.8870

Ionospher 0.8585 0.8533 0.9637 0.9755 0.9759

Chess 0.9416 0.7941 0.9777 0.9760 0.9766

Sonar 0.9413 0.8310 0.9802 0.9849 0.9849

Spect 0.7219 0.7430 0.9201 0.9198 0.9201

German 0.6633 0.6810 0.7793 0.7791 0.7795

Arrhythmia 0.5238 0.4048 0.6881 0.7310 0.7476

Glass 0.5846 0.5938 0.6923 0.6923 0.6923

Australia 0.6908 0.7169 0.8780 0.8780 0.8787

Biodeg 0.8328 0.8232 0.9120 0.9135 0.9159

Fig. 1. Mean accuracy line chart

Table 4 lists the mean features and dimension standard deviation of the four algo-
rithms after feature selection for each dataset. It can be seen intuitively that, compared
with the GA algorithm and the PSO algorithm, the CSO algorithm and the ICSO algo-
rithm have obvious dimensionality reduction effects, and the dimensional standard devi-
ation is low, indicating that the algorithm stability is relatively high. The experimental
results directly verify that the ICSO algorithm has a strong superiority in eliminating
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redundant features, and can achieve better classification accuracy on datasets, while
greatly reducing the number of redundant features.

Table 4. Mean and Std dimension after different algorithm feature selection

GA PSO CSO ICSO

Dataset Mean Std Mean Std Mean Std Mean Std

Wine 6.65 1.31 5.00 0.00 5.00 0.00 5.00 0.00

Lymphography 8.75 1.87 7.35 2.26 4.45 1.53 4.25 0.89

LSVT 155.75 10.67 29.55 8.75 13.05 6.00 14.85 6.06

Breast Cancer 4.25 1.41 5.05 0.22 5.00 0.00 5.00 0.00

WDBC 15.50 3.32 3.85 0.36 3.95 0.22 3.95 0.22

Zoo 8.90 2.00 5.70 0.90 5.65 0.91 6.15 0.96

House-votes 7.75 1.92 4.85 1.28 4.75 0.43 5.25 0.77

Heart 6.20 1.78 6.00 1.34 5.85 0.65 5.85 0.65

Ionospher 15.35 3.32 5.85 1.82 5.00 1.00 5.00 0.95

Chess 18.20 2.54 20.95 2.42 16.65 3.05 17.40 3.09

Sonar 29.15 4.64 16.10 2.62 14.35 2.43 14.45 3.06

Spect 11.00 2.28 1.20 0.87 1.00 0.00 1.30 1.31

German 11.70 2.55 11.00 3.39 8.50 2.52 7.75 2.05

Arrhythmia 136.75 6.84 62.60 8.11 27.85 16.92 26.70 9.02

Glass 4.85 1.24 4.05 0.22 4.00 0.00 4.00 0.00

Australia 6.00 1.48 5.35 1.19 5.35 1.19 5.70 0.90

Biodeg 20.80 3.17 14.35 2.13 12.80 1.94 12.25 1.70

Dataset 28.45 4.93 29.85 3.73 25.75 3.18 23.95 3.84

4 Conclusions

Swarm intelligence optimization achieved good results in the feature selection problem.
In the chicken swarm optimization algorithm, there is a weakness in that it is still easy
to fall into the local minimum. To overcome this, this paper proposes an improved
chicken swarm optimization algorithm. On the basis of the population grouping update
mechanism of theCSO algorithm, the ICSO algorithm introduces the Levy flight strategy
in the hen location update strategy and the nonlinear strategy of decreasing inertialweight
in the chick location update strategy to enhance the algorithm’s global search ability and
decrease the probability of the algorithm falling into the local minimum. It can be seen
from the experimental results that compared with the other three related algorithms,
the ICSO algorithm can tremendously decrease the redundant features while ensuring
classification accuracy in the feature selection.
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Abstract. In the face of increasingly complex combat tasks and unpredictable
combat environment, a single UAV can not meet the operational requirements, and
UAVs perform tasks in a cooperativeway. In this paper, an improved heuristic rein-
forcement learning algorithm is proposed to solve the formation transformation
problem of multiple UAVs by using multi-agent reinforcement learning algorithm
and heuristic function. With the help of heuristic back-propagation algorithm for
formation transformation, the convergence efficiency of reinforcement learning
is improved. Through the above reinforcement learning algorithm, the problem
of low efficiency of formation transformation of multiple UAVs in confrontation
environment is solved.

Keywords: Multi UAV formation · Formation transformation · Agent ·
Reinforcement learning

1 Introduction

With the development of computer, artificial intelligence, big data, blockchain and other
technologies, people have higher and higher requirements for UAV, and the application
environment of UAV is more and more complex. The shortcomings and limitations of
single UAV are more and more prominent. From the functional point of view, a single
UAV has only part of the combat capability and can not undertake comprehensive tasks;
From the safety point of view, a single UAV has weak anti-jamming ability, limited
flight range and scene, and failure or damage means mission failure. Therefore, more
andmore research has turned to the field ofUAVcluster operation. UAVcluster operation
is also called multi UAV cooperative operation, which means that multiple UAVs form
a cluster to complete some complex tasks together [1]. In such a multi UAV cluster,
different UAVs often have different functions and play different roles. Through the
cooperation among multiple UAVs, some effects that can not be achieved by a single
UAV can be achieved. Based on the reinforcement learning algorithm of multi-agent
agent, this paper introduces the heuristic function, and uses the heuristic reinforcement
learning of multi-agent agent to solve the formation transformation problem of multi
UAV formation in unknown or partially unknown complex environment, so as to improve
the solution speed of reinforcement learning.

© The Author(s) 2022
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2 Research Status of UAV Formation

With the limited function of UAV, facing the increasingly complex combat tasks and
unpredictable combat environment, the performance of a single UAV can not meet the
operational requirements gradually. UAV more in the way of multi aircraft cooperative
operation to perform comprehensive tasks. Multi UAV formation is an important part
of multi UAV system, and it is the premise of task assignment and path planning. But it
has also been challenged in the dynamic environment of high confrontation, including:
(1) the multi UAV formation constructed by the existing formation method can not be
satisfied both in formation stability and formation transformation autonomy (2) When
formation is affected, it is necessary to adjust, the formation transformation speed is not
fast enough, the flight path overlaps and the flight distance is too long.

The process of multi UAV system to perform combat tasks includes: analysis and
modeling, formation formation, task allocation, path allocation, and task execution.
When encountering emergency threat or task change, there are formation transformation
steps. Among them, the formation method of UAV is always used as the foundation to
support the whole task. The formation control strategy of UAV is divided into centralized
control strategy and distributed control strategy [2]. The centralized control strategy
requires at least one UAV in the UAV formation to know the flight status information of
all UAVs. According to these information, the flight strategies of all UAVs are planned
to complete the combat task. Distributed control strategy does not require UAVs in
formation to know all flight status information, and formation control can be completed
only by knowing the status information of adjacent UAVs (Table 1).

Table 1. Parison of advantages and disadvantages between centralized control and distributed
control

Name Advantage Disadvantage

Centralized Control Strategy Simple and complete theory Lack of flexibility, fault
tolerance, communication
pressure

Distributed Control Strategy High flexibility and low
communication requirements

It is difficult to realize and
is likely to be disturbed

The advantages of centralized control strategy are simple implementation and com-
plete theory; The disadvantages are lack of flexibility and fault tolerance, and the commu-
nication pressure in formation is high [3]. The advantage of distributed control strategy
is that it reduces the requirement of UAV Communication capability and improves the
flexibility of formation; The disadvantage is that it is difficult to realize and the formation
may be greatly disturbed [4].

Ru Changjian et al. designed a distributed predictive control algorithm based on
Nash negotiation for UAVs carrying different loads in the mission environment, com-
bined with the multi-objective and multi person game theory and the Nash negotiation
theory of China. Zhou shaolei et al. established the UAV virtual pilot formation model
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and introduced the neighbor set, adopted distributed model predictive control to con-
struct the reconfiguration cost function of multi UAV formation at the same time, and
proposed an improved quantum particle swarm optimization algorithm to complete the
autonomous reconfiguration of multi UAV formation. Hua siliang et al. studied the com-
munication topology, task topology and control architecture of UAV formation, analyzed
the characteristics of task coupling, collision avoidance and dynamic topology of UAV
formation reconfiguration, and proposed a model predictive control method to solve
the UAV formation reconfiguration problem. Wang Jianhong transformed the nonlinear
multi-objective optimization model based on autonomous reconfiguration of multi UAV
formation into a standard nonlinear single objective optimization model, and solved
the optimal solution through the interior point algorithm in operational research. Mao
Qiong et al. proposed a rule-based formation control method aiming at the shortcomings
of existing methods in UAV formation control and the characteristics of limited range
perception of UAV system [5–8].

3 Agent and Reinforcement Learning

3.1 Agent

The concept of agent has different meanings in different disciplines, and so far there
has been no unified definition. In the field of computer, agent refers to the computer
entity that can play an independent role in the distributed system. It has the following
characteristics:

1) Autonomy: it determines its own processing behavior according to its own state and
perceived external environment;
2) Sociality: it can interact with other agents and work with other agents;
3) Reactivity: agent can perceive the external environment and make corresponding
response;
4) Initiative: be able to take the initiative and show goal oriented behavior;
5) Time continuity: the process of agent is continuous and circular;

A single agent can perceive the external environment, interact with the environ-
ment and other agents, and modify its own behavior rules according to experience, so
as to control its own behavior and internal state. In the multi-agent system, there are
agents who play different roles. Through the dynamic interaction, they make use of
their own resources to cooperate and make decisions, so as to achieve the characteristics
that a single agent does not have, namely, emergence behavior. Each agent can coor-
dinate, cooperate and negotiate with each other. In the multi-agent system, each agent
can arrange their own goals, resources and commands reasonably, so as to coordinate
their own behaviors and achieve their own goals to the greatest extent. Then, through
coordination and cooperation, multiple agents can achieve common goals and realize
multi-agent cooperation. In the agent model, the agent has belief, desire and intention.
According to the target information and belief, the agent can generate the corresponding
desire and make the corresponding behavior to complete the final task (Fig. 1).
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Fig. 1. Agent behavior model

When there are multiple agents in a system that can perform tasks independently, the
system is called multi-agent system. In the scenario of applying multi-agent system to
deal with problems, the focus of problem solving is to give full play to the initiative and
autonomy of the whole system, not to emphasize the intelligence of a single agent. In
some scenarios, it is often impossible to simply use the reinforcement learning algorithm
of single agent to solve the problem of multi-agent (Fig. 2).

Target (desire)

Belief base knowledge 
base

Planning 
decision module

Execu ve 
func on module

Message 
queuing

communica on 
module

Environment / other agents

Fig. 2. The structure of agent in combat simulation architecture

According to the classification of Multi-Agent Reinforcement learning algorithm, it
can be divided into the following categories according to the types of processing tasks

(1) Multi agent reinforcement learning algorithm in the case of complete cooperation.
All the participants in the system have the same optimization goal. Each agent
makes its own action by assuming that the other agents choose the optimal action
in the current state, or makes some combination action through the cooperation
mechanism to obtain the optimal goal.
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(2) Multi agent reinforcement learning algorithm under complete competition. The
goals of all participants in the system are contrary to each other. Each agent assumes
that the other agents make the actions to minimize their own benefits in the current
state, and make the actions to maximize their own benefits at this time.

(3) Reinforcement learning algorithm of multi-agent agent under mixed tasks. It is the
most complex and practical part in the current research field.

3.2 Reinforcement Learning

The standard reinforcement learning algorithm mainly includes four elements: envi-
ronment, state, action and value function. The problem can be solved by constructing
mathematical model, such as Markov decision process (Fig. 3).

Environment Agent

status informa on

Ac on

Fig. 3. Basic concept map of reinforcement learning

At present, the research on agent reinforcement learning algorithm has built a perfect
system and achieved fruitful results. However, the processing ability and efficiency of a
single agent are always limited. It is an effective way to solve the problems in complex
environment by using the Multi-Agent Reinforcement learning algorithm. When there
are multiple agents in a system that can perform tasks independently, the system is called
multi-agent system. In the scenario of multi-agent system, the key point of problem
solving is to give full play to the initiative and autonomy of the whole system, not the
intelligence of single agent. In some scenarios, it is difficult to use the reinforcement
learning algorithm of single agent to solve the problem of multi-agent. Therefore, the
research and attention of experts and scholars on the reinforcement learning algorithm
of multi-agent is improving.

4 A Method of UAV Formation Transformation Based
on Reinforcement Learning Multi-agent

4.1 Description of UAV Formation Transformation Model

The core model of reinforcement learning: Markov decision-making process is usually
composed of a quadruple: M = (S,A,Psa,R). S represents the states in finite space; A
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represents the actions in finite space; P_sa represents the probability set of state transfer,
that is, in the current s ∈ S state, the probability that action a ∈ A will be transferred
to other states after action a ∈ A is selected; R represents the return function, which
is usually a function related to state and action, which can be expressed as r(s, a). The
agent takes action a under state s, and performs the following actions. The expected
return can be obtained as follows:

Rsa = E

[ ∞∑
k=0

γkrk+1|S = s,A = a

]
(1)

γ is a discount factor with a value between 0 and 1, which makes the effect of the later
return on the return function smaller. It simulates the uncertainty of the future return and
makes the return function bounded.

In this paper, four tuples (S,A,P,R) are used to represent the Markov decision
process model for formation transformation of multiple UAVs. Where S is the state
space set of UAV, A is the action space set of UAV, P is the state transition probability
of UAV, and R is the action return function of UAV.

Let the UAV move in the constructed two-dimensional grid, and use Z(Z > 0) to
represent a positive integer, then the two-dimensional grid space is Z2, and the UAV
coordinate in the two-dimensional grid space is

(
xti, yti

)
, indicating the state s of UAV

sti ∈ Z2, and toward the corresponding target point Gi(i = 1, 2, 3, .. N) motion, the
target point of each UAV will be given in advance according to the conditions. During
the flight of UAV I, action set Ai(s) ={up, down, left, right, stop}.

4.2 A Method of UAV Formation Transformation Based on Reinforcement
Learning Multi Agent Agent

The fundamental goal of reinforcement learning is to find a strategy set 〈S,A〉 so that the
expected return of agent in any state is the largest. The agent can only get the immediate
return of the current step each time. We choose the classical Q-learning algorithm state
action value function Q(s, a) instead of Rsa. According to a certain action selection
strategy, the agent makes an action in a certain state and gets immediate feedback from
the environment. TheQvalue increaseswhen it receives positive feedback, and decreases
when it receives negative feedback. Finally, the agent will select the action according
to the Q value. The action selection function of traditional Q-learning algorithm is as
follows:

π(s) =
{
argmax

[
Q(s, a)

]
, if q < 1 − ε

arandon otherwise
(2)

ε is a parameter of ε− greedy, When the random number q is less than 1− ε Choose the
behavior a that makes the Q value maximum, otherwise choose the random behavior a.
In the practical algorithm design, the iterative approximation method is usually used to
solve the problem:

Q∗(s, a) = Q(s, a) + α
[
r(s, a) + γmaxQ

(
s′, a

) − Q(s, a)
]

(3)

where a is the learning factor, the larger the value of a is, the less the results of previous
training are retained; maxQ

(
s′, a

)
is the prediction of Q value, as shown in algorithm 1:
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Algorithm 1 Q-learning algorithm

In this paper, the multi UAV formation problem based on reinforcement learning can
be described as: UAV interacts with the environment, learning action strategy, so that the
wholeUAVgroup can reach their respective target pointswith theminimumconsumption
steps without collision. In the process of learning the optimal action strategy, when all
UAVs arrive at the target point, the group will get a positive feedback r+, otherwise it
will get a negative feedback r_.

The reinforcement learning algorithm of multi-agent needs to change the action of
each agent in each state to asi(i = 1, 2, . . . n) is regarded as a joint action →asi can be
considered. The learning process of the algorithm is complex, consumes more resources
and is difficult to converge. Therefore, we introduce heuristic function H to influence
the action selection of each agent. Formula 1.2 can be changed as follows:

πH (s) =
{
argmax

[
Q(s, a) + βH (s, a)

]
, if q < 1 − ε

arandon′ otherwise
(4)

where β is the real number that controls the effect of the heuristic function on the
algorithm. The heuristic function H needs to be large enough to affect the agent’s action
selection, and it should not be too large to prevent the error that affects the result. when
β is 1, the mathematical expression of heuristic function H can be defined as:

πH (s) =
{
argmax

[
Q(s, a) + βH (s, a)

]
, i f q < 1 − ε

arandon′ otherwise
(5)

where δ is a relatively small real number,whichmakes the heuristic functionH larger than
the difference betweenQvalues and does not affect the learning process of reinforcement
learning. The whole process of improved heuristic reinforcement learning is as follows
(Fig. 4):
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Fig. 4. The whole flow chart of improved heuristic reinforcement learning

5 Summary

In this paper, a reinforcement learning based multi-agent UAV formation transformation
method is proposed. The heuristic algorithm is used to improve the traditional reinforce-
ment learning algorithm, and the optimal path without collision is planned for the multi
UAV system in the formation transformation stage, which solves the problem that the
reinforcement learning algorithm consumes a lot of computing resources when facing
the multi-agent problem.
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Abstract. It is a wish for Wu Wen-tsun to implement the mechanical proving
of theorems in topology. Topological spaces constitute a fundamental concept of
general topology, which is significant in understanding the essential content of
general topology. Based on the machine proof system of axiomatic set theory, we
presented a computer formalization of topological spaces in Coq. Basic examples
of topological spaces are formalized, including indiscrete topological spaces and
discrete topological spaces. Furthermore, the formal description of some well-
known equivalent definitions of topological spaces are provided, and the machine
proof of equivalent definitions based on neighborhood system and closure is pre-
sented. All the proof code has been verified in Coq, and the process of proof is
standardized, rigorous and reliable.

Keywords: Coq · Formalization · Axiomatic set theory · General topology ·
Topological spaces

1 Introduction

The formal verification of mathematical theorems profoundly incarnates the basic
theories of artificial intelligence, have also attracted more attention from researchers
[1].

Some famous mathematical theorems have been already formalized. In 2005,
Gonthier and Werner have given the formal proof of the “Four-color Theorem” in Coq
[2]. After six years, formal verification of “Odd Order Theorem” has been achieved by
Gonthier in [3]. Hales provided formal proof of “Kepler Conjecture” in Isabelle/HOL
[4]. There has a list about Formalizing 100 Theorems on the web [5], which will keep
track of theorems from this list that have been formalized.

The theorem prover Coq is a tool used to verify whether the proofs of theorems are
correct, and the theorem can be taken from general mathematics, protocol verification
or safety programs. The Coq system is extremely powerful and expressions in reasoning
and programming. Moreover, the process of proofs is built interactively in Coq with the
aid of tactics [6]. There are various tactics of available in Coq, which make it become
the mainstream tool in the field of interactive theorem proving in the world [7].

Topological spaces constitute a fundamental concept of general topology. There are
many ways to create the definition of topological spaces [8]. During the early periods
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of general topology, some scholar defined the topological spaces by axioms of neigh-
borhood systems or axioms of closure. With the development of general topology, it
was revealed that the definition of topological spaces from various basic concepts is
equivalent, and one of the convenient tools for exploring topological spaces is to use the
axioms of open sets [9].

Being such an elementary concept in general topology, the definition of topological
spaces appears in several formalization works with a variable degree of details and
generality. A definition of topological spaces has been already formalized by Schepler
inCoq contribution libratory based on type theory [10]. The topological spaces theory has
been developed based on theorem prover Coq by Wang in [11]. Another work involved
the formal description of topological spaces has been carried out by Hölzl in [12], which
formalize the development process of space in the history of mathematics, including
topological space, metric space and Euclidean space.

This paper presented a computer formalization of topological spaces in Coq. The
formal proof of two basic examples in topological spaces is given, including indiscrete
topological spaces and discrete topological spaces. The key points of our work are to
realize the formal description of equivalent definitions of topological spaces, and to
present the machine proof of equivalent definitions based on neighborhood system and
closure.

In the paper structure, we briefly give the formalization of set theory in Sect. 2, which
act as preliminaries for the formalization of topological space. Section 3 introduces the
concepts of topological spaces in Coq based on the axioms of the open sets. We present
the formal proof of equivalent definitions of topological spaces based on neighborhood
system and closure in Sect. 4. The conclusions are given in Sect. 5.

2 Formalization of Set Theory

Set theory is the foundation of modern mathematics [13]. The author has done the work
about the formalization of axiomatic set theory in [14]. A formalization of naive set
theory is introduced based on the axiomatic set theory.

To make our source code more readable, some mathematical symbols are added by
using the command Notation, including the quantification symbol ‘∀’ and ‘∃’, logical
symbol ‘¬’, ‘\/’ and ‘/\’, symbol ‘→’and‘↔’.

Some basic logical properties are essential in our formal system. In fact, we only
need the law of the excluded middle, and some other logical properties can be proved by
using it [15].We can formalize some of the frequently used logical properties as follows:

The most difference between our work and present formalization efforts in Coq with
topological spaces is the type representations of sets and with members of sets. The type
of sets and with members of sets is Class in our system, which can formalize as follows:
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The symbols ‘∈’ and ‘{…:…}’ are two primitive constants besides the symbol ‘=’,
which formalize as follows:

We admit there is no set belonging to itself in our system [14]. The formal description
of the Axiom of Extent and Classification axiom-scheme in our paper is given as follows:

Now, we can introduce the definition and properties of set theory. The properties are
used repeatedly in the process of proving the rest theorems. Due to space reasons, the
formal code of definition and properties is not presented here, and the entire source code
file of our paper is available online: https://github.com/BalanceYan/TopologicalSpaces.

3 Topological Spaces in Coq

3.1 Formalization of Topological Spaces

Wecan realize the definition of topological spaces fromopen sets, neighborhood systems,
closed sets, closure, interior, bases and subbases. In this paper,we presented the definition
of topological spaces through the axioms of open sets.

In mainstream mathematics [9], a topological space is defined as a pair of (X, T )
where X is a set and T is a subset family of X, and (1) X, ∅ ∈ T; (2) If A, B ∈ T, then A
∩ B ∈ T; (3) If T1 ⊂ T, then

⋃
T1 ∈ T. And T is a topology for X, the elements of the

topology T are called open relative to T. The previous conditions are called the axioms
of open sets. The formal code of topological space is as follows:

Therefore, we can draw a conclusion: The set X is always open; ∅ is always open;
the intersection of any two members of T is always open; the union of the elements of
any subset family of T is always open.

3.2 Basic Examples of Topological Spaces

To better understand the definition of topological spaces, we present two basic examples
of topological spaces, including indiscrete topological spaces and discrete topological
spaces.

https://github.com/BalanceYan/TopologicalSpaces
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The family T has only two elements X and ∅, which is the indiscrete topology for
the set X; we called topological space (X, T ) an indiscrete topological space. A formal
description of these properties is given as follows:

The family T contains all subsets of X; it is called the discrete topology for the set
X. A formal description of these properties is given as follows:

The reader can find the complete formal proof of the basic examples in the source
code file. In addition, limitary complement topological space and countable complement
topological space also is basic examples of topological spaces. The reader can further
explore and formal proof more examples based on our formal system.

4 Equivalent Definition of Topological Space

4.1 Based on Neighborhood System

In this section, we give a brief account of the formal description of the neighbor-
hood in topological spaces, and also an overview of the most basic properties of the
neighborhood.

A set A in a topological space (X, T ) is a neighborhood of a point x iff A contains
an open set to which x belongs. The neighborhood system of a point is the family of all
neighborhoods of the point. The formal description of these definitions is as follows:
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Theorem 2 shows that the properties of the neighborhood can prove by the axioms
of open sets. Theorem 3 achieved the construction of topology from the neighbor-
hood system. Thus, the formal proof of equivalent definition of topological space was
completed.

4.2 Based on Closure

We first present the definition of accumulation points, derived sets, closed sets and
closure, and formal verification of the basic properties of these definitions.

A point x is an accumulation point of a subset A of a topological space (X, T ) iff
every neighborhood of x contains point of A other than x.
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The set of all accumulation points of a set A is called the derived set, is denoted by
d(A).

A subset A of a topological space (X, T ) is closed if the derived set of A contained
in A.

The closure of a subset A of a topological space (X, T ) is the union of the set A and
derived set of A, is denoted by A–.
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The mapping c* from the power set of X to the power set of X is called the closure
operator on X, and (1) c * (∅) = ∅; (2) A ⊂ c * (A); (3) c*(A

⋃
B) = c * (A)

⋃
c * (B);

(4) c * (c * (A)) ⊂ c * (A). These four conditions are called Kuratowski closure axioms.

Theorem 7 presented the construction of topology from Kuratowski closure axioms.
The machine proof of equivalent definition of topological space was completed once
again.

4.3 Based on Other Concepts

We can also realize the construction of topological spaces by using closed sets, interior,
bases, subbases, neighborhood bases and neighborhood subbases. Take the interior, for
example, the definition of the interior and the formal verification of the basic properties of
the interior are first presented. Then, we set up the topological space by the properties of
the interior and realize the machine proof of equivalent definition of topological spaces.
Interested readers can construct topological spaces by other concepts based on our work
to enhance their understanding.
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5 Conclusions

Topological spaces are one of the prominent concepts of general topology.We introduced
a definition of topological spaces in Coq based on set theory, which allows us to state
and prove basic examples and theorems in topology spaces. We implemented the formal
description of equivalent definitions of topological spaces and presented machine proof
of theorems about equivalent definitions of topological spaces fromneighborhood system
and closure. Our code was developed under Coq 8.9.1. The complete source file is
accessible at: https://github.com/BalanceYan/TopologicalSpaces.

Furthermore, we will construct topological spaces by other concepts and formalize
more theorems in general topology based on present works.

Acknowledgment. This work is supported by National Natural Science Foundation of China
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Abstract. The heterogeneous access control information scattered around differ-
ent organizations or units is difficult to be gathered and audited, however, easy to be
maliciously tampered. Aiming at the problems, this paper presents a blockchain-
based storage scheme to store access control information, which can protect infor-
mation privacy and facilitate the audit work. This is achieved by exploiting con-
sortium blockchain, cryptography technology. Based on the scheme, we define the
format of Access Control Record (ACR), design upload and download protocols,
and realize the signature and encryption process for ACRs in a simulation environ-
ment. Theoretical analyses demonstrate that the proposed storage scheme needs
lower storage cost and has higher efficiency compared with existing schemes, and
can resist typical malicious attacks effectively.

Keywords: Access control record · Blockchain · Storage scheme · Privacy
preservation

1 Introduction

Generally, the access control information produced by application systems is stored and
managed by respective organization or unit separately, which bring great troubles for
information collection and audit. Besides, the access control information from different
applications often has different formats, which also bring burdens to audit works. In
addition, from the security perspective, the scattered access control information has a
greater security risk.

Blockchain has the characteristics of persistency, immutability and auditability.
Owing to its advantages, blockchain technology is applied to access control fields in
literatures [2–7]. These literatures treat the blockchain as a credible storage entity to
store access control rights or access control polices, or make it provide trusted comput-
ing as well as information storage, in which smarts contracts are utilized to authenticate
visitors, verify access rights or access behaviors. Whatever the case, these literatures
mainly focus on the security related to access control policies or access control models.
Obviously these researches have different motivations from ours, but they give us good
ideas to solve our problems.
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Blockchain uses a universal ledger, and every node in the blockchain has the same
one. That means the data stored in blockchain is maintained by all nodes. If the infor-
mation in one node is tampered or destroyed, data authenticity cannot be affected,
unless over 51% nodes are tampered. Since the distributed ledger in blockchain is
tamper-resistant and strongly anti-attack, the blockchain network is very suitable for
storing the access control information. Blockchain is divided into three types: pub-
lic, private and consortium blockchain. Compared with the first two types, consortium
blockchain can provide higher security for access control information, and is suitable
for centralized and unified information supervision of administrative agency.

Unfortunately, the data stored in blockchain is often in plaintext. when an unautho-
rized intruder gets the access control information, he can easily analyze someone’s behav-
iors and working habits. The intrusion may lead to disastrous consequences, especially
when the stolen information is related to important persons.

Aiming at the problems, we propose an ACR storage scheme based on consor-
tium blockchain to ensure information reality and validity by using the auditability
and immutability of blockchain technology, and preserve information privacy by using
identity authentication and confidentiality mechanisms.

2 Related Work

2.1 Blockchain and Access Control

Blockchain technology uses distributed and decentralized computing and storage archi-
tecture, which solves the security problems caused by trust-based centralizedmodel, and
avoids data to be traced or tampered. At present, the researches on blockchain technol-
ogy mainly focus on computing and storage power, furthermore, they can be classified
into three types: only considering the security storage, only using the trusted computing
capability, and combination of both [1].

For the researches and applications involving with access control and blockchain
technology, a common approach is that a blockchain is regarded as a trusted entity to
save access control policies and provide trusted computing through smart contracts.

Zhang Y et al. proposed an access control scheme based on Ethereum smart con-
tracts which are responsible for checking the behaviours of the subject, and determine
whether to authorize the access request according to predefined access control policies
and dynamic access right validation [2]. Damiano et al. introduced blockchain to save
access control policies, instead of traditional relational database [3]. Alansari et al. used
blockchain to store access control policies, and utilize blockchain and trusted hardware
to protect the policies [4, 5]. Liu H et al. presented an access control mechanism based
on the hyper ledger, in which the policy contract provides access control polices for
admin users, the access contract implements an access control method for normal users
[6]. Wang et al. proposed a model for data access control and an algorithm based on
blockchain technology. The model was divided into five layers, in which the contract
layer provides smart contract services with major function of offering access control
polices [7]. Only the accounts that meet specific attributes or levels are permitted to
access data. Zhang et al. proposed a EMR (Electronic Medical Record) access control
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scheme based on blockchain, which uses smart contracts to implement access control
policies. Only the users with permissions can access data [8].

The above studies mainly focus on saving access control policies through the
blockchain and using smart contracts to manage the access control policies or autho-
rization of user access control. Unfortunately, these studies rarely consider how to use
blockchain technology to store the comprehensive information caused by various access
control policies, user authority anduser access behaviour for future audit and supervision.

2.2 Blockchain and Privacy Preservation

To reach consensus on the transactions among the nodes of blockchain network, all
transactions are open, and that means the participants in the blockchain can easily view
all transactions in the blockchain. However, not all transaction information is expected
to be obtained by all participants, thereby causing a huge hidden security danger for
privacy preservation.

Zhu et al. divided the privacy in blockchain into two categories: identity privacy and
transaction privacy [9]. Transaction privacy refers to the transaction records stored in the
blockchain and the knowledge behind them. Many researchers have carried out relevant
researches on transaction privacy preservation.

In themedical field, the researchesmainly focus on the sharing of patient information.
Peterson et al. applied the blockchain technology to the sharing and exchange of medical
records,whichnot only realize data sharing, but also protect patients’ privacy and security
[10]. Shae and Tsai proposed a blockchain platform architecture to help medical clinical
trials and precision medicine [11]. Wang et al. used a blockchain to store patient medical
records and other files to realize cross-domain data sharing, and encrypt transaction data
through asymmetric encryption technology to protect patient data privacy [12]. Zhai et al.
applied blockchain technology to EMR sharing. In their proposed EMR sharing model,
private and consortium blockchain are utilized simultaneously to store encrypted EMR
by users and safety index records of EMR respectively [13]. Based on type and identity,
they combine distributed key generation technology and proxy re-encryption scheme
to realize data sharing among users, thus preventing data modification and resisting
attacks. Xu et al. utilized the blockchain network to store electronic health records
to realize safe sharing of medical data effectively [14]. In order to strengthen privacy
protection for users’ data, they used cryptography technology, and achieve good security
and performance.

In the above literatures, cryptography technology is used to protect the data security
in transactions, and achieve good privacy preservation effect. However, these researches
on blockchain and access control mainly focus on access control policy storage and
user authorization with blockchain technology, few literatures research on how to store
access control information in blockchain and how to protect its privacy.

Aiming at these problems, we obtain the access control related information from the
user login logs, access control policies, user authorization records and etc. to build ACR
based on ABAC (Attribute-Based Access Control) model, then upload the encrypted
ACR to blockchain to guarantee the security and auditability of the access control
information.
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3 ACR Storage and Privacy Preserving Scheme

3.1 ACR Definition

It can improve information security to store access control related information into
blockchain, such as user login records, access control policies, authorization record.
However, it exists the following problems. First, due to the different access control
mechanisms adopted by the participants in the blockchain network, the format of access
control information is prone to be inconsistent, reducing the audit efficiency. Second,
the log information recorded by system access control module is limited, and it cannot
describe the whole access control behaviours of users.

This paper designs the format of ACR based on ABAC model, which integrate
contents of access control related information from different sources to achieve fine
grained management of access control and user behaviour tracking. ACR is defined as
follows:

ACR (LogID, LoginUser, Time, ACA, PI, APUser, UserRights, Remarks)
The definition of the fields in ACR is as follows:
LogID: is the log number.
LoginUser: is the login name.
Time: is the login date and time of users.
ACA (Access Control Activities): represents access control activities related to users.
PI (Policy Information): means the access control policies related with users.
APUser (Access-Permitted User): user name assigned permissions
UserRights: rights owned by users
Remarks: is comments.
ACR originates from access control related information generated by diverse appli-

cations in various organizations, and is the preprocessed and aggregated results of the
information. It can comprehensively contain the user’s operation behaviour based on
access control policy, thus facilitating the future data audit.

3.2 ACR Storage Scheme Based on Blockchain

The storage scheme, illustrated in Fig. 1, is mainly divided into three parts: networks of
organizations or units, consortium blockchain network to store ACRs, and the authority
responsible for audit work.

consortium blockchain

authority
audit

transactions
(ACRs)

Header
Block 0

transactions
(ACRs)

Header

Block N

network of 
organization/unit A

application
A2

application
A1

transactions
(ACRs)

Header

network of 
organization/unit B

application
B1

application
B2

application
B3

Fig. 1. ACR storage scheme.
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As mentioned above, ACRs are gathered from various organizations or units, and
then uploaded to the blockchain. When uploading ACRs, a smart contract is trig-
gered, which executes a transaction according to its rules, and transfer the ACRs to the
blockchain according to consensusmechanism.ACRstored in the blockchain acquires its
immutability and traceability with the help of the tamper-resistant nature of blockchain.

In order to reduce the cost of uploading ACRs to blockchain, we set a threshold in
the storage scheme. That means only when the number of ACR reaches a predetermined
value, the ACRs can be uploaded by a smart contract, otherwise, they will wait until the
number reaches the threshold.

Generally, blockchain can be categorized into three types: public blockchain, consor-
tium blockchain and private blockchain. Each node in a public blockchain is anonymous
and can join and leave freely. From respective of safety, this kind of open management
mechanism is unsuitable for organizations. Besides, the public blockchain uses PoW
(Proof of Work) consensus mechanism, which relies on computing power competition
to guarantee the consistency and security of the data in blockchain. From this perspec-
tive, the public blockchain is also inappropriate for organizations or units. A consortium
blockchain is initiated by organizations or units, and each node couldn’t join or exit the
network until authorized. This feature ensures the data not to be tampered or erased,
which can satisfy the data storage requirements in some extent. A private blockchain is
regarded as a centralized network since it is fully controlled by one organization [15],
and strictly speaking, it is not decentralized.

Based on its distinctive characteristic, we choose the consortium blockchain in our
scheme. The data saved in the consortium blockchain is not open, and only shared among
the participants of the federation to ensure the data security.

Figure 2 shows the ACR upload and download process in more detail.

network of 
organization/unit

upload request

ACRP

BCT

reponse

BCT

ACR
ciphertext

upload

ACR
ciphertext
download

consortium blockchain

download request

response Authority
TPA

Fig. 2. Upload and download process of ACR.

The component in Fig. 2 is demonstrated as follows:

1) ACRP (Access Control Record Provider) is responsible for managing access control
information from organizations or units. Firstly, ACRP preprocesses and integrates
the access control information to produce ACRs, then uploads them to BCT.

2) BCT (BlockChain Terminal) is a node of consortium blockchain. The node is used to
realize the decentralized application of Ethereum, and isolates users and application
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systems in the internal network. Before uploading ACR, the BCT administrator need
to create an account in the wallet and connect BCT to the blockchain network.

3) TPA (Third Party Auditor), located in the authority, is in charge of ACR audit.

Blockchain cannot guarantee the perfect privacy preservation due to the intrinsic
constraint [15], including privacy leakage, and the data privacy needs extra protection
mechanism.

In our scheme, ACRP need to encrypts ACRs, then upload to BCT. BCT executes a
transaction through a smart contract, and adds the execution results to the consensus pro-
cess. After consensus, the transaction information with ACR ciphertext will be recorded
in a universal ledger to ensure the data consistency in the blockchain.

To improve efficiency and reduce cost, some ACRs, named ACR set, are packed in
one transaction. In this way, when ACR uploaded, ACR set only need to be signed one
time, avoiding each ACR is signed separately. Obviously, it can greatly reduce the total
cost to pack ACR set in one transaction. Meanwhile, ACR set can reduce the transferring
time and the traffic between nodes in the blockchain, mitigating the burden of network.

Once TPA needs to audit ACR, it first sends a download request to corresponding
ACRP. After receiving the request, ACRP first verifies the identity of TPA, then sends a
response message.

Finally, TPA sends a request for downloading BCT to acquire the ACR ciphertext
from the blockchain, and get the plaintext by decrypting data with symmetric keys. Then,
the audit process can be carried out.

3.3 Upload and Download Protocols

Based on the scheme discussed in the previous section, we design the upload and
download ACR protocols.

ACR Upload Protocol. 1) ACRP sends an upload request to TPA, and provides the
identity information in the following format.

M1(ACRP→TPA): {IDProvider , R1||T1, PriKey_signProvider(R1)}

IDProvider is an identification of ACPR, which can uniquely identify an ACRP.
R1 is a random number, which is used to provide necessary information for

authenticating ACRP.
PriKey_signProvider(R1) is a signature value with ACPR’s private key. The signature

is sent with other fields of the message to TPA. Once the message is received, TPA
validates the signature to verify ACRP’s identity by using ACRP’s public key.

T1 is a timestamp, which indicates message generation time. The timestamp is used
to confirm the refresh interval, and it can prevent replay attacks.

2) After the identity of ACRP is verified, TPA will send the response messages
to ACPR. The response message carries the corresponding symmetric key, and can be
described as follows.

M2(TPA→ACRP): {PriKey_signAuditor (R1), T2, PubKey_EncryptProvider(key(a),
Hash(R1||T2)}



A Storage Scheme for Access Control Record 211

PriKey_signAuditor (R1), the signature with TPA’s private key, is used to verify TPA’s
identity.

T2 is a timestamp, and has the same meaning as T1 in message M1.
Key(a) is the symmetric key provided by TPA, which is used to encrypt the data.

Hash(R1||T2) is used to enhance the transmission security of the symmetric key. For
security, these two parameters are encrypted with ACPR’s public key.

3) ACRP signs the hash of ACR with its private key.

PriKey_signProvider (Hash(ACR))

The hash value of ACP can help the TPA retrieve ACR when auditing, which is
abbreviated as HASH_IDACR, and the signature value of HASH_IDACR is denoted by
Sign_Hash(ACR).

4) Primary encryption.
ACRP encrypts both ACR and the result of previous step with its symmetric key

key(p). The encrypted data is denoted by Sym_Encrypt(ACR, Sign_Hash(ACR)).

Sym_Encryptkey(p)(ACR, Sign_Hash(ACR))

5) Secondary encryption.
ACRP uses symmetric encryption algorithm to encrypt the result of last round, and

the symmetric key used is key (a) provided by TPA.

Sym_Encryptkey(a)(Sym_Encrypt(ACR, Sign_Hash(ACR))

The encrypted result is denoted by Sym_Encrypt (Sym_Encrypt(ACR,
Sign_Hash(ACR))).

6) ACRP transfers encrypted message containing encrypted ACR and hash value to
BCT.

M3(ACRP→BCT):{Sym_Encrypt (Sym_Encrypt(ACR, Sign_Hash(ACR)))}

7) BCT publishes encrypted ACR to the blockchain network.
After receiving the ACR ciphertext, BCT publishes the encrypted data to each node

in the blockchain network through smart contract and consensus mechanism.

ACR Download Protocol. 1) TPA sends a download request to ACRP and provides its
identity information for authentication.

M4(TPA→ACRP): {IDAuditor , R2||T3, PriKey_signAuditor(R2)}

The message is designed the same as the request message of the upload protocol.
The parameters of the message are defined as follows:

IDAuditor is the identification of TPA to which can uniquely identify a TPA.
R2 is a random number. Both IDAuditor and PriKey_signAuditor(R2) are used to realize

the authentication of ACPR. When receiving the message, ACRP parses it and get the
signature PriKey_signAuditor(R2). If the verification result is the same as R2, it shows that
the request message is truly sent by TPA.

T3 is a timestamp to ensure the refresh interval.
2) When receiving the request, ACRP verifies TPA’s identity, and then responds to

the sender.
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M5(ACRP→TPA): {PriKey_signProvider(R2), T4, PubKey_EncryptAuditor(key(p),
Hash(R2||T4)}

PriKey_signProvider(R2) is the signature value of ACRP for verifying the identity of
ACRP.

T4 is also a timestamp, which effect is similar to T3.

key(p) is the symmetric key produced by ACRP which will be used to encrypt the
ACR. Both Hash(R2||T4) and key(p) are encrypted simultaneously to ensure the key is
uneasy to be cracked.

3) TPA sends a request of downloading ACR from BCT.

M6(TPA→BCT): {IDAuditor , R3||T5, PriKey_signAuditor(R3)}

Themessage is similar to the request ofTPAsending toBCT, and themain differences
between them are the destination address and some values of the fields in the messages.
The first field of the message is IDAuditor , which is the identification of TPA. R3 is a
random number, and T5 is a timestamp. R3 is signed with the private key of TPA to
confirm the message is sent by TPA.

4) BCT transfers ACR ciphertext to TPA

M7(BCT→TPA):{Sym_Encrypt (Sym_Encrypt(ACR, Sign_Hash(ACR)))}

The message M7 contains the ciphertext of twice symmetric encryptions to ACR.
5) TPA parses the message and decrypts the ciphertext.

Decryptkey(p), key(a) {Sym_Encrypt (Sym_Encrypt(ACR, Sign_Hash(ACR)))}

TPA decrypts the ACR ciphertext with key (a) and key (p) to obtain the plaintext of
ACR.Then,TPAcan auditACRdata. Since the data is preprocessed and integrated before
transferred to blockchain, and saved in the universe formats, it is much easier to audit
ACR rather than the original data scattered over different applications and organizations.

4 Experiment and Analysis

4.1 Experiment Environment

In test experiment, we adopt a simulation environment. For a simulation environment,
it needs to provide developing and running environment for smart contracts, including
program language, operation carrier such as virtual machine and etc.

Common simulation test environment adopts EVM (Ethereum Virtual Machine) as
the execution environment of smart contracts and Ropsten as the blockchain network.
Ropsten is a blockchain test network officially provided by Ethereum, which provides
EVM for executing smart contracts.

Webuild test environment throughRopsten andLite-server, andEVMis supported by
Ropsten, as shown in Fig. 3. ACR information is submitted to Ropsten test blockchain
network through user interface. The Lite-server, located between Ropsten and UI, is
responsible for the interaction with Ropsten and UI. Lite-server acts as the role of BCT.
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Lite-server supports web3.js, which is a JavaScript library that encapsulates the
RPC communication interface of Ethereum, and provides a series of rules, definitions
and functions required for interacting with Ethereum. Ethereum wallet provides users
querying services for digital currency balance and transaction information, and helps
users save the Ethereum private key.

The administrator signs and encrypts ACR from UI (User Interface), then submits
to Lite-server. Lite-server utilizes the smart storage contract and functions provided by
web3.js to store ACR ciphertext into Ropsten.

Ropsten

EVM

blockchain
test network

Web3.js
Ethereum Wallet

UI

Lite-Server

Fig. 3. Diagram of simulation test environment

Wedesign a smart contract for storingACR.The smart contract is developed inTruffle
and programed with solidity programming language. Truffle, based on JavaScript, is a
development and test framework of Ethereum, and supports smart contracts written with
solidity language.

The smart contract realizes the function of storing ACR, which is called storage
contract. By using the interface provided by web3.js, the storage contract is passed to
the compiler, compiled into binary code, and deployed to the blockchain.

4.2 Experiment

The information administrator of organizations or units unifies and aggregates the infor-
mation from access control logs, access control polices and authorization records. The
finally integrated access control information is ACR, which will be encrypted and
uploaded to blockchain. In the experiment, we get hundreds of ACRs from access control
information. Table 1 shows a piece of ACR.
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Table 1. A piece of sample of ACR.

Fields Contents

LogID 61d75430-b444-460c-bfa4-5ec62c188c9e

LoginUser Admin

Time 2015-2-25 131455

ACA {“Message ”:“Create Policy Policy-Test”, “Subsystem”:“Policies > Access
Control > Access Control > Firewall Policy Editor”, “Time”:“2015-2-11
144834”, “LoginUser”:“admin”}

PI Subject:Administrator; Resource:video; Action:query; Effect:Allow;
Environment Time: [15, 17]

APUser Admin

UserRights Update

Remarks ip:192.168.0.109

4.3 Analysis

Efficiency Analysis
Time Cost and Ciphertext Size. Literature [16] proposes a data encryption scheme for
multi-channel access control of ad hoc network, and literature [17] presents a scheme
for data access control, named DAC-MACS. Based on the two schemes, we conduct the
comparison on the efficiency, and the results are shown in Table 2.

D is the size of a unit ciphertext. n is the number of ciphertext attribute. CertPID rep-
resents pseudonym certificate.TEncrypt andTDecrypt are the time consumed by encryption
and decryption for a unit of ciphertext, respectively.

The time cost of scheme 1 for encryption and decryption is the same as that of our
scheme, however, the amount of ciphertext in scheme 1 is larger than that of our scheme.

The proposed schemehas shorter encryption and decryption time, and smaller cipher-
text size, as compared to scheme 2. The reason is that scheme 2 employs the CP-ABE
algorithm, and the number of ciphertext attributes affects the encryption and decryption
cost, and the size of ciphertext. Whereas, the proposed scheme is independent of the
number of ciphertext attributes.

Table 2. Comparison of time cost and ciphertext size.

Scheme Encryption cost Decryption cost Ciphertext size

Scheme 1 [16] TEncrypt TDecrypt CertPID + D

Scheme 2 [17] nTEncrypt nTDecrypt (3n + 1)D

Proposed scheme TEncrypt TDecrypt D

https://doi.org/10.1007/978-981-19-2456-9_1
https://doi.org/10.1007/978-981-19-2456-9_1
https://doi.org/10.1007/978-981-19-2456-9_2
https://doi.org/10.1007/978-981-19-2456-9_2
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Storage Cost. In Ethereum, every participant should pay cost for each storage transac-
tion, and the cost is measured with gas. Supposing the storage smart contract is triggered
to commit a transaction whenever BCT receives an ACR ciphertext, it will definitely
leads to great gas cost.

Table 3. Gas consumed during uploading ACRs.

Number of ACR Gas used

With threshold Without threshold

3 1,264,329 2,914,227

8 3,177,383 7,771,272

17 5,676,277 16,513,953

21 6,617,922 20,399,589

In order to reduce the cost of uploading ACRs to blockchain network, we set a
threshold. If the ACR number from organizations or units is less than the threshold, the
storage contract is not executed, until the number reaches the threshold. Table 3 shows
the storage gas cost measured in the uploading ACRs experiments. In the experiment, we
set the threshold with 7. The second column in Table 3 lists the gas cost with threshold
constraints, and the third one is that without threshold. Obviously, the storage cost with
threshold is much lower than the other one.

The comparison experiment shows that our ACR storage scheme can effectively
reduce the storage cost by setting threshold.

Security Analysis. Security means ACR security, including storage security and
transmission security.

Blockchain technology has the nature of immutability. The blockchain consists of a
series of blocks, and each block holds the hash value of its previous block. If an attacker
attempts to change the hash value of a block, he must have at least 50% computing
power of the blockchain network. It’s almost impossible, therefore, the ACR stored in
the blockchain is immutable.

According to the features of blockchain technology, the encrypted ACR is visible to
all participants, however, it is almost impossible to get the plaintext of double encryption
ACR for malicious attackers without decryption keys.

The above analyses show that theACR stored in blockchain has high storage security.
For transmission security, detailed analyses will be introduced next.

For the sake of secutiy analysis, we collect the messages mentioned in Sect. 3.3 in
Table 4.
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Table 4. Messages of upload and download protocols.

Message Contents Sender Receiver

M1 {IDProvider , R1||T1, PriKey_signProvider(R1)} ACRP TPA

M2 {PriKey_signAuditor (R1), T2, PubKey_EncryptProvider(key(a),
Hash(R1||T2)}

TPA ACRP

M3 { Sym_Encrypt (Sym_Encrypt(ACR, Sign_Hash(ACR)))} ACRP BCT

M4 {IDAuditor , R2||T3, PriKey_signAuditor(R2)} TPA ACRP

M5 {PriKey_signProvider(R2), T4, PubKey_EncryptAuditor(key(p),
Hash(R2||T4)}

ACRP TPA

M6 {IDAuditor , R3||T5, PriKey_signAuditor(R3)} TPA BCT

M7 {Sym_Encrypt (Sym_Encrypt(ACR, Sign_Hash(ACR)))} BCT TPA

Resist Replay Attack. The header of each block in blockchain contains a timestamp,
and it is invalid for an attacker to replay a block during the creation of the block. Since
the virtual currency used in blockchain in privacy preservation scheme has no physical
value, replay attack against blockchain fork is meaningless for our scheme.

During the procedure of ACR upload and download, attackers may try to replay M2
or M5 to steal the symmetric keys for encryption. However, both M2 and M5 contain
random number and timestamp. The random number makesM2 andM5 different in each
round of communication, while the timestamp guarantees the message freshness.

Resist Man-in-the-Middle Attack. Man-in-the-middle attack is that attackers intercept
the message sent by each side of the communication and try to tamper with and resend
the message. There are three messages, M1, M2 and M3, involved in uploading ACR.
M1 and M2 are mainly composed of the random number newly generated, timestamp
and signature, and M3 contains the ciphertext of ACR, so it doesn’t work to resend the
messages. Without the private key for authentication, even if M1 or M2 is tampered and
resent, the message cannot pass validation. The ciphertext in M3 has the hash value of
ACR and the signature of the sender, these protective measures can effectively ensure
data integrity.

The messages for downloading ACR, includingM4, M5, M6 andM7, adopt the same
design ideas as those in the upload protocol, therefore, they can also effectively resist
man-in-the-middle attack.

Resist Fake Attack. The attacker impersonates one participant of the blockchain and
tries to obtain the plaintext of ACR. During the procedure of upload or download ACR,
ACRP or TPA needs to use its own private key to sign random numbers in the messages
to ensure data integrity and sender identity The attacker cannot complete the identity
authentication without the private key, let alone obtain the plaintext data. Even if the
attacker retransmits the intercepted message, it is impossible for the attacker to get any
helpful information to crack the ACR ciphertext.
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5 Conclusion and Future Work

In this paper, we propose a scheme for ACR storage and privacy preservation based
on the consortium blockchain, and design the protocols of uploading and downloading
ACR. The scheme has several main advantages. First, ACR provides a unified format
which can integrates heterogeneous access control information. Then, the proposed
scheme guarantees the secure storage of ACR based on the immutability of blockchain.
Finally, the scheme protects ACR privacy by using the cryptography technology. The
experimental results and theoretical analyses show that the scheme can guarantee the
security and confidentiality of ACR, and bring great convenience for audit work.

Although the prososed scheme is effective for ACR storgae and privacy protection,
it still exist some issues which need further research and discussion, for example, how
to efficiently search ciphertext in blockchain, how to protect the privacy of transaction
addresses. In future work, we will carry out in-depth studies on these issues.
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Abstract. With the increasing acceleration of 5G network construction, artificial
intelligence, Quantum technology, edge computing provides content distribution
and storage computing services near the network edge which greatly reducing the
delay of data processing and service delivery. Starting with the process of infor-
mation support and decision planning, it analyzes the relationship between edge
computing, Quantum and themassive military data. It puts forward an intelligence
system architecture design based on edge computing and Quantum. Combined
with the openness and flexibility of the system architecture, this paper realizes the
mix between data platform and data. It realizes the connection with the existing
intelligence system which improves the efficiency of existing data and expands
the scenario of edge computing.

Keywords: Edge calculation · Information support · Integration analysis ·
Content distribution

1 Introduction

With the rapid development of information technology and the in-depth improvement
of new military reform, the era of information war has entered. Information war has the
following main characteristics: the dominant element of combat power changes from
material energy to information energy; the winning idea of war has changed from entity
destruction to system attack; the release mode of combat effectiveness has changed from
quantity accumulation to system integration; the range of battlefield space becomes full
dimensional. Compared with the traditional technology, the new generation information
and communication technology has lower delay, Edge computing solves the problem
of data volume and time delay. It is the platform integrating the key capabilities of
application, storage and network.

Edge computing and Quantum technology can greatly improve the intelligence
capacity. First, it greatly improves the efficiency of intelligence information process.
In modern war, the amount of battlefield datalake is largely huge unstructured data.
If we use conventional methods to process these massive information. Using big data

© The Author(s) 2022
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to process intelligence information, the theoretical time-consuming can reach the sec-
ond level and the processing speed jumps exponentially, which can greatly improve
the intelligence information acquisition and processing ability. Second, more valuable
information can be founded. Under the constraints of investigation means, battlefield
environment and other factors, the technology can quickly and automatically classify,
sort, analyze and feed back the information from multiple channels. It separates the
high-value military intelligence of the target object from a large number of relevant or
seemingly unrelated, secret or public information to effectively solve the problem of
intelligence Insufficient surveillance and reconnaissance system. Third, it can improve
command and decision-making ability. The use of big data analysis technology can pro-
vide intelligent and automatic auxiliary means for the decision analysis, it improve the
intelligent degree of the system and effectiveness of decision-making, so as to greatly
improve the command efficiency and overall combat ability.

2 Characteristics of Edge Calculation

Edge Calculation defines three domains including device domain, data domain and
application domain. The layers are the calculation objects of edge calculation. Device
domain establishes TPM (trusted platform modules), which integrates the encryption
key in the chip into the chip that can be used for device authentication in the software
layer. If encode/decode of non shared key path occurs in TPM, the problems can be easily
solved. Data domain e communicates with more edge gatewayswhich provide access to
the authentic network. Application domain realizes interworking through Data domain
or centralized layer. Edge computing is nearby the data source, it can firstly analyze
and intelligently process the data in real time, which is efficient and secure. Both edge
computing and cloud computing are actually a processing method for computing and
running big data. Connectivity and location in Edge computing is based on connectivity.
Because of the various connected data and application scenarios, edge computing is
required to have rich connection functions.

When the network edge is a part of the network, little information can be used to
determine the location of each connected device. It realizes a complete set of business use
cases. In the interconnection scenario, edge gateways provide security which constraints
and support the digital diversity scene of the industry.

High bandwidth and low delay of edge computing is nearby the datalake, simple data
processing can be carried out locally. Since the edge service runs close to the terminal
device, the delay is greatly reduced. Edge computing is often associated with the Internet
of things which participate in a large amount of data generated network.

Distribution and proximity in Edge computing. Because edge computing is close
to the data receiving source, it can obtain data in real time, analyze and process, In
addition, edge computing can directly access devices, so it is easy to directly derive
specific commercial applications. Integration and efficiency in edge computing distance
is close, and the data filtering and analysis can be realized. With the real-time data, edge
computing can process value data. On the other hand, edge computing having challenges
including real-time data and collaboration data.
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3 Information System Architecture Design Based on Edge
Computing

According to the operational needs, the system dynamically connects various warning
radar, reconnaissance satellite, aerial reconnaissance and message, image, video, elec-
tromagnetic. Depending on the supportive requirements, the information products are
sent to the authorized users at different levels such as the command post according to
the subscription and elationship formulated by the useras shown in Fig. 1.

Fig. 1. Overall architecture of military intelligence analysis and service system

The support layer is the basic layer of the overall architecture providing a plat-
form and business support environment for intelligence big data analysis and processing
and service-oriented applications. It includes platform support and application support.
The platform support part provides a platform environment for system construction
and operation, including service-oriented support environment, data storage, distributed
infrastructure, cluster computing environment and storm stream processing environ-
ment. The service-oriented support environment supports system development with a
service-oriented architecture. The data storage module is used to support the storage and
management of massive intelligence data resources. Storm big data processing frame-
works provide a distributed parallel processing environment for massive big data. The
application support part provides basic business support for the construction and opera-
tion of the system, and it provides common function module support for the service layer
and application layer, including basic services such as data preprocess, image analysis,
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message analysis, audio analysis, video analysis, electromagnetic analysis, association
mining, timing analysis, semantic analysis, knowledge reasoning and so on.

ApplicationLayer is a cost-effective edge computing gateway launched by inhand for
the field of industrial device. With a variety of broadband services deployed worldwide,
the product provides uninterrupted interconnection and connection available everywhere.
It supports many mainstream industrial protocols. At the same time, it can connect with
many mainstream cloud platforms so that field devices can be easily put into the cloud;
It has an open edge computing platform, supports user secondary development, and
realizes data optimization, real-time response and intelligent analysis at the edge of the
Internet of things. The excellent product features, easy deployment and perfect remote
management function help enterprises with digital transformation. It is used to transmit
equipment or environmental safety warning information. If not avoided, it may lead to
equipment damage, data loss, equipment performance degradation or other unpredictable
results. As shown in the Fig. 1, the upper layer is application deployment, which ismainly
responsible for deploying edge applications and creating an edge ecosystem of APP/vnf.
The middle layer is edge middleware and API, creating standard edge platforms and
middleware, and unifying API and SDK interfaces. The bottom layer is the layer which
interfaces with the open source edge stack. This is mainly to solve the problem of weak
network and restart. Even with network tunneling, the fact that the network instability
of edge nodes and the cloud cannot be changed, and there is still constant disconnection.
The edge autonomy function meets two edge scenarios. The network is disconnected
between the center and the edge, and the service of the edge node is not affected. The
edge node is restarted. After the restart, the services on the edge node can still be restored.

4 Characteristics Analysis Performance

According to the principles of distributed organizationmanagement and unified resource
sharing, the system adopts distributed operation management technology to uniformly
control information analysis tasks, computing power and data resources, realize collab-
orative scheduling according to information support requirements, and jointly complete
information analysis tasks. Using the service-oriented architecture, the core intelligence
analysis function, image intelligence analysis service,message intelligence service, open
source intelligence analysis service and intelligence data service carries out unified clas-
sification management based on the service registration mechanism to form service
resource directory. Realize the sharing of intelligence analysis function among nodes in
the system.

Real time aggregation of trajectory data. At present, the terminal perceives the real-
time access of collected data and comprehensively obtains all kinds of travel data. Estab-
lished a special analysis model, it masters the trajectory of key areas, and realizes the
real-time analysis, research and judgment of intelligence information. The platform
includes visual intelligent track analysis and query, research and judgment analysis of
abnormal activities, intelligent statistical analysis, dynamic monitoring, analysis and
early warning, intelligent information retrieval and other functions which can produce
obvious results in a short time.

Closed loop operation of early warning information. Early warning information is
synchronously pushed to the public security organs in the control and early warning
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places, realizing information sharing, breaking the information barrier, and realizing the
closed-loop operation of early warning, research and judgment, verification, feedback
and other links. Focused on gathering and integrating all kinds of social data,it can play
an important role in operations, intelligence research and judgment, carefully study the
conversion and processing of all kinds of data, gives full play to the cross secondary
comparison of data, and improves the effective utilization of data.

Early warning synchronous mining analysis. Analyze and mine the key tracks and
key personnel in the same category and region, and provide stability control suggestions
for intelligence work at all levels. The platform has realized the downward extension of
system construction and the upward aggregation of data resources, forming a four-level
information platform linkage application system; At the same time, it provides platform
support for joint operations and cooperation. It provides a strong guarantee for synthetic
operations.

5 Summary

This paper proposes an information system architecture based on edge computing. It
introduces the advantages of each layer of the system. The system can better complete
the cloud edge end collaborative network computing and solve the flow control layer by
layer. Because the node location and end-to-node delay are divided into different levels,
the traffic volume to be carried by nodes at different levels is different. The capabilities
and technical points to be provided are also different. Edge computing needs to solve
the following key problems: Resource management and protocol analysis: 1. provide
the connection and communication between local devices, realize the local exchange
of massive data, provide the ability to adapt and normalize different devices, shield
the differentiation of industrial protocols. Storage and forwarding device can provide
relatively complete functions of data acquisition, processing, analysis and alarm when
the real-time requirements are high, the amount of data transmission is too large or the
network connected to the platform is unavailable. At the same time, the local provides
a certain storage capacity, which can forward the data to the platform during network
recovery. Platform integration realizes comprehensive collaboration with the platform
end, flexible data acquisition and distributed computing functions for the decision center
at the platform end. It can support seamless running of applications and can be uniformly
configured rather than manual compiling and developed programs.
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Abstract. The pandemic has forced young people to stay away from school and
friends, complete online learning at home and live at home. Therefore, various
mental illnesses such as anxiety and depression occur more frequently. Chatbot
is a communication method that is more acceptable to young people. This paper
proposes a multi-modal chatbot seq2seq framework, which divides the mental
state of young people into different types through multi-modal information such
as text and images entered by users in the chatbot. This model combines image
description and text summarization modules with the attention mechanism in a
multi-modal model to control related content in different modalities. Experiments
on multi-modal data sets show that this method has 70% average accuracy and
real users who use this system also believe that this method has good judgment
ability.

Keywords: Chatbot ·Multi-modal · Seq2seq ·Machine learning

1 Introduction

Before the outbreak of COVID-19, there were already many online psychotherapeutic
applications, and these psychotherapeutic applications were initially consistent with the
level of off-line therapy. And it also provides convenience, patients can use it at any
time; at the same time, the protection of privacy makes more users willing to actively
participate. But relevant doctors are still relatively slow in adopting these tools on a
large scale. With the outbreak of COVID-19, medical departments around the world
are under tremendous pressure for medical consultations. In fact, COVID-19 not only
damages the health of patients, but also the mental health of others by the pandemic [1].
Not only patients and the elderly, many young people and even children also suffer from
conditions such as fear, sadness and depression. Psychological trauma. As COVID-19
has caused quarantine and lockdowns in various places, people cannot meet with family
and friends, further increasing the possibility of psychological trauma,making it possible
for people who were originally normal and healthy to fall into mental illness, and at the
same time they cannot realize that this is. A disease and not just an emotion.

These phenomena have led to a huge demand for online psychiatric outpatient sys-
tems, whose role is to relieve the pressure on outpatient clinics of medical institutions
and provide contactless medical services. The online medical inquiry chatbot system
based on artificial intelligence technology can provide online mental medical inquiry.
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Its key technology is the knowledge graph of the medical field. The system relies on
entities in one ormore fields and performs reasoning or deduction based on the spectrum.
Answer the user’s question.

The impact of the pandemic on the mental health of children and adolescents was
showed in [2], particularly depression and anxiety. It first revealed that countries paid
less attention to adolescents’ mental health during the pandemic, listing an example of
the reduction in beds in hospitals. It also illustrates the COVID-19 pandemic makes
it harder to detect adolescent’s abnormal behaviors by recommending a reduction in
contacts and outdoor activities, leading to a decrease in the number of appointments.
The level of anxiety becomes harder to assess, and adolescents get anxious more readily.
And a solution is: to help patients with anxiety and depression online. It’s proved to
be useful to have internet-based care by randomized controlled trials, which provides
a strategy for healthcare workers and patient’s parents. Online resources like recorded
courses, group treatments, and mental health apps provide direct access to instructions
for children, which is better suited to the current situation than appointments. Parents far
away from their children can have increase care for them and report the abnormalities
to doctors, which is helpful to make a diagnosis. Finally, the paper suggests healthcare
counselors demonstrate altruism in front of their patients, and stresses the importance
of an optimistic mood in the treatment.

In these mentally ill groups, because they have to study online at home, they have
broken away from the original traditional teaching mode and cannot have face-to-face
communication with teachers and classmates. This has further increased the pressure on
young people to study; in addition, due to the fact that they are in the family with their
families. The time spent living together has increased, and the relationship between some
teenagers and their families has become more tense, which has led to an increasingly
serious problem of teenagers’ psychological anxiety. At present, scales are commonly
used in the evaluation of mental illness in hospitals, which is to evaluate patients through
questionnaires. This method may be flawed in the evaluation of mental illness of young
people, because compared to adults, young people may be more rebellious. When they
are unwilling to undergo psychological tests, they may falsify answers or know how to
get high scores based on experience, and avoid being judged. For mental illness.

This paper proposes one kind of chatbot method for the diagnosis of adolescent
psychological anxiety. The chatbot model is based on a multi-modal seq2seq model,
which is used to analyze themulti-modal interaction data such as text and imagewhen the
teenagerswere using their chatbot. Experiments show that this structure could reach 71%
training accuracy and 63% test accuracy on the existingmulti-modal dataset. Preliminary
real user tests show that it is correct on the psychological anxiety judging of 15–18 year-
old teenagers.

2 Chatbot for Teenager’s Depression

A study showed that the physical environments of house settings are more proximal to
adolescents, and they have impacts on children’s prefrontal cortex (PFC) growth which
extends well in children’s lives. SES (socioeconomic status) may be correlated to the
physical environment of families. A hypothesis that a less-resourced environment leads
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to a thinner PFC has been made by the author’s group [3]. The group conducted in-
home interviews with testers, meanwhile scored items in their houses as environmental
scores (PHYS test). Hazards, space, noise, cleanliness, interior and external environment
are factors assessed. They also collected their brain scan images at UCLA. To make
appropriate control of testers, the group tested the basic nurturance and stimulation of
the child based on a scale from 0 to 10(SHIF test). All scores ranged from 7 to 10, which
provided control of developmental contexts. Ethnicity, educational context, gender, and
age are also tested.Cognitive testWRATrevealed the tester’s reading, understanding, and
math computation skills. The scores were reported as reading scores and mathematical
computation scores. To test the relationship between SES and physical environment, the
group asked for reports from families about their total income and family household
sizes. Testers were divided into five groups based on their data of depth of poverty,
and the group used income-to-needs ratios (INR) to report their economic status. The
group finally compared MRI surface area maps of testers with standardized size maps
to get the effect size value (standard deviation difference), and then used the value to
get the conclusion of the thickness of PFC. The group finally used mediation analysis
of PHYS, SHIF, WRAT scores, and INR to test their relationships. The comparison
showed that adolescentswhose parents hadmore incomes tended to have a better physical
environment at home, and they had higher cognitive skills in math. PHYS and SHIF
scores were directly proportional to the thickness of the left lateral occipital gyrus, and
the WRAT score was positively associated with the thickness of the left frontal gyrus.
After mediation analysis of whether PHYS can predict WRAT reading scores, the left
superior frontal gyrus was the area associated with PHYS and WRAT reading scores.
To sum up, the group concluded that the physical home environment determined the
adolescent’s reading achievement, and the thicknesses ofmiddle and superior frontal gyri
were negatively related to the number of physical problems in the home environments.

The mental health problems from six groups [4]: General population, healthcare per-
sonnel, college students, schoolchildren, Hospitality, Sport, and Entertainment industry
employees, and others. A series of concerns lead to the abnormal mental health of the
general population: Possible disease spread, fearless of ill, financial loss due to unem-
ployment, the uncertainty of test results, and death of family members are all factors
that lead to mental health problems in the general population. The healthcare personnel
(front-line healthcare workers) experienced the highest level of anxiety and depression.
Close contact with patients may make them the source of infection to family members.
Intensive works and the possibility of an emergency made them nervous all the time.
As a result, they were more likely to have developmental disorders. College students
had concerns for their safety and the safety of their families during the pandemic, which
led them to have mild anxiety. Lots of part-time jobs and the obstacle to have remote
online classes also caused mental stress. The closure was the biggest problem for school
children (primarily adolescents). Due to the pandemic, students were needed to stay at
home to have online classes, and this led to a lack of activities, disrupted sleeping habits,
and loss of resources. Students were struggled to study at home and developed lockdown
situations, which were hard to adjust back to normal. For employees in the hospitality,
sport, and entertainment industry, the economic strain was the primary reason that led to
their stress. A ban on gathering would be a part of modern life after the pandemic, and
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this led employees to lose their jobs permanently. As a result, they would have mental
health problems. As for vulnerable groups (Elderly people, homeless individuals, care
homes residents), they already had some chronic diseases (mental disorders like bipolar
and diseases like asthma) which made them more likely to get infected.

One research aims to find the reciprocal relationships between excessive internet
use and school burnout [5]. The research first shows a school burnout that the engage-
ment of students in Finland decreases because the classroom is in lacks digital devices.
Students who used digital technologies felt bored. The school burnout was comprised
of exhaustion, cynicism, and a sense of inadequacy. Compared to engagement, it pre-
dicts depressive symptoms. School engagement is defined by energy, dedication, and
absorption. The research showed a method to increase engagement: Fulfill adolescent’s
socio-cognitive and emotional needs. School climates and motivation from others are
also factors that lead to positive engagement. To start the research, 1702 elementary
students were asked to answer a questionnaire about engagement, burnout, internet use,
and depression at two different times. EDA, SBI, and DEPE depression Scales were
tests that correspond to engagement, burnout, and depression respectively. SES and gen-
der were additional measures. The results of the questionnaire showed that internet use
and school burnout are reciprocal positive cross-lagged related. School burnout leads to
excessive internet use and depressive symptoms. In components of school burnout, cyn-
icism predicted later inadequacy and inadequacy predicted later cynicism. Exhaustion
increased excessive internet uses. Study 2 focused on high school students instead. Using
the same method in study 1, researchers found that girls suffered more from depression
and school burnout, while boys were suspected of excess internet use. And, exhaustion
was found to lead to an increase in internet use. The research showed that the negative
attitudes of students may be formed at elementary school, which transformed into school
burnout and thus led to excess internet use. About the solution, researchers ask people
to promote students to have positive attitudes when they were young.

Fig. 1. Tess chatbot of a participant interacting [7].

An overview of the neurobehavioral changes during adolescence and the impacts
of stressful environmental stimuli had on maturation was proposed in [6]. In the first
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category study, the researcher found that rodents had a higher level of anxiety-like behav-
ior. Rodent’s social abilities dropped and their aggression increased. In rats, researchers
also observed significant depressive-like behavior, which included high immobility. A
specific rodent, mice, formed a depressive-like phenotype when exposed to stress for
10 consecutive days, accompanied by anxiety and lower body weight gains. The social
instability stress (1 h isolation per day and then live with a new roommate which PD
value was 35 to 40) exerting on mice found that they were more sensitive to drugs like
nicotine when they were adults. Additionally, the paper shows that social experiences
influence drug-seeking behavior. The paper showed that stress reactivity, mineralocorti-
coid receptor expression, and glucocorticoid receptor expression changed significantly.
In adulthood, HPA activity rose, and the reactivity to stressor increased. Above is the
growth of the HPA axis in adolescence. Then, it discussed the impact of stress on the
HPA axis growth. Social isolation caused lower corticosterone responses level to stress
in adulthood-males, and females had more corticosterone responses. The study showed
that adolescents were risk-takers at this time due to the imbalance in the growth of lim-
bic and conical compartments. Immaturity of the cortical region led to novelty-seeking
behaviors. And, adolescents were sensitive to rewards, which promote risk-seeking.

Chatbot is an application that can conduct text or voice conversations [7]. Studies
have shown that the communication between users and chatbot is also very effective
in providing psychological or emotional problems. Woebot is a chat bot that can con-
duct automatic conversations. While communicating emotions, it also tracks changes
in emotions. Tess is an intelligent emotional chatbot, which is shown in Fig. 1, whose
method is to find the user’s emotion and provide solutions through dialogue with the
user. In a study Tess provided emotional support to 26 medical staff, most of these
users reported that Tess had a positive effect on their emotions. At the same time, Tess
can also reduce the anxiety of many college student volunteers, and can even man-
age adolescents’ depression-related physiological phenomena. The KokoBot platform
is an interactive platform for evaluating cognitive abilities. The main feature is that it
can conduct point-to-point interaction, and users on the platform can also communicate
with other users. Wysa is an emotional intelligent mobile chatbot based on artificial
intelligence. The goal is to assist mental health and relieve psychological stress through
human-computer interaction. Vivibot’s chatbot serves the mental reconstruction of ter-
minally ill teenagers who are undergoing treatment. Pocket Skills is a conversational
mobile phone chatbot, mainly responsible for behavior therapy.

3 Multi-modal Seq2seq Model

The information sources that humans interact with the outside world include tactile,
auditory, visual, etc., and the resulting media used to carry information includes voice,
image, video, text, etc., microphones, cameras, infrared, etc. are sensors responsible
for collecting information. The combination of these diverse information can be called
multi-modal information. A single modality often only carries the information of its own
modality, which has certain limitations. The relationship between each modality can be
fully studied through machine learning and other means. Multi-modal is also one of the
current research hotspots. Multi-modal methods mainly include Joint Representations
and Coordinated Representations.
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Multi-modal methods mainly include Joint Representations and Coordinated Repre-
sentations. As shown in Fig. 2, in themulti-modality, the text processing can use sentence
summaries, the purpose is to use the seq2seq model to form short sentence content. In
machine translation applications, multi-modality can also be used, and its effect is better
than simply using a single text input, which means that images and text sentences need
to be input at the same time, and the image needs to be able to describe the text sentence
[8].

Fig. 2. Multi-modal model predicts the event objects [8].

The current multi-modal learning is generally based on the deep learning framework.
The latest technology is mainly based on the BERT architecture. After pre-training by
means of pre-train and transfer, it is applied to other tasks, such as image subtitles, etc.
These tasks only require Minor changes [9].

This paper proposes a chatbot method for diagnosing the psychological anxiety of
adolescents. The chatbot model is based on the multi-modal seq2seqmodel. The specific
structure is shown in Fig. 3, where the image caption technology is used to extract the
text description of the image at the front end of the model, and the attention mechanism
is used in the multi-modal model to control the associated part of the image and text,
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Fig. 3. Multi-modal seq2seq chatbot.
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which is used to analyze the use of chat by teenager’s multi-modal data such as text and
images during the chatbot.

4 Experimental Result

In order to find the effectiveness of the structure proposed in this article, we selected
part of the Microsoft COCO Caption data set [10] and LCSTS data set [11], which are
merged with own chatbot image and text dataset and conducted training and testing. The
user fills in the standard psychological scale as the ground truth of data. In evaluating the
degree of user anxiety, we divide the degree of anxiety into 0–5 levels, which correspond
to 0%, 0%–20%, 20%–40%, 40%–60%, 60%–80% and above 80% anxiety level of the
user in the overall ranking.

Table 1. Comparison of the indicators on training dataset

Heading level Precision Recall F1

TF-IDF decision tree 0.63 0.39 0.24

LSTM 0.69 0.30 0.21

Multi-modal Seq2seq 0.71 0.36 0.23

Table 2. Comparison of the indicators on testing dataset

Heading level Precision Recall F1

TF-IDF decision tree 0.58 0.40 0.24

LSTM 0.61 0.38 0.23

Multi-modal Seq2seq 0.63 0.47 0.27

The experimental results are shown in Table 1. The results on the training set have an
average accuracy of 71%; in the test, k-fold cross-validation is used for verification, and
an average accuracy of 63% is obtained. In comparison, the results of TF-IDF Decision
Tree on the training set are 63% average accuracy, and the results on the test set are 58%
average accuracy; the results of LSTM are 69% training set average accuracy and 61%
respectively. Average accuracy of the test set (Table 2).

Finally, five teenagers aged 15–18 years old were invited to test the chatbot. 3 of the
5 teenagers had a more anxious mental state. Using this chatbot, they obtained results
consistent with their own cognition.

5 Conclusion

With the outbreak of COVID19, teenagers who study and live at home are more likely
to suffer from mental illness and anxiety symptoms. This paper proposes a multi-modal
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chatbot scheme, which analyzes and judges the mental state of teenagers when they use
chatbot throughmulti-modal information such as text and images. Themodel is a seq2seq
model, which combines image text description extraction and text summarization mod-
ules, and uses an attention mechanism in a multi-modal model to control related content
in different modalities, and is used to analyze text and images when teenagers use chat
bots and other multi-modal data. Experiments show that this structure can achieve better
accuracy on the existing multi-modal data set, and it has also received better feedback
from real users.
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Abstract. In this paper, a data sharing and management mechanism suitable for
the characteristics of fishery industry was established to clarify the phenomenon
of heterogeneous Web data and Information Island based on Semantic Web tech-
nology, and unified interface specification information platform was established.
Form the specification ofmetadata from the physical and chemical database, devel-
oping and publishing the corresponding metadata management tool, assisting,
assisting and guiding a specialized database centre, completing the construction
of metadata from the professional database.

Keywords: Metadata annotations ·Web semantics · Fishing industry

1 Introduction

The Bohai Sea area is the key area of social and economic development in China. Devel-
opment and use of fishery information resources in the Bohai Sea directly affects the
social and economic development of the area. Currently, with the rapid development of
fisheries economics, the investigation and scientific research of environmental resources
in the surrounding waters of the Bohai Sea and it have accumulated rich basic data
of various marine environment. These professional resources for fisheries information
are distributed in maritime administrative departments, marine institutions at all levels,
scientific research institutes and other services.

However, there are still many defects and deficiencies in the integration of marine
fishery resources in China, such as the lack of a unified definition of basic information
of fishery management; For the equipment used in construction, data resources cause
fragmentation of data storage management at different levels of information technology
development, and there are too many redundant data and inconsistencies. The level of
data sharing cannot meet the requirements of the unit for the overall development and
use of Information Resources. A large number of data does not provide a unified data
interface, does not use general standards and specifications, cannot obtain A shared
public data source, and is responsible for a large number of information islands.

The existence of these problems causes the management and value of Bohai Sea
fisheries to be reduced, the quality of the use of increased costs, management cannot
obtain effective support for decision-making data. Although the collection of maritime
fishing information and statistical work have constituted an enormous database, MAS

© The Author(s) 2022
Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 234–240, 2022.
https://doi.org/10.1007/978-981-19-2456-9_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_25&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_25


The Research on Fishery Metadata in Bohai Sea Based on Semantic Web 235

due to poor processing and analysis of information, not directly from the database system
at various levels and from the collection of data and wide use.All this leads to theMarine
Fishing Database system producing large amounts of data can not extract sublimated
information in useful information to meet the needs of the managers, eventually making
the level of use of the information resources is low, caused large amounts of waste.

2 The Research Contents

2.1 Metadata Annotations

Metadata is data about data, i.e. information on content, quality, status and other char-
acteristics in the database (data attribute, data set or data warehouse, etc.). A semantic
continuum is formed by the above classification.

2.2 Metadata Framework

Metadata can be one of two ways. One way is direct access to metadata, one type is to
capture all types of database operation process of metadata. Set of metadata standards
and specifications. In the process of database system operation can capture the metadata.

(1) Design is the designer anddeveloper used to definemetadata requirements,metadata
requirements, and includes data model, business transformation work design.

(2) Physical metadata: use of tools to run establishment, management and access to
metadata.

(3) Operational metadata: When carrying out data integration activities, operational
metadata will tell users what will happen to change, especially about YOUR
influence on how the Data Integration Source works.

(4) Project metadata: used to produce documents, audit development efforts, assign
accountability and process change management issues. Guided: persons, responsi-
ble, tools, users and management operation.

The metadata database system can realize the following functions:

(1) Data entry: 1) Direct Input keypad. 2) included existing text files. 3) including the
original scanning image.

(2) Preview and output: the information from the database, the results from the recovery
of the query and the statistical analysis can be directly via the browser screen for
a given form to the form, statement or graph of statistical analysis, Users allowed
to Show changes in content can be submitted to the database server. At the same
time, data can be directly through the printer output.

(3) Edit and modify: Authorised users can edit and change the information in the
database. Modifying the general process is to extract MS according to the
information state, information editing, Outcome of the presentation.
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(4) Data recovery query, data consultation and recovery query refer to own metadata.
Include a simple query, query consultation,merge query, Query and recovery results
fulfil the conditions that will be shown As a query and data recovery. Details of
the query data, respectively, using the format of the corresponding navigation. In
no leak and under the premise of protection of intellectual property rights, For
some data You can provide direct online download services. Data and information
download will adopt the corresponding file download directly.

(5) User access control andmonitoring of user information: according to different types
of users, determine user permissions for the operation of the network database, the
FIM to ensure the safe operation of the system. To record user information for
tracking.

(6) System management functions: system administrators and data managers to main-
tain, update, system to manage the user, database registry can be added, deleted,
modified, edited operation, etc.

2.3 Topic-Oriented Meta Database Building

An important step in building the Subject-oriented Meta Database is to establish
the Bohai Fishery Theme Management model and obtain the modeling of metadata
according to the subject model.

Themodeling process of the subject is shown in Fig. 1. The Subjectmodel is obtained
from the existing business model by Specialist Persons, which can be divided into
fisheries management specialists, data analysts and software developers.

Fig. 1. Topical metadata template

2.4 Metadata Resource Query Algebra System

Logical calculation and query algebra is the basis of the query of data. In a relational
database theory, the expression of relational calculation of security is an important prob-
lem. If a query expression cannot be evaluated within finite steps, and obtain a finite
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set the results of this expression are referred to as the safe. Otherwise, the expression is
safe. In Metadata Resources management, there are such problems.

Logical calculation and query algebra are the basis of the query of data. In the
traditional theory of the relational database, relational calculus expression is an important
safety problem. If the query expression cannot be evaluated in limited steps and the result
set is limited, the expression is called safe expression. Otherwise, the expression is safe.
There are such problems in the management of metadata resources.

Research of question algebra plays an important role in the field of data manage-
ment. Common operational semantics are used to compare query definitions, query
optimizations, and query capabilities for query languages. In relational databases, Codd
has proposed a relational algebra that has constructed a theoretical foundation for the
success of relational algebra. In the data model research, query algebra has become a
part of the data model for the past decade. Whether there is a corresponding algebraic
system, whether the data model that studied the XML data model of the object oriented
query algebra model and the query algebra system is an important symbol of maturity.

3 Research Methods

3.1 Metadata Standards Set

Standard procedures are divided into nine stages: preliminary stage, project stage, draft
form, opinion, review, approval, release stage, examination stage, and abolition stage.

Standard specification description elements:
Standard No. of China
Standard Title in China
Standard Title in English
……
Governer Code
Drafting Committee

3.2 Research on Metadata Semantic Model

Characteristics of metadata are analyzed generally. The metadata format is complex. In
addition to the simple format of the data dictionary, there are many complex levels, and
themetadata format is changeable. In general, read only is used during system operation.
Metadata is usually used scatter with cross platform and cross process characteristics.

In order to share data and resources, it is more complicated to organize model data
and fields, and to simplify the model of relational data resources provided by different
organizations and to model metadata models. Obviously, conventional object oriented
models cannot achieve this goal. Figure 2 showsmapping relationships betweenmetadata
and domain ontology.

The semi-automatic semantic association framework between heterogeneous data
sources is shown in Fig. 3. The framework takes as input semi-structured documents
in the database (Web page XML documents, etc.) and unstructured documents such as
this document. Through the shallow natural language processing, such as (Chinese word
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Fig. 2. Demand of fishery management resource modeling in Bohai sea

segmentation except stop words, part of speech tagging, key phrase identification, entity
noun identification, etc.), vectorization is carried out. Then machine learning and data
mining methods are used to analyze the semantic relationship of the implied concepts.

Fig. 3. Semi-automatic semantic association framework

3.3 Establishment of Meta Database System for Fishery Management in Bohai
Sea

Includes the use andmanagement ofmetadata, themetadata database systemmust record
the following information:
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(1) The type of it ?
(2) Where is it?
(3) From where?
(4) What is it related to?
(5) Who is responsible for it?
(6) What terms, vocabularies, and business domains are associated with it?
(7) What will be the impact of any changes to it?
(8) What will be their properties and relationships when they are exported to another

tool?

3.4 Constructing the Maintenance and Renewal Management Mechanism
of Fishery Management Metadata Resources in the Bohai Sea

Database development technology includes database management technology and
database online publishing technology.

There are many database management systems to choose from, such as Sybase SQL
Server, Informix SQLServer, Oracle SQLServer and so on. The systemdevelopment can
use Microsoft SQL Server as the database management software on the Server, because
the advantages ofMicrosoft SQLServer can be reflected in the following aspects: Perfect
combination with the operating system, the use of Windows security mechanism and
their own security mechanism combined, with safe and reliable performance; Large data
volume support; Concurrency control, automatic backup; With the good combination
of development tools, using VC, VB, InterDev, PowerBuilder and so on can be very
convenient in SQL Server platform for database application development.

4 Conclusions

This paper can provide a unified standard for different Marine fisheries departments
to add established fishery databases to the information platform. Formulate metadata
specifications of physical and chemical databases, develop and release corresponding
metadata management tools, assist and guide all professional data centers to complete
the metadata construction of their professional databases.

Developed ahigh availability andhigh efficiencydata application service systemplat-
form based on meta-directory, established data input, collection, management, inquiry,
and the corresponding authority management mechanism. Realize unified management
and service provision of existing scattered data through advanced metadata directory
technology.

Through the metadata management control, the database management system to
achieve dynamic database loading, when the structure of the data changes, can be
achieved by modifying and maintaining the metadata directory library, and the cor-
responding data application system without reconstruction. Therefore, the system has
good versatility and is easy for scientific and technical personnel to master and use. It
provides an ideal soft environment for the retrieval and management of various scientific
and technical data. Its application has important theoretical and practical significance.
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Abstract. The system is composed of STC single chip microcomputer, color sig-
nal recognizer and sensor control module, wireless communication control mod-
ule, voice and video synthesizer and broadcast control module. STCMCU adopts
STC89C52; color recognition sensor module uses gy-33 color recognition sensor,
which can identify the current traffic light conditions; wireless communication
module uses nRF24L01 made by Nordic company, which needs to be installed at
the sending end and the receiving end to send the current traffic light information;
the speech synthesis broadcasting module uses the TTS speech synthesis broad-
casting module xfs5152ce of iFLYTEK, after data recognition and analysis, it
finally sends voice alarm about traffic lights to the blind, so as to effectively guide
the blind whether it can pass through, so as to ensure the safety of the blind. This
design combines artificial intelligence with daily life, which not only meets the
development trend of the information age, but also meets the needs of the current
society. It has a broad market prospect in the application of intelligent travel.

Keywords: Hand held · Intelligent alarm · Real time remote monitoring · Travel
of the blind · Artificial intelligence

1 Introduction

Nowadays, the number of blind people in China is the largest in the world, with more
than 6 million blind people. Visual barriers seriously affect the blind people’s access to
information and perception of the environment, making it impossible for them to travel
normally, even in places they often visit and familiar environment, There are also all kinds
of stumbling, let alone never set foot in the place, so if you want to go to a completely
strange, never crossed street, but because you can’t get real-time road conditions, then
their travel safety is difficult to achieve even the lowest guarantee, it’s just like this, many
blind people don’t want to go out of the house, so they have no way to better integrate
into the society and achieve their goals The value of life, which is a pity for the blind,
is the loss of national and social resources, so it is urgent to effectively help the blind
travel safely and normally [1].

The intelligent traffic light alarm system for the blind is designed to solve the problem
of blind travel. It takes the single-chip microcomputer as the central controller, as the
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data collection terminal, identifies the traffic lights through the color recognition sensor,
monitors the status of the traffic lights in real time, and transmits the information to the
single-chip microcomputer. After data recognition and analysis, it finally identifies the
blind with hardware modules such as voice synthesis broadcast module Voice warning
[2].

2 Overall Design Scheme

The main body of this design is composed of two parts: the sender and the receiver.
STCMCUmodule and wireless communication module are common at both ends of the
transceiver. MCU module is used to collect data, and wireless communication module
makes the sender and receiver communicate. The color recognition sensor module is
unique to the transmitter, through this module to identify the traffic lights, the data
information will be transmitted to theMCU. The receiving end analyzes and synthesizes
the data received by MCU through its unique voice synthesis broadcast module, and
finally completes the voice alarm for the blind. The general design scheme is shown in
the figure below (Fig. 1).

Color 
recognition 

sensor
MCU

Wireless 
communication 

module

Wireless 
communication 

module
MCU

Speech 
synthesis 
broadcast

(Sending module) (Receiving module)

Color 
recognition 

sensor
MCU

Wireless 
communication 

module

Wireless 
communication 

module
MCU

Speech 
synthesis 
broadcast

(Sending module) (Receiving module)

Fig. 1. The overall scheme design

Among the above two terminals, the transmitter needs at least one single chip micro-
computer to collect and monitor the traffic light information in real time; one red, one
yellow and one green LED light and three buttons to correspond with each other one by
one to simulate the operation of road traffic lights; a wireless communication module [3]
as the communication transmitter; at least one color recognition sensor to identify the
color of LED lights, So as to judge the current traffic light situation. The receiver needs
at least one single chip computer to receive and monitor the traffic light information;
it needs a wireless communication module as the receiver to communicate; it needs a
voice synthesis broadcast module [4] to process the received traffic light information,
and finally broadcast it through voice synthesis.

2.1 Software Design of Transmitter

The function of the sender is to identify the traffic lights at the intersection through the
color recognition sensor, and transmit the traffic light information to the MCU. When
the judgment data is received, the information is transmitted to the receiver through the
wireless communication module. The software design of the transmitter is as follows
(Fig. 2).
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Fig. 2. Software design flow chart of sender

The function realization in the figure above is mainly completed by two processes,
which complement each other. The first core task of the process is to complete the
identification of the traffic lights at the intersection, mainly through the three primary
colors principle in gy-33module [5, 6]; the second core task of the process is to complete
the judgment of the traffic lights at the intersection (red light, yellow light, green light
or street light fault), select the current working mode of the street light, and complete
the wireless communication with the receiver module.

2.2 Software Design of Receiver

The function of the receiver is to receive the traffic information transmitted by the
sender through the wireless communication module, and send the traffic information to
the MCU. After the MCU judges whether the data is red, yellow, green or no light, it
sends the information to the speech synthesis broadcast module, and finally broadcasts
the situation of the intersection to the blind, telling them whether they can pass at this
time. The software design of the receiver is shown in the figure below (Fig. 3).
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Fig. 3. Software design flow chart of receiver

3 Design Features and Extension Description

3.1 Feature Introduction

This design is based on color recognition sensor, voice synthesis broadcast, wireless
communication and MCU technology, combined with social phenomenon and demand,
as well as new concept innovation. Whether from the selection of single chip micro-
computer, different module selection and communication protocol scheme, or from the
sender to the receiver, it is very different from the existing blind products in the market.
This design uses today’s most common processor to complete an unusual design. Its
characteristics are summarized as follows:

(1) The color recognition module identifies the current traffic lights.
(2) The sending end can collect andmonitor the current traffic lights in real time through

MCU.
(3) The communication between transmitter and receiver can be completed by wireless

communication module.
(4) The receiver can receive the current traffic light information.
(5) The receiving end can transmit the current traffic light information to the speech

synthesis broadcast module through the single chip microcomputer.
(6) The current traffic light information can be intelligently broadcast to the blind

through the speech synthesis broadcast module.

Among them, the communication mode of this design uses the enhanced short burns
protocol [7–9] of n0rdic company, as shown in the following Table 1.
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Table 1. Enhanced short burns protocol form

Classification data Sender data
type(uchar)

Receiver data
type(uchar)

Explanation

0xAA 0xAA Received data 0xAA,
indicating that the current
status is red

0xBB 0xBB Received data 0xBB,
indicating that the current
status is green

0xCC 0xCC Received data 0xCC,
indicating that the current
status is yellow

0xDD 0xDD Received data 0xDD,
indicating street lamp
maintenance failure

3.2 Extended Description

The intelligent traffic light alarm system for the blind can not only complete the functions
described above, but also expand the following functions:

(1) Real time monitoring the current traffic light information and the location of the
blind through the mobile App.

(2) It can be used together with relevant map navigation software to intelligently
broadcast traffic lights during navigation.

(3) The color recognition sensor can recognize traffic lights accurately and quickly.
(4) It can realize long distance wireless communication.

4 Scheme Difficulties and Key Technologies

The difficulties of this design are as follows:

(1) When the sender identifies the traffic lights at the intersection, it is easy to be affected
by the surrounding environment, which leads to the recognition of the traffic light
color is not fast and accurate enough.

(2) Thewireless communicationmodule has a certain distance limit. If the transmission
distance exceeds a certain range, wireless communication can not be realized, and
the wireless communication module is installed at every traffic light intersection,
which costs a lot of manpower and material resources in the early stage.

(3) The circuit diagram and program design of receiver and transmitter.

The key technologies are as follows:

(1) Gy-33 program modularization writing.



246 L. Tang

(2) The sender software is written.
(3) The software of receiver is written.
(4) Enhanced short burns communication protocol setting.

5 System Simulation and Result Analysis

5.1 Overall Appearance of Intelligent Traffic Light Alarm System

The appearance design of the intelligent traffic light alarm system for the blind is shown
in the figure. The whole design is divided into two parts: the sender and the receiver. The
transmitter includes STC89C52 MCU, gy-33 color recognition sensor and nRF24L01
wireless communication module. The receiver includes nRF24L01 wireless commu-
nication module, STC89C52 MCU and xfs5152ce voice synthesis broadcast module
(Fig. 4).

Fig. 4. Physical picture of intelligent traffic light alarm system for the blind

5.2 Overall System Debugging

The debugging of the blind intelligent traffic light alarm system includes the debug-
ging of the sender and the receiver. Among them, the overall debugging of this design
also includes: traffic lights, color recognition sensor module, wireless communication
module, intelligent recognition street lights, voice report debugging, etc.

Speech Synthesis Debugging. Install the USB to TTL driver “ch340_341_32-bit.rar”
or “ch340_64.rar” according to whether the computer system is 32-bit or 64 bit. After
installing the driver, insert theUSB-TTLmodule into the computer, open “mycomputer”,
find the “device manager” in the “device” option, click “com and LPI port”, and then
compare it with ch340. Open the “xfs5152ce PC demonstration tool” software, select
the required port, write the required Chinese characters in the sent text, and then click
“start synthesis” to synthesize the voice.

Wireless Communication Debugging. If the functions of interrupt request (IRQ) and
acknowledgement character (ACK) can be realized at the same time, after the commu-
nication is successfully completed: for the receiving node, the effective data that can be
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recognized as successfully received through the enhanced ShockBurst protocol is IRQ
= 0; For the transmitting node, the received ACK= IRQ= 0 is returned by the receiving
node (Fig. 5).

Fig. 5. Configuration process of CE and IRQ signals

In the figure, after CE (yellow signal) = 1, about 10ms, that is, after the number of
transmissions reaches the maximum upper limit, IRQ (green signal)= 0. There are two
possibilities for this situation: the configuration of the transmitting node is inconsistent
with that of the receiving node (the bytes or frequencies transmitted and received are
different); There is no receiving node (Fig. 6).

Fig. 6. Send successful SCK and IRQ signals

It can be seen from the figure that after sending the last SCK (green signal) signal
of the first batch, IRQ (yellow signal) = 0 after 1ms at most (Fig. 7).

The logic shown in the figure above is as follows: Ce (purple signal)= 1. At this time,
the transmitting node just completes the signal configuration process. Under different
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Fig. 7. SCK, IRQ, CE signal configuration process

communication conditions, the phase of IRQ (green signal) of receiving node and IRQ
(yellow signal) of transmitting node will also be different. For the above reasons, the
ACK signal needs to be sent by the transmitting end for many times before the receiving
end can receive it successfully.

Intelligent Broadcast Traffic Light Test. Connect the power supply of sending end
and receiving end, turn on the red light, yellow light and green light in turn, and place
the color recognition sensor module above the LED. If the voice broadcast information
is consistent with the street light, the system works normally.

6 Conclusion

After many times of programmodification and system debugging, the design of the intel-
ligent traffic light alarm system for the blind is completed, and all the expected functions
can be achieved. The color recognition module, wireless communication module and
voice broadcast module are all normal. The recognition accuracy of traffic lights, the
agility of wireless communication and the accuracy of voice broadcast all meet the
expected requirements. The significance of this design is to integrate the intelligent
traffic light alarm system into the actual situation of social life, which can effectively
solve the problem of blind travel. It is a major trend of social development, and also the
aspiration of the people.
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Abstract. This work addresses the use of a MO optimization algorithm to deal
with the reliability optimization problem in order to determine the redundancy and
reliability of each component in the system. Often, these problems are formulated
as a single-objective problem with mixed variables (real-integer) and is subject
to various design constraints. Classical solution approaches were limited to deal
with these problems and most recent solution approaches are based on nature-
inspired optimization algorithms which belong to artificial intelligence (AI). In
the present paper, the problem is solved as a MO optimization problem through
the Non-dominated Sorting Genetic Algorithm II (NSGA-II) to generate the set
of optimal solutions, also called Pareto. The latter helps the decision-maker. The
case studied consists of a pharmaceutical plant.

Keywords: Reliability · MO optimization · Genetic algorithms · NSGA-II

1 Introduction

Industry 4.0 involves high-tech systems and requires reliable subsystems to meet the
requirements of the companies. Reliability of systems belongs to dependability studies.
By definition, the reliability is the ability of an item to perform given functions during a
given period time and under given conditions. A systemwith high-level reliability should
be investigated at the design stage by resorting to various methods, notably adding iden-
tical and/or different redundant components that perform the same functions, increasing
the component reliability, or both options a mixture. The problem is described by a non-
linear optimization problem [1]. These problems are hard to solve due to the complexity,
nonlinearity, high computational time, and finding the optimal solutions. Therefore, vari-
ous methods of artificial intelligence (IA), notably nature-inspired algorithms, have been
proposed to solve these problems. During the last decades these algorithms have been
widely used and proven their effectiveness in solving various problems.

The paper aims to implement a MO optimization algorithm (namely the NSGA-II)
to deal with the reliability optimization problem to reach the highest reliability level at
the lowest cost under the design constraints of space, weight, and cost.

2 Problem Description

The MO reliability optimization problems are mainly described as [2, 3]:
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2.1 Reliability Allocation

Maximize RS(r) = RS(r1r2, . . . , rm)

Minimize CS(r) = CS(r1r2, . . . , rm)
(1)

Subject to

gj(r1, r2, . . . , rm) ≤ b
0 ≤ ri ≤ 1; i = 1, 2, . . . ,m

r ⊂ R
+

(2)

where RS (·) and CS (·) are the system reliability and cost, g(·) is the set of constraints,
ri is the component reliability, m is the number of subsystems, and b is the vector of
limitations. This problem involves real design variables only.

2.2 Redundancy Allocation

Maximize RS(n) = RS(n1n2, . . . , nm)

Minimize CS(n) = CS(n1n2, . . . , nm)
(3)

Subject to

gj(n1, n2, . . . , nm) ≤ b
0 ≤ ni ≤ ni max; i = 1, 2, . . . ,m

ni ∈ Z
+

(4)

where ni is the number of redundant components. This problem involves integer design
variables only.

2.3 Reliability-Redundancy Allocation (RRAP)

Maximize RS(r, n) = RS(r1r2, . . . , rm; n1n2, . . . , nm)

Minimize CS(r, n) = CS(r1r2, . . . , rm; n1n2, . . . , nm)
(5)

Subject to

gj(r1, r2, . . . , rm; n1, n2, . . . , nm) ≤ b
0 ≤ ri ≤ 1; 0 ≤ ni ≤ ni max; i = 1, 2, . . . ,m

r ⊂ R
+, n ∈ Z

+
(6)

The values of Rs and Cs are given in the Pareto front [4].

3 NSGA-II

The NSGA-II has been proposed in [4]. It is the MO version of the genetic algorithms
which is inspired by nature evolution. It has been successfully implemented to solve
many problems, such as design optimization, energy management, and layout problems.
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Algorithm 1 illustrates the pseudo-code of the NSGA-II implemented in the present
paper.

Algorithm 1. Pseudo-code of NSGA-II [4].
- M: population size
- N: archive size
- : max number of generations 
- Begin
- Initialize  randomly, set = , t=0.
- While t <
- = +
- Assignment of adaptation to
- = {N best individuals from } 
- MP (mating pool) ={select M individuals randomly from by appliying

a binary tournament}
- = {generate M new individuals} 
- t=t+1
- Output
- Generate non-dominated solutions from

Constraint Handling
In the literature,many techniqueswere developed to dealwith the constraints. To han-

dle the design constraints (resource limitation), the penalty function method is adopted
in the present paper [5]. The constraints are introduced to the objective function using
penalty terms. Therefore, the MO RRAP becomes as follows:

Fitness1 = −RS
(
r1, r2, . . . , rm,n1, n2, . . . , nm

) + ψ
(
r1, r2, . . . , rm,n1, n2, . . . , nm

)

(7)

Fitness_2 = CS
(
r1, r2, . . . , rm,n1, n2, . . . , nm

) + ψ
(
r1, r2, . . . , rm,n1, n2, . . . , nm

)

(8)

where ψ
(
r1, r2, . . . , rm,n1, n2, . . . , nm

)
is the penalty function, calculated as follows:

ψ
(
r1, r2, . . . , rm,n1, n2, . . . , nm

) =
∑M

j=1
φj .max(0, gj

(
r1, r2, . . . , rm,n1, n2, . . . , nm

)
)
2 (9)

where φj are the penalty factors (constant values). The values of these factors are fixed
after several tests.

4 Numerical Case Study

The investigated case study consists of a pharmaceutical plant (see Fig. 1). The NSGA-II
including the constraint handling described in Sect. 3 is used to solve this problem.

This pharmaceutical plant involves ten subsystems connected in series [6]. The raw
material is transferred from a subsystem to another one till the end of the production
line, chronologically.
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Fig. 1. Pharmaceutical plant

The MO RRAP of this pharmaceutical plant is given as follows:

Maximize RS =
10∏

i=1
[1 − (1 − ri)ni ]

Minimize CS =
10∑

i=1
C(ri)(ni + exp

( ni
4

)
)

(10)

Subject to

g1(r, n) = ∑5
i=1 C(ri)(ni + exp

( ni
4

)
) ≤ C

g2(r, n) =
10∑

i=1
vin2i ≤ V

(11)

g3(r, n) =
10∑

i=1
wi(ni ∗ exp

( ni
4

)
) ≤ W

0.5 ≤ ri ≤ 1 − 10−6, r ⊂ R
+

1 ≤ ni ≤ 10, n ⊂ Z
+

0.5 ≤ RS ≤ 1 − 10−6

where C(ri) = αi(−T/lnri)βi is the cost of the component at subsystem i, T is the
mission time, wi is the weight of the component at subsystem i. C, V, and W are the
limits of cost, volume, and weight, respectively.

In [5, 7], the problem has been investigated as a single-objective problem by taking
the overall reliability as a target. Data of this system are given in Table 1.
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Table 1. Data of the system [5, 7].

Subsystem i 105 αi βi vi wi V C W T (h)

1 0.611360 1.5 4 9 289 553 483 1000

2 4.032464 1.5 5 7

3 3.578225 1.5 3 5

4 3.654303 1.5 2 9

5 1.163718 1.5 3 9

6 2.966955 1.5 4 10

7 2.045865 1.5 1 6

8 2.649522 1.5 1 5

9 1.982908 1.5 4 8

10 3.516724 1.5 4 6

5 Results and Discussion

The implemented NSGA-II with the constraint handling was implemented using MAT-
LAB and run on a PC with Intel Core I7 (6 GB of RAM and 2.20 GHz) under Windows
7 of 64 bits. The parameters of the implemented NSGA-II are given in Table 2. These
parameters were carefully fixed after several simulations.

Table 2. Parameters of the implemented NSGA-II.

Parameters Values

Population 100

Crossover
Offspring
Mutation
Mutants
Mutation
Mutation step

0.7
2 * round(pCrossover * nPop/2)
0.4
round(pMutation * nPop)
0.02
0.1 * (VarMax - VarMin)

Figure 2 shows the obtained Pareto front for the tradeoff between the system reli-
ability and system cost. It can be observed that the redundancy and reliability of the
components which give high reliability increases the cost, i.e., highest system reliability
is more expensive. Each point corresponds to an optimal number of redundant compo-
nents and the corresponding reliabilities. The solutions of the Pareto front are optimal
and the decision-maker can choose a specific solution after deep further investigations
based on the main target.
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Fig. 2. Pareto front

6 Conclusions

MO optimization problems are complex problems that need strong solution approaches.
Artificial intelligence has contributed by proposing nature-inspired optimization algo-
rithms which can tackle these problems. This paper addressed the MO RRAP through
a pharmaceutical plant as a case study. The NSGA-II has been implemented to deal
with the problem and the penalty function has been used to handle the constraints. The
results obtained have been given in a Pareto front that helps the decision-maker choosing
an adequate solution. Future works will focus on an approach allowing to consider the
constraints as other objectives.
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Abstract. This paper designs a virtual SDN network management model con-
strained by fair and equal network management information access mechanisms
by analyzing the problems existing in the universality of existing SDN network
management models. Starting with the three-tier structure of the SDN network
management system, the main parameters involved in the network management
service function, information processing and transmission channel construction
in the system were strictly and normatively defined. The design of virtual nodes
is regarded as the core element of the network management system, and the infor-
mation transmission inside it adopts logical operation; The network management
service function and the channel for realizing the network management service
function are isolated, and the iterative search, analysis and update mechanism is
enabled in the network management information transmission channel. By con-
structing the experimental verification platform and setting the evaluation param-
eters of the system performance objectives, the scalability and timeliness of the
model were evaluated from two aspects: the deployment of network virtual nodes
and the dynamic control of network management information channels. The col-
lected experimental core evaluation parameters, the realization time of the network
management service function, can show that the dynamic distribution mechanism
of network management information can be cross-applied to each virtual node,
and the channel updatemechanismof networkmanagement information can adjust
the information processing queue in real-time. The network management system
model that has been built realizes the separation of management and control of the
networkmanagement system and has the characteristics of independent operation,
autonomous function, self-matching, rapid deployment and dynamic expansion.

Keywords: Network function virtualization · OpenFlow communication
protocol · Virtual node of a network · Channel iterative update · Separation of
network management and control

1 Introduction

Because of the current heterogeneous network environment, building an SDN-based
network management model by applying the above research results does not have strong
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universality [1–7]. The main reasons are: the research and application of computer net-
work technology are developing rapidly, new networking technologies are emerging
one after another, the research and application of network management technologies
supporting it are given priority, and faults in the technical application are inevitable
results, which is also a common phenomenon in heterogeneous network systems; The
main body of research and development and practical application of network manage-
ment technology is numerous network technology developers, and developers are used
to modelling network management system based on their own rules and products, and
there will inevitably be deviations in the implementation of unified modelling stan-
dards. Based on this main factor, according to the Network Functions Virtualization
(NFV) standard put forward by ETSI Standardization Organization, this paper firstly
determines the three-tier structure of network management, namely, user layer, service
layer and device layer, and realizes the virtualization of network management functions
and resources in the three-tier structure, and then designs the virtual network manage-
ment node structure. Applying the virtual network dynamic management and control
mechanism, introducing the concept of fair and equal network management to control
information access, a general SDN network management model is constructed, and its
performance is evaluated.

2 The Construction of Virtual Network Management Framework

2.1 Application Layer Construction

Constructing a decentralized and distributed network management system can realize
the high integration of networkmanagement information transmission, control andman-
agement. Among the three elements of the application layer, the network communication
lines can be extended to the Internet system, and the network operation management
service and network security management service can be extended to the cloud manage-
ment platform. Figure 1 shows the component set and information transmission process
of the application layer of virtualized network management services.

According to the structure diagram of the application layer and the diagram of infor-
mation transmission process shown in Fig. 1, to build the application layer of network
management service based on OpenFlow communication mechanism, firstly, it is nec-
essary to define the system configuration service (Network Management Services1,
Abbreviated as NMS1), system control service (NMS2), system performance detection
service (NMS3), information flow collection service (NMS4), information flow control
service (NMS5), safety detection service (NMS6), fault alarm service (NMS7), data
detection service (NMS8) and data analysis service (NMS9). Then, these nine service
types are identified and their attributes are marked, and the service functions of NMS1–
NMS9 are identified by P1–P9, and their service function attributes can be defined by
themselves according to certain programming rules (not listed here). Then, according to
all the element sets of the application layer, all the service functions provided by this set
are defined, which is called Virtual Network Function Element Collection, abbreviated
as VNFEC. Finally, the specific service contents of all the element sets are defined, The
main element sets of will be all service function subsets (define this subset as S), attribute
subsets of all service functions (define this subset as F), input parameter subsets between
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service functions and service function attributes (define this subset as I), output param-
eter subsets between service functions and service function attributes (define this subset
as O), The time subset of network management service function realization (this subset
is defined as T), the subset of information exchange channel established between every
two network management service functions (this subset is defined as L), and the subset
of information exchange channel connection state (that is, the channel can be started)
(this subset is defined as Q) are composed of six subsets, of which seven subsets are S,
F, I, O, T, L and Q. Figure 3 shows the information exchange process of an application
layer network function element set to complete a network management event.

VNFEC = [S;F; I;O;T ;L;Q] (1)

Fig. 1. Composition structure diagram of virtualization network management service application
layer.

2.2 Functional Layer Construction

The functional layer construction of virtualized network management system mainly
solves two problems: one is to provide network management service functions, and the



260 Z. Shu et al.

other is to provide network management service channels. To construct a functional
layer, it is necessary to define three-element sets of service function, service channel
and the connection state of channel respectively. The formation of the three-element sets
mainly depends on the determination of various parameters.

In Formula 1, the set of service function elements is defined as S, and the network
management service function identifier is defined as: (S → Sp ∈ (Sp+1 ∼ Sp+n));
The period for realizing network management service functions can be defined as T,
and the time for completing one or more network management service functions can
be defined as: (T → Tp ∈ (Tp+1 ∼ Tp+n)); the collection of software and hardware
resources managed by the network management service function can be defined as
(R → Rp ∈ (Rp+1 ∼ Rp+n)). In thewhole Sp,Tp andRp, and one-to-one relationship, the
processing process is a single channel, and when multiple events occur simultaneously,
you can selectively choose the processing process to build the channel according to the
need. when multiple events occur, each event is shared in Tp, and, due to the one-to-one
correspondence for Tp, Sp and Rp, the Sp identification and Rp resources occupied by
each event processing are shared. The benefit of this is to discard the complexity of
multi-parameter definition through design running time limit, time interval, time cyCle
adopted in many systems, reduce the parameters of the system when programming, and
ensure that the hierarchy of the system is clear.

According to the above analysis, the service function set S can be defined by formula
(2), where,Sp, T and R must be described by vectors.

S = [Sp ∈ (Sp+1 ∼ Sp+n);T(Tp ∈ (Tp+1 ∼ Tp+n));
R(Rp ∈ (Rp+1 ∼ Rp+n))] (2)

Formula (3) is the definition of the service channel element set L, among them,
Sp+i for the output identification after the completion of the previous service function,
Sp+j is the received input identification for the latter service function, O(Sp+i) is the
corresponding attribute for the output identification, and I(Sp+j) is the corresponding
attribute for the input identification. The attribute here represents the data information
processed by the corresponding service function. Formula (4) is the definition of the
input and output data information D, where E is the collection of network management
events, F is the collection of network service function attributes, and k is the definition
rules for the VNFEC set of all service functions of the virtual network management
system. The parameters in the above formula are all vector representations.

L ∈ (Sp+i, Sp+j),LF = O(Sp+i) ∩ I(Sp+j) (3)

D = [E;F; k;LF ] (4)

Only when the service channel is opened can all kinds of service functions play a
role in sequence. In formula (1), the channel connection state element set is defined as
Q(a dynamic collection). Q0 for the initial channel connection state, Qe and Qe−1 is the
channel connection state for the first and previous event, then Qe can be defined as:

Qe = G ∗ (Qe−1) + H ∗ G(s × s) (5)
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In formula (5), G represents a vector matrix consisting of the number of all service
channels and the number of all service functions in the designed functional layer; H
represents a vector matrix consisting of the number of actually needed service channels
(1) and the number of actually needed service functions (s) in the event; the vector
G(s × s) represents the matrix of s × s dimension.

Whether the service channel is on or off can be defined by G(i, j) definition, which
L(i, j) represents the connection state of the previous service functionwith the subsequent
service function, G(L(i, j)) describes a certain connection, and the connection state
L(i, j) is represented by the vector-matrix, with only two values: either connected or
disconnected.

2.3 Equipment Layer Construction

In Fig. 1, the devices in the device layer are mainly divided into two categories: net-
work switching devices and network analysis and operation devices. These two types
of devices will be virtually applied in the network management system, so they need to
be described abstractly. Therefore, these devices first need to be defined by multi-angle
configuration parameters like the set elements in the application layer and the func-
tional layer. Then define the resource allocation mechanism for service functions and
the resource allocation mechanism for service channels.

The number of functional processes that devices can accept can be defined as C.
The entire content of network management resources can be completely defined by
formula (6), in which c is the mapping function of t (the time of network management
service function realization) and r (the network management resource set), which can
be expressed by (c: T → R), and the constituent elements in T and R sets have been
defined in the previous functional layer construction. It should be noted that the specific
information of these devices, such as themodel, function and performance of the devices,
should not be defined here.

R = [Rp ∈ (Rp+1 ∼ Rp+n); c(cp ∈ (cp+1 ∼ cp+n))] (6)

The resource allocation of service channels also needs to be defined by constructing
element sets. Its main components include four-element sets: service function set S,
service channel set L, priority of service function operation X and allocation process
function Y of network management resources. If the service channel resource allocation
set is defined as V, then formula (7) can describe the network resource requirements.

V = [S;L; x; y] (7)

3 Application of Fair Peer-to-Peer Access Mechanism

3.1 Design Fair Peer-to-Peer Access Mechanism

The application of peer-to-peer information access mechanisms in network manage-
ment and control is the basis of a dynamic combination of network management service
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functions. The key part of fair and peer-to-peer information access mechanism applica-
tion lies in the virtual network management node in the network management service
channel. That is to say, the key to the application of a fair and equal information access
mechanism is to design virtual network management nodes, and to realize the inter-
connection between virtual network service nodes in a fair and equal way is the main
goal.

Fig. 2. Network management service virtual channel structure diagram.

To design a virtual network management node, firstly, the functional attributes of
network management services need to be uniformly encapsulated. The premise that the
functional attributes of network management services can be encapsulated is that it is
a kind of data information. Under the platform of big data and cloud computing, the
best way to uniformly encapsulate information is to express information in the form
of granularity, and Granular Computing (GRC) must be carried out before information
encapsulation [8].

The application of granularity and the definition of data I/O interface are the key
strategies for the construction of virtual network management nodes and the connection
of virtual network management nodes. Figure 2 shows the virtual channel structure
diagram of network management service based on a fair peer-to-peer access mechanism
and the internal structure diagram of a single virtual node.

3.2 The Internal Structure Design of Virtual Nodes

In the internal structure of the virtual node, the information flow representation and
the operation process of input and output all adopt logical operation mode, which is
completely different from the coding operation mode commonly used in other software
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Fig. 3. Diagram of the process of dynamic device connection and information processing and
transmission by virtual nodes.

system designs. The realization of its network management service function is mainly
based on the unified planning operation strategy, which is the key operation organizer
of the network management service function operation strategy. Running policies are
planned for different service functions, connectionmodes betweenvirtual nodes, descrip-
tions of input and output information, etc. They are also a set, which can be expressed
by using As, and a collection of running policies for a service feature can be defined as
As = [Asp ∈ (As(p+1) ∼ As(p+n))].

The input and output flow of network management information flow in a vir-
tual node mainly consists composed of four elements, single operation policy Asp,
the information transmission channel Lsp, policy execution part and network manage-
ment service function Sp; the control parameters to be defined are mainly t and tmax;
the main logical operation data information includes operation policy start instruction
λsp ∈ (λs(p+1) ∼ λs(p+n)), input information Is(p+1) ∼ Is(p+n), and output informa-
tion Os(p+1) ∼ Os(p+n), Fig. 3 shows an information operation transmission process
of network management virtual nodes, wherein the information transmission channel
Is(p+1) ∼ Is(p+n) provides processing information to the policy execution part through
logical operation, the operation execution process As(p+1) ∼ As(p+n) defined by the pol-
icy execution part and the processed output interface. The policy execution component
also needs to complete the data information packaging, the operation and processing
rule setting of the service function, the establishment of the connection channel of each
virtual node, and the construction of the internal communication mechanism.

3.3 Dynamic Control Strategy of Network Management Information Channel

The operation strategy of the whole networkmanagement system and the processing and
transmission of network management event information not only need to provide the
information transmission channel but also need to introduce themanagement and control
mechanism of the channel, which can be realized through the overall deployment of the
network management channel. For the deployment of network management channels,
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first of all, it is necessary to formulate the deployment rules of transmission channels for
networkmanagement function information and operation strategy information and apply
the corresponding scheduling update rules to realize the overall dynamic management
and control, so that it can have limited intelligent management. Figure 4 shows the
dynamic deployment plan of the whole information transmission channel of the network
management system.

Fig. 4. Dynamic deployment planning strategy of the whole channel of information transmission
in a network management system.

The management and control of the network management event information trans-
mission channel mainly depend on the realization of the network management event
processing scheduling update mechanism shown in Fig. 5, and its dynamic performance
is mainly reflected in the t(max) judgment conditions of the queue task analysis module.
The management and control of the operation policy information transmission channel
mainly depend on the operation policy set and the policy execution component shown in
Fig. 6. By formulating the operation policy rules, the dynamic update instructions of the
operation policy channel are analyzed and calculated, and the construction of the policy
channel update set is completed, thus realizing the redeployment of the entire network
management channel. This is also the key to the dynamicdeployment of networkmanage-
ment information transmission channels. Here, the information transmission channels
of the whole network management system can be defined in detail, in which the network
management event transmission channel can be defined as Lsp ∈ (Ls(p+1) ∼ Ls(p+n))],
the running policy channel set can be defined as Lap ∈ (La(p+1) ∼ La(p+n))] when the
two channels are dynamically updated, their range of values adjusts dynamically.

4 System Performance Verification

4.1 System Scalability Verification

The system scalability experiment mainly verifies the deployment mechanism of net-
work virtual nodes. On the premise that 200 network management service events happen
at the same time, the experiment sets these 200 network management service events as
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five parallel processing sets (five parallel processing sets match five network manage-
ment servers and five virtual nodes at most; Each set handles 40 combined network
management service events, aiming at the simultaneous parallel processing capability of
the system and the combined capability of network management function services), and
configures multiple network management data information processing servers (actually,
the networkmanagement information processing nodes corresponding tomultiple virtual
nodes are the combination of virtual nodes and network management processing nodes;
The purpose is to provide the information processing and operation ability suitable for
large-scale network system management, essentially providing multiple CPUs).

The experimental results show that the number of virtual nodes and correspond-
ing servers is small, and the time from the occurrence of network management events
to the start of network management event processing is the longest. Because the net-
work management service events are divided into many single events, the advantages of
fully opening the processing queue are not fully reflected, and it takes the longest time
from the start of network management event processing to the completion of network
management event processing. With the increasing number of virtual nodes and the
corresponding servers, the corresponding network management events are dynamically
distributed to the corresponding processing units, and the factors of uncertain time con-
sumption for different network management functions are counted, realization in case of
change of network management event handling and scheduling mode and the dynamic
distribution mechanism is cross-applied to different virtual nodes. Therefore, the time
from the occurrence of network management events to the start of network management
event processing and the completion of network management event processing shows
a steady downward trend. The network management system model designed in this
paper fully embodies the centralized management of network management functions
and the distributed control of network management information transmission channels.
The mechanism of combining and publishing network management events can be suc-
cessfully realized. The virtualized network management information processing units
are closely connected, the dynamic association increases or decreases the deployment
of network management information processing units is flexible, and the expansion
performance of the whole system is superior.

4.2 System Timeliness Verification

The system timeliness experiment is mainly aimed at verifying the dynamic control
mechanism of the network management information channel. The experiment is also
based on the premise that 200 network management service events occur at the same
time, and five parallel processing sets are set, and multiple network management data
information processing servers are configured to record the running time of the network
management system and the realization time of network management service functions.

The experimental results show that, under the condition that the policy channel update
mechanism is not enabled, because five virtual nodes and five network management
servers are started to operate, the experimental results are the same as those in the
timeliness verification experiment. In the role of the policy channel update mechanism,
more network management events will be added to the information processing queue in
time, and it will have the ability to deal with some network management emergencies.
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Fig. 5. Diagram of time-consuming change state of network management service function
realization under the condition of virtual node setting change.

Fig. 6. Diagram of time-consuming change state of network management service function.
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5 Conclusion

According to NFV standard, taking the internal structure design of virtual nodes as
a breakthrough, this paper constructs a universal virtual SDN network management
model by introducing logical operations to control information transmission, classify and
dynamically control networkmanagement information channels. Themain achievements
of the research work include:

(1) The network management functions and resources of the network management
system are virtualized; All network management functions are centralized manage-
ment, and network management information transmission channels are distributed
applications.

(2) The networkmanagement service channel based on a fair peer-to-peer accessmech-
anism, which encapsulates network management data information in a container
virtual way, can flexibly handle multiple network management service functions.

(3) The number of processing functions and processing time of virtual network man-
agement nodes are relatively fixed, which can better analyze the network state
information and network operation state in real-time; Extensible interfaces for
managing network service functions, service channels and resources can realize
the construction of flexible network management system.

(4) The virtual network management node adopts logical operation to construct the
input and output channels of internal information, which simplifies the structural
complexity of the mathematical model and improves the running efficiency of the
system.

(5) The independent, dynamic, and combined construction of the two information trans-
mission channels of operation strategy and network management events is also the
key to the construction of a virtual network management system.
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Abstract. Aiming at the difficulty of networkmanagement due to the coexistence
of traditional BGP network and new SDN network, this paper proposes a routing
update algorithmwith clear interdomain structure and network exception handling
ability. By defining SDN, BGP-SDN fusion and BGP three network domains, a
packet transmission path with route discovery and update capability were formed
through the three network domains in sequence. On the premise of reducing the
communication delay range, the route update delay is set, and the exception han-
dlingmechanism is introduced. Specify themaster controller tomake the Interzone
routing control rules and make routing updates a key parameter in the data flow
table of border switches. The algorithm firstly ensures the absolute unimpeded
communication between network domains, provides a reliable time guarantee for
network exception handling, enhances the connection between control servers
between network domains and between control servers and boundary switches,
and improves the synchronization of multiple links in network communication.
By using Mininet to build a simulation experiment platform, the reliability and
feasibility of the proposed algorithm are verified from the perspectives of data
packet loss and Interzone route update delay, and it is suitable for application and
implementation in the current Internet environment.

Keywords: Software defined network · Border gateway protocol · OpenFlow ·
Computer network domain · Domain controller

1 Introduction

The main application of the computer network domain is the BGP network protocol.
The BGP network mainly works out discovering the next routing node independently
and following consistent communication rules within a defined domain and among con-
stituent domains. In theBGP inter-domain boundary routing protocol, the routing control
is mainly based on the IP address from the communication destination, and the selec-
tion of routing path is derived from adjacent routers. In addition, the transparency and
intuition of the routing algorithm are not strong [1].

In the SDN frameworkmode, themain existing problems are reflected in the updating
process of routing paths between network domains. The information loss of data stream
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(namely packets) transmitted between network domains occurs from time to time. The
most fundamental reason is the mixed application of traditional network and SDN net-
work technology. The key point of the problem is that the two network management
modes have different setting strategies for packet transmission control parameters. In
fact, there is no relatively consistent standard for constraint [2–4].

Herein, based on the premise of a clear definition of traditional network domain
(Route discovery technology which mainly refers to route discovery technology with
BGP border Gateway protocol as the core), SDN network domain and BGP-SDN fusion
network domain, and based on the application of route update mechanism in SDN net-
work domain, according to the principle of collaborative and consistent interdomain
route discovery, The consistency of routing update policies of three types of Interzone’s
is constrained to achieve the goal of no packet information loss from the whole mecha-
nism. At the same time, by constructing a standard SDN architecture model and intro-
ducing the improved algorithm under its model framework, simulation experiments are
carried out from the perspectives of packet loss in data transmission and routing update
delay between network domains to verify the reliability and feasibility of the algorithm
proposed in this paper.

2 Implementation of the Algorithm in this Paper

To prevent packet loss or network communication interrupt, two key problems need to
be solved. One is relatively independent of each domain control server, data packets in
asynchronous problem, the other is that the SDN network communication mechanism
and BGP do not match the network communication mechanism, which temporarily
interrupts the network communication problems (Fig. 1).

Fig. 1. Interzone routing discovery and update policy and packet transmission path design process
proposed in this paper.



Research on Interdomain Routing Control in SDN Architecture 271

As for the effective fusion of SDNnetwork communicationmechanism andBGPnet-
work communicationmechanism, themain solution is to design a highlymatched control
algorithm between SDN and BGP Network management control policy, focusing on the
design of a master control server that can coordinate the control of all inter-domain con-
trol servers and synchronize the same task. The main process of the algorithm includes:
(1) master control server to send all the network domain “after submit inter-domain rout-
ing updates available path” information, the information is changed after routing updates
main path information, the information sent by the included in the “all requirements of
the network domain has confirmed to receive offers available transmission path to apply
for” information, only in the network domain feedback after all complete information,
The master server will initiate the next command. In this step, the master controller col-
lects statistics on the SDN network domain, BGP and SDN fusion network domain, and
BGP network domain components involved in route updating. (2) The master control
server first sends the request of “Enabling interdomain routing to update available paths”
to all SDN domains. After receiving the request, the control server in the SDN domain
sends the enable instruction to the boundary switch in the domain. The boundary switch
completes the parameter update in the data flow table. The in-domain control server
feedback the received and completed instructions to the master control server. (3) In
the same way as the second step, the master controller sends the request of “Enabling
interdomain routing to update available paths” to all BGP-SDN fusion domains, and
completes all corresponding instructions with the cooperation of the intra-domain con-
trol server and the intra-domain boundary switch. (4) In the same way as in the second
step, the master controller sends the request of “Enabling Interzone routing to update
available paths” to all BGP network domains, and directs the intra-domain control server
and intra-domain boundary switches to complete corresponding instructions.

In the above process, performed by the master control server to set an information
exchange round-trip time limit (defined as routing update delay), make sure that the
network domain control server and boundary switch when performing routing update
instruction, will be the last time the configuration parameter, reset all the data in ensuring
accurate routing updates instruction execution at the same time, To a certain extent, it
can also improve the synchronization of each operation process. TF−J are mentioned in
the algorithm of the concept of routing updates, its exact meaning is according to the
prescribed three kinds of a network domain, must first be connected from the source to
the target network between domains, independent SDN network domain, BGP - domain
SDN fusion, BGP network domain three packet transmission path (so that we can ensure
that network system without a cross-domain communication no difference to the target
domain), Then, according to the actual status of the network environment, a transmission
path that can complete the packet transmission process is constructed according to the
sequence of “SDN network domain → BGP-SDN fusion domain → BGP network
domain”. In the definition of process flow of source network domain → SDN network
domain→BGP-SDN fusion domain→BGPnetwork domain→ target network domain
must be considered complete. Figure 2 shows the algorithm flow in this paper.
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Fig. 2. Flow chart of Interzone routing update algorithm proposed in this paper.

To realize the above algorithm, the control server set corresponding to the defined
network domain set Wsdn, Wbgp, SWsdn, BWbgp and Ws−b needs to be defined first,
which can be defined as Fsdn, Fbgp, SFsdn, BFbgp and Fs−b according to the sequence of
the above network domain set SWsdn, BWbgp,Ws−b, SFsdn, BFbgp and Fs−b.When the
algorithm is implemented, it only needs to define the updated parameters. The parameters
before the update can be defined by initializing the updated parameters.

In the master control server, it is also necessary to define some control information
of interdomain routing updates. According to the algorithm flow mentioned above, the
control information updated for the four main Interzone routes can be defined as IF−J
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(from the master control server), Isdn (from the control server in the SDN domain), Is−b

(from the control server in the BGP-SDN fusion domain), and Ibgp (from the control
server in the BGP domain). In the whole network system, a packet transmission task
to be completed can be defined as KD(WA → WB), and the master control server can
be defined as FKD. If the control server in the information source domain is specified
as the master server, it needs to be defined FA ∈ FKD. Based on the above analysis,
the algorithm needs to be designated as the master control server, SFsdn is the SDN
intra-domain control server, BFbgp is the BGP-SDN intra-domain control server, and
the BGP intra-domain control server as FKD. In addition to the function of formulating
routing update policies, other intra-domain control servers can implement routing update
policies.

To ensure that the entire network system WA → WB. In the control part, the algo-
rithm proposed in this paper emphasizes that on the premise of clearly defining three
types of network domains, transmission parameters must be set strictly in the order of
“SDN network domain→ BGP-SDN fusion domain→ BGP network domain”, and the
execution of instruction tasks must be completed in order. The transmission parameters
of SDN network domain must be set first based on: In the current application of the
network system, the processing leading network management status of SDN is network
communication mechanism, and BGP network communication mechanism is mainly
applied to traditional network system (the mixture, heterogeneous network system is the
current network management must face the situation), because the SDN is obviously
better than the BGP network management system of network management mechanism,
therefore, As long as SDN technology is used in a network domain, it should be used
preferentially, and the priority level of pure SDN network domain should be set to the
highest.

How do you implement WA → WB The goal of normal network communication to
W can be verified by elimination. If the communication between WA and WB cannot
be achieved. There must be at least one boundary switch in the whole network. At
a certain point in time (or period), it is impossible to ensure smooth communication
between theWA → SWsdn → Ws-b → BWbgp → WB network domain sets in sequence.
If the boundary switch with possible problems is defined Fe, the reliability of network
communication can be finally concluded by finding out the relationship with some key
network domain sets and judging whether the inter-domain transmission of packets can
be realized. The verification and analysis process is as follows:

(1) Fe does not belong to SWsdn Y BWbgp the domain set, which means Fe is not
in the network system to which the study belongs. During routing updates, Fe is
impossible to receive anydata packets, andFe the possibility of forwarding incorrect
data packets does not exist. Even if Fe packets forwarded are irrelevant to this task,
inter-domain data packet transmission can be realized WA → WB.

(2) Fe belongs to the domain set but does not belong to BWbgp the domain set. Before
routing update, Fe is impossible to receive any data packets; When the second step
process of the algorithm in this paper is started, Fe the second step process algo-
rithm cannot be directly enabled. However, after adjustment through the feedback
mechanism, data packet transmission can be realized. Theoretically, at least, we
can know how to realize WA → WB inter-domain data packet transmission.
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(3) Fe belongs to the SWsdn I BWbgp domain set, which means that the Fe routing
update path provided by one of the domain sets is adopted in two stages SWsdn or
BWbgp to realize WA → WB inter-domain packet transmission.

(4) Fe does not belong to the SWsdn domain set but belongs to the BWbgp domain set.
Before routing update, it means that Fe interdomain packet transmission is realized
WA →WB through the routing transmission path provided by the domain set in two
stages. Before routing update,BWbgp domain set starts the packet transmission path;
SWsdn domain collection starts the packet transport path before routing updates.

Through the above assumption Fe and the network state, the relation of four domain
sets of packets can be seen fromWA → WB an analysis of the network communication
results, Fe impossible to interrupt transmission in the network communication between
WA → WB domain problems, also proved the reliability of the algorithm in this paper,
at the same time, also verified Fe must belong to the above definition of one of the four
control server, there is no possibility of a problematic boundary switch.

3 Experiment and Discussion

3.1 Experimental Platform

In the constructed experimental platform, TCP communication protocol (UDP commu-
nication protocol can also be used) is the main communication mode between the four
types of intra-domain control servers. Some literature points out that the high efficiency
of data communication can be guaranteed by using distributed technology [5–7]. The
virtual network simulation tool Mininet was used to configure the OpenFlow bound-
ary switch [8], and the algorithm in this paper was planted in the master control server
and three types of domains. Data packet transmission required in the experiment was
completed by network performance testing tool Iperf [9].

3.2 Data Packet Loss Verification

The experiment sends data packets (mainly image files and video files) to the target
network domain from the information source through the master control server, and the
transmission of data packets is successively through L1–L2–L3–L4–L5–L6–L7 Channel,
packets are encapsulated through UDP communication mechanism, and packets are set
in two encapsulation modes of 1400 bytes and 20 bytes (at the same time, the purpose of
using 20 bytes to encapsulate packets is to provide higher data transmission rate for the
experiment). The sending data rate is divided into eight levels and increases successively.
The main verification parameters are the number of data packets lost and packet loss
rate, and the number of abnormal processing packets and exception processing rate.
Main evaluation index parameters, experimental condition parameters and experimental
result parameter values are shown in Table 1.
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Table 1. Statistical table of simulation results under successively increasing data transmission
rates using two packet encapsulation methods.

Packet
encapsulation

Data send
rate

Data
packets
received

Number
of lost
packets

Packet
loss rate
(%)

Number of
abnormal
processing
packets

Abnormal
packet
processing
rate (%)

1400-byte 100 Mbps 9723 0 0 0 0.000

200 Mbps 18412 0 0 3 0.016

300 Mbps 26436 0 0 12 0.056

400 Mbps 35218 0 0 15 0.043

500 Mbps 44929 0 0 27 0.060

600 Mbps 52194 0 0 42 0.080

700 Mbps 61875 0 0 51 0.082

800 Mbps 69157 0 0 68 0.098

20-byte 1.0 Gbps 34517 0 0 102 0.30

1.2 Gbps 36254 0 0 157 0.43

1.3 Gbps 36572 0 0 136 0.37

1.4 Gbps 36925 0 0 118 0.32

1.5 Gbps 38073 0 0 103 0.27

1.6 Gbps 41128 0 0 98 0.24

1.7 Gbps 42576 0 0 92 0.21

1.8 Gbps 43914 0 0 84 0.19

3.3 Verifying Interzone Route Update Delay

In the experiment, data packets (with different sizes of transmission files) were sent
from the source network domain to the target network domain through themaster control
server, and the data packetswere transmitted throughL1–L2–L3–L4–L5–L6–L7 Channel,
packets are encapsulated by THE CTP communication mechanism. The average rate of
sending data is divided into sixteen levels and increases successively. Themain statistical
verification parameter is the average transmission rate (SS), transfer file size (DS), routing
update times (RS), the normal transmission delay of data packets (TS), route update delay
(TF-J ), the delay increased by routing update (T�). Main evaluation index parameters,
experimental condition parameters and experimental result parameter values are shown
in Table 2.
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Table 2. Statistical table of simulation results for different incoming files with successively
increasing data transmission rates.

SS(Gbps) DS(G) RS(b) TS(s) TF-J (s) T�(s)

0.80 5.69 11 58.94 59.01 0.07

0.90 6.87 8 59.16 59.28 0.12

1.00 7.56 10 56.73 56.84 0.11

1.10 8.43 9 61.37 61.55 0.18

1.20 9.20 10 60.54 60.74 0.20

1.30 10.14 9 62.05 62.20 0.15

1.40 11.75 8 59.66 59.84 0.18

1.50 12.69 11 60.98 61.19 0.21

1.60 13.51 9 58.61 58.74 0.13

1.70 14.18 10 61.32 61.48 0.16

1.80 21.32 8 62.81 63.03 0.22

1.90 25.43 11 60.17 60.36 0.19

2.00 28.97 9 59.93 60.17 0.24

4.00 36.16 9 61.54 61.90 0.36

8.00 49.71 11 60.12 60.43 0.31

12.00 69.36 10 60.96 61.61 0.65

3.4 Discussion of Experimental Results

The data packet loss detection experiment is mainly to verify whether the proposed
algorithm can transfer files from the information source to the target network domain
under the co-existence of multiple network domains. With the continuous increase of
packet transmission rate, all the packet loss rates shown in the experimental results
are 0%, which further verifies the correctness of the theoretical analysis mentioned
above. Of exception handling the number of packets, is, in fact, this algorithm’s ability
to perform routing update test, under the condition of giving a large amount of data
transmission, almost under the different data transmission rate, all collected complete
exception handling the total number of packets, illustrates the proposed routing update
policy has played a role; If the number of exception processing packets is not too large, it
indicates that the algorithm in this paper can independently find idle transmission paths,
and the design requirements of Interzone route discovery can be realized.

In the experiment of interdomain routing delay detection, the delay length increased
by routing update can verify the efficiency of the proposed algorithm. Experimental
results show that in the process of packet transmission, the number of route updates
is not high and remains relatively stable, indicating that the algorithm is very accurate
and fast to find the switch on the idle boundary of the transmission path. Most of the
implementation of route updates does not enable the exception handling strategy, which
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makes the route update delay is not long. In the process of a routing update, the added
delay is not long, and with the continuous increase of packet transmission rate, The
value increase of T� is not significant and has little impact on the normal transmission
of packets. The results not only further verify the effectiveness of the routing update
strategy but also apply to the current constantly developing Internet environment.

In the routing update, the parameters of the data flow table of the boundary switch are
mainly set for the part that generates the update, which reduces the space occupation of
the internal register in the switch. In the process of data transmission, only the commu-
nication delay between the master control server and each network domain server and
the communication delay between each network domain server and the corresponding
domain boundary switch are defined, which improves the synchronization of multiple
processing links in packet transmission. The implementation of the algorithm is mainly
accomplished through the master control server, which does not add too many appli-
cation functions in the SDN module, BGP module, other control servers in the domain
and boundary switch, greatly simplifying the subsequent development and application
complexity.

4 Conclusion

Based on the definition of network domain and the relationship between domains, this
paper takes route discovery and key problem solving as the main breakthrough direction
and proposes an algorithm to control routing updates between network domains under
the Framework of SDN.

(1) In the BGP and SDN converged network domain, the communication protocols are
inconsistent, and the control server configuration is relatively independent, which
is the main cause of data transmission packet loss and network communication
interruption between network domains.

(2) Whether in the BGP network domain or the SDN fusion network domain, the
configured interdomain routing discovery control server must be based on the SDN
network communication rules.

(3) In the whole network system, deploy an Interzone routing update master control
server, which can effectively prevent the abnormal phenomenon caused by the
abnormal processing process of network communication.

(4) Define clearly the network domain and set the transmission parameters in the data
flow table of the boundary switch according to the correct sequence of a pure
SDN network domain, BGP-SDN fusion network domain, and pure BGP network
domain, which is the key to realize the non-loss transmission of packets between
network domains.

Based on the coexisting simulation experiment platform of the SDN and the BGP-
SDN technology, the above conclusions are verified and show that the set between
the source domain and target network domain packet transmission path, control of the
transmission in the process of data packet loss, the phenomena of routing updates time
delay is short, the algorithm has high reliability and feasibility.
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Abstract. A human action recognition network (AE-HRNet) based on high-
resolution network (HRNet) and attention mechanism is proposed for the problem
that the semantic and location information of human action features are not suffi-
ciently extracted by convolutional networks. Firstly, the channel attention (ECA)
module and spatial attention (ESA)module are introduced; on this basis, new base
(EABasic) and bottleneck (EANeck) modules are constructed to reduce the com-
putational complexity while obtaining more accurate semantic and location infor-
mation on the featuremap. Experimental results on theMPII andCOCOvalidation
sets in the same environment configuration show that AE-HRNet reduces the com-
putational complexity and improves the action recognition accuracy compared to
the high-resolution network.

Keywords: Deep convolutional network · Human motion recognition · High
resolution network · Attention mechanism

1 Introduction

Human action recognition is an important factor and key research object for the devel-
opment of artificial intelligence. The purpose of human action recognition is to pre-
dict the type of action visually. And it had important applications in security moni-
toring, intelligent video analysis, group behavior recognition and other fields, such as
the detection abnormal behavior in ship navigation and the identification of dangerous
people in the transportation environment of subway stations. Other scholars had applied
action recognition technology to smart home, where daily behavior detection, fall detec-
tion, and dangerous behavior recognition were getting more and more concentrate from
researchers.

Literature [1] proposed an improved dense trajectories (referred to as iDT), which is
currently widely used. The advantage of this algorithm is that it is stable and reliable, but
the recognition speed was slow. With the innovation and development of deep learning
technology, the method of image recognition had been further developed. Literature [2]
had designed a new CNN (Convolutional Neural Network) action recognition network-
3D Convolutional Network, This net extracted features from both temporal and spatial
dimensions and performs 3D convolution to capture motion information in multiple
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adjacent frames for human action recognition. In the literature [3], a two-stream expan-
sion 3D convolutional network (referred to as TwoStream-I3D) was used for feature
extraction. And in literature [4], Long Short-Term Memory (referred to as LSTM) had
been used.

In papers that use the two-stream network structure, researchers have further
improved the two-stream network. The literature [4] used a two-stream network struc-
ture based on the proposed temporal segmentation network (TSN) for human action
recognition, literature [5] used a deep network based on learning weight values to rec-
ognize action types, literature [6] uses a ResNet network structure. As the connection
method of dual-stream network, and the literature [7] used a new two-stream that is
three-dimensional convolutional neural network (I3D) based on a two-dimensional con-
volutional neural network to recognize human actions. These types of deep learning
methods lead to a significant increase in the accuracy of action recognition.

All the above improvements were based on convolutional neural networks, and the
spatially and temporally based self-attentive convolution-free action classification meth-
ods had been proposed in the literature [8], which could learn features directly from
frame-level patch sequence data. This type of method directly assigned weight values
through the attention mechanism, which increases the complexity of model processing
and ignores the structural information of the picture itself during pre-processing and
feature extraction.

For human behaviour action recognition in video data or image data, both need to
transform the data carrier into sequence images, then recognizing human actions in static
images can be transformed into an image classification problem. The advantage of the
convolution method applied to the action classification in the image is that it could learn
through hierarchical transfer, save the reasoning and performnew learning on subsequent
levels, and feature extraction had been performed when training the model. There was
no need to repeat this operation. However, on those data which was not pre-processed, it
was not possible to rotate and scale images with different scales, and the human features
extracted using convolution operations do not reflect the overall image description (e.g.,
“biking” and “repairing” may be divided into one category), so it is necessary to use
attention network to recognize local attribute features.

Based on the above research, the action recognition in this paper uses high-resolution
networkHRNet as the basic network framework, at the same time,making improvements
to the basicmodules of HRNet, and improving theHRNet basemodule by using Channel
Attention and Spatial Attention to further increase the local feature information extracted
from the feature maps, besides, allowing the feature maps exchange with each other in
terms of spatial information. At the same time, the fusion output of HRNet has been
improved. We have designed a fusion module to perform gradual fusion operations on
the output feature maps, and finally output the feature maps after multiple fusions. The
main work of this paper is as follows:

(1) Designed the basic modules AEBasic and AENeck which integrate the attention
mechanism. While extracting image features with high resolution, it improves the
weight of local key point information in image features, reduces the loss caused by
key point positioning, and has better performance than the HRNet network model.
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(2) Compared with the original three outputs of HRNet, we designed a new fusion
output method, fused the feature maps layer by layer to obtain more sufficient
semantic information in the feature maps.

2 Overview of HRNet and Attention Mechanism

2.1 HRNet Network Structure

The HRNet network structure started with the Stem layer, as shown in Fig. 1. the Stem
layer consists of two stride-2 3 * 3 convolutions. After the Stem layer, the image reso-
lution reduced from R to R/4, while the number of channels changed from RGB three
channels to C. as shown in Fig. 1. The main body of the structure was divided into
four stages, while containing four parallel convolutional streams, the resolution R in the
convolutional stream is R/4, R/8, R/16 and R/32, respectively, and the resolution is kept
constant in the same branch. The first stage contains four residual units consisting of a
bottleneck layer of width 64, followed by a 3 * 3 convolution that changes the number
of channels of the feature map to R. The second, third and fourth stages contain 1, 4 and
3 of the above modules, respectively.

In the modular multi-resolution parallel convolution, each branch contains 4 residual
units, each residual unit contains two 3 * 3 convolutions of the same resolutionwith batch
normalization and nonlinear activation function ReLu. the number of channels in the
parallel convolution stream is C, 2C, 4C, 8C, respectively.

Fig. 1. HRNet structure.

2.2 Attentional Mechanisms

The attention mechanism plays an important role in human perception. For what is
observed, the human visual system does not process the entire scene at once, but selec-
tively focuses on a certain part so that we can better understand the scene. Also in the
field of Machine-vision, using the attention mechanism can make the computer better
understand the content of the picture. The following describes the channel attention and
spatial attention used in this paper.
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Channel Attention. For a channel feature map F(X ) ∈ RC∗H∗W ,the feature map has
height H and width W and contains C channels. In some learning tasks, not all channels
contribute equally to the learning task, some channels are less important for this task,
while others are very important for this task. Therefore, computer needs to assign channel
weights according to different learning tasks.

Literature [9] proposed SENet, a channel-based attention model, as shown in Fig. 2.
Through compression (Fsq) and excitation (Fex) operations, the weightω of each feature
channel was calculated. The weight ω of the feature channel is used to indicate the
importance of the feature channel. and the learned feature channel weights ω vary for
different learning tasks. Subsequently, the corresponding channel in the original feature
map F is weighted using the feature channel weight ω, that is, each element of the
corresponding channel in the original feature map F is multiplied by the weight to
obtain the channel attention feature map (X̃ ). In short, channel attention is focused on
“what” is a meaningful input image. The larger the feature channel weight ω, the more
meaningful the current channel; conversely, if the feature channel weight ω is smaller,
the current channel is meaningless.

Fig. 2. SENet structure.

Spatial Attention. In the literature [3–7], researchers had used a model based on a
two-stream convolutional network and made improvements on the original, using the
improvedmodel for image feature extraction, which had improved the accuracy of action
recognition but still essentially uses convolution to extract image features.

When performing the convolution operation, the computer divides the whole image
into regions of equal size and treats the contribution made by each region to the learning
task equally. In fact, each region of the image contributes differently to the task, thus each
region cannot be treated equally. Moreover, the convolution kernel is designed to capture
only the local spatial information, but not the global spatial information. Although the
stacking of convolutions can increase the receptive field, it still does not fundamentally
change the situation, which leads to some global information being ignored.
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Fig. 3. CBAM spatial attention module.

Therefore, some researchers have proposed the CBAM (Convolutional Block Atten-
tionModule) model [10], which uses the spatial attentionmodule to focus on the location
information of the target, and the area with prominent significance for the task increases
the attention, while the area with less significance is Reduce attention, as shown in Fig. 3.

3 Action Recognition Model Based on Attention Mechanism

The performance improved by modifications on the convolutional network only can no
longer meet the needs of the study, inspired by the literature [10–12], we choose to fuse
the convolutional neural network and the attention mechanism to improve the network
performance.A high-resolution network,HRNet, is used in the literature [13] tomaintain
the original resolution of the image during convolution and reduce the loss of location
information, so we add attention mechanisms to the selected HRNet network model and
propose an action recognition model based on channel attention and spatial attention
mechanisms, AE-HRNet (Attention Enhance High Resolution Net).

3.1 AE-HRNet

AE-HRNet inherits the original network structure of HRNet, which contains four stages,
as shown in Fig. 4. The reason for using four stages is to let the resolution of the feature
map decrease gradually. Due to the adoption of a substantial downsampling operation,
which leads to the rapid loss of details such as location information and human action
information in the feature map, it is difficult to guarantee the accuracy of the prediction

Fig. 4. AE-HRNet structure.
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even if the feature information is learned from the blurred image and then restored by
upsampling the image. Therefore, in each stage, parallel branches with 1, 2, 3, and 4
different resolutions and number of channels are used to maintain the high resolution
of the image while performing the downsampling operation, which allows the location
information to be retained.

The specific processing of the AE-HRNet network model is as follows.

(1) In the pre-processing stage, the resolution of the image is unified to 256 * 256, and
two standard stride-2 3 * 3 convolutions are used, so that the input resolution is 1/4
of the original resolution, at the same time, number of channels becomes C.

(2) Take the pre-processed feature map as the input of stage 1, and extract the feature
map through 4 EABasic modules.

(3) In the following three stages, EANeck pair features with different resolutions (1/4,
1/8, 1/16, 1/32) and channel numbers (C, 2C, 4C, 8C) are used respectively Figure
for feature extraction.

The basic network architecture used in our experiment is HRNet-w32. The resolution
and the number of channels will be adjusted between each stage. At the same time, the
feature maps between the resolutions will also be exchanged and merged to form a
feature map with richer semantic information.

3.2 ECA (Enhance Channel Attention) Module

The structure of ECA (Enhance Channel Attention) module is shown in Fig. 5, firstly,
the convolved feature maps are pooling by Max Pooling and Avg Pooling respectively.
In order to maximize the retention of image features, we use both Max Pooling and Avg
Pooling; then we use two 1 * 1 convolutions on the pooling feature maps; next, we add
those two feature maps and use the Sigmoid activation function to obtain the channel
attention feature map with dimension C * 1 * 1. Finally, multiply the channel attention
feature map Fc with the original feature map F , and reduce the output dimension to
C * H * W to get the new feature map.

Fig. 5. ECAttention module.
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3.3 ESA (Enhance Spatial Attention) Module

The ESA (Enhance Spatial Attention) module is shown in Fig. 6. The original feature
map is also subjected to Max Pooling and Avg Pooling, then we concatenate the two
parts of the feature map to get a tensor which dimension is 2 * H *W, use a convolution
operation with a convolution kernel size of 7 or 3 to make the number of channels 1 and
keepH andWunchanged. Then use the Sigmoid function to get a dimension of 1 *H*W.
Finally, matrix multiplication is used to multiply the spatial attention feature map with
the feature map output by the ECA module, and the output dimension is restored to
C * H * W, and the final feature map is obtained.

Fig. 6. ESAttention module.

3.4 EABasic and EANeck Modules

The EABlock module consists of ECA module and ESA module. The main modules
of HRNet network model are Bottle neck module and Basic block module. In order
to integrate with the attention mechanism, we designed EABlock (Enhance Attention
block) module to add it to the Bottle neck module and Basic block module, as shown
in Fig. 7, called EABasic (Enhance Attention Basic) module and EANeck (Enhance
Attention Neck) module, as shown in Fig. 7.

InEABasic, the image of dimensionC*H*Winput from theStem layer is convolved
by two consecutive 3 * 3 convolutions to obtain a featuremapF of dimension 2C*H*W.
The number of channels is increased fromC to 2C in the first convolution, and the number
of channels does not change in the second convolution. The feature map F is then input
to the EABlock, and the feature map weights are weighted using the ECA module as
well as the ESA module, and the final output feature map.

In EANeck, the image of dimension C * H * W input from the Stem layer is first
convolved by 1 * 1 and the number of channels is changed from C to 2C, and then the
feature map width and height are maintained unchanged using 3 * 3 convolution with
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padding of 1. Finally, the feature map of image dimension 2C * H * W is obtained
using 1 * 1 convolution F . Subsequently, the feature map F is input to EABlock, and
the feature map weights are weighted using ECA module and ESA module, and finally
the feature map is output.

Input

BN-Inception

Input

3*3 Conv

ReLu

3*3 Conv

BN-Inception

EABlock

Output

Input

1*1 Conv

BN-Inception

ReLu

3*3 Conv

BN-Inception

ReLu

1*1 Conv

BN-Inception

EABlock

Output

Fig. 7. EABasic & EANeck

3.5 Aggregation Module

When outputting fused features, the output of the aggregation module is redesigned
to gradually fuse the extracted feature maps with a view to obtaining richer semantic
information, as shown in Fig. 8. That is, the output of branch 4 is first subjected to
up-sampling operation, and then feature fusion is performed after unifying with the
dimensionality of the output of branch 3 to form a new output 3, and so on, and finally
the fused features with the highest resolution are output.
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Fig. 8. Aggregation module.

4 Experiment

4.1 MPII Data Set

Description of MPII Data Set. The MPII data set contains 24,987 images, a total of
40,000 different instances of human action, of which 28,000 are used as training samples
and 11,000 as testing samples. The label contain 16 key points, which are 0-right ankle,
1-right knee, 2-right hip, 3-left hip, 4-left knee, 5-left ankle, 6- pelvis, 7- chest, 8- upper
neck, 9- top of head, 10-right wrist, 11-right elbow, 12-right shoulder, 13- left shoulder,
14- left elbow, 15- left wrist.

Evaluation Criteria. The experiments were trained on the MPII training set, and ver-
ified using the MPII validation set. The calibration criteria are accuracy top@1 and
top@5. We divide the MPII data set into 20 categories based on behavior, and output
1 and 5 image feature labels respectively after training using the model. if the output
labels are consistent with the real labels, then the prediction is correct, and vice versa,
the prediction is wrong.

The accuracy top@1 refers to the percentage of the predicted labels that match the
true labels in the same batch of data with 1 label output; the accuracy top@5 is the
percentage of the predicted labels that contain the true labels in the same batch of data
with 5 labels output.

Training Details. The experimental environment in this paper is configured as follows:
Ubuntu 20.04 64−bit system, 3 GeForce RTX 2080ti graphics cards, and pytoch1.8.1
deep learning framework is used for training.

The training was performed on the MPII training set with a uniform image scaling
crop of 256 * 256. The initial learning rate of the model is 1e−2, which is reduced to
1e−3 in the 60th round, 1e−4 in the 120th round, and 1e−5 in the 180th round. each
GPU batch training is 32, and the data are enhanced using random horizontal rotation
(p = 0.5) and random vertical rotation (p = 0.5) during the training process.

Experimental Validation Analysis. The data results of this paper on the MPII valida-
tion set are shown in Table 1. The results show that our AE-HRNet model compared
with the improved HRNet, although increased spatial attention and channel attention,
the amount of calculation of the model has increased, from the original 8.03 GFLOPs
to 8.32 GFLOPs, but the amount of parameters 41.2 * 107 drops to 40.0 * 107, and
the parameter amount is 3% less than HRNet. Compared with HRNet-w32 network,
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Table 1. Experimental results of MPII data set.

Network Parameters(107) Computing
power(GFLOPs)

Top@1(%) Top@5(%)

ResNet-50 34.0 8.92 75.24 −
ResNet-101 54.0 12.41 75.78 −
HRNet-w32 41.2 8.03 73.90 94.06

AE-HRNet[Ours] 40.0 8.32 74.62 95.03

AE-HRNet network has an accuracy rate of top@1 increased by 0.72%, and an accuracy
rate of top@5 increased by 0.97%.

Since both ResNet50 and ResNet101 in Simple Baseline use pre-trainedmodels, and
neither HRNet nor our model use pre-trained models, compared to ResNet50 in Simple
Baseline, the accuracy of HRNet-w32 is Top@1 lower than Simple Baseline By 1.34%,
our AE-HRNet accuracy rate only dropped by 0.62%.

4.2 COCO Data Set

Description of COCO Data Set. The COCO dataset contains 118287 images, and the
validation set contains 5000 images. The COCO dataset contains 17 key points in the
whole body in the COCO data set annotation, which are 0-nose, 1-left eye, 2-right eye,
3-left ear, 4-right ear, 5-left shoulder, 6-right shoulder, 7-left elbow, 8-right elbow, 9-left
wrist, 10-right wrist, 11-left hip, 12-right hip, 13-left knee, 14-right knee, 15-left ankle,
16-right ankle.

In this paper, we use part of the COCO data set, the training set contains 93,049
images and the validation set contains 3,846 images. It is divided into 11 action cate-
gories according to labels, which are baseball bat, baseball glove, frisbee, kite, person,
skateboard, skis, snowboard, sports ball, surfboard and tennis racket.

Evaluation Criteria. The tests used for our evaluation criteria on the COCOdata set are
accuracy top@1 and top@5, and the details are described in MPII Data Set Evaluation
Criteria.

Experimental Details. When training on the COCO data set, the images were first
uniformly cropped to a size of 256 * 256, and the other experimental details used the
same parameter configuration and experimental environment as the MPII data set, as
detailed MPII Data Set Experimental Details.

Experimental Validation Analysis. The data results of this paper on the COCO vali-
dation set are shown in Table 2. The AE-HRNet model operation volume rises to 8.32
GFLOPs compared with that of HRNet. The number of parameters in the AE-HRNet
network is reduced by 3% compared with that of HRNet. At the same time, the accuracy
of theAE-HRNet network is 0.87% higher than that of HRNet-w32 on top@1 and 0.46%
higher than HRNet-w32.
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Compared with ResNet50 in Simple Baseline, the accuracy rate of AE-HRNet has
increased by 1.09%, and the accuracy rate of ResNet101 has increased by 1.03%.

Table 2. COCO dataset experimental results.

Network Parameters(107) Computing
power(GFLOPs)

Top@1(%) Top@5(%)

ResNet-50 34.0 8.93 70.03 –

ResNet-101 54.0 12.42 70.09 –

HRNet-w32 41.2 8.31 70.25 98.27

AE-HRNet[Ours] 39.9 8.32 71.12 98.73

5 Ablation Experiment

In order to verify the degree of influence of the ECA module and ESA module on the
feature extraction ability of AE-HRNet, AE-HRNet containing only ECA module and
ESA module were constructed respectively.

It was trained and validated on the COCO data set andMPII data set respectively, and
both were not loaded with pre-trained models, and the experimental results are shown
in Table 3.

Table 3. Results of ablation experiments.

Datasets and models Top@1(%) Top@5(%)

MPII 74.62 95.03

MPII-WithoutESA 69.19 93.71

MPII- WithoutECA 73.44 94.66

COCO 71.12 98.73

COCO-WithoutESA 69.79 98.26

COCO-WithoutECA 70.10 98.60

On theMPII data set, the accuracy rates of AE-HRNet top@1 and top@5 are 74.62%
and 95.03%, respectively. After using only the ECA module, top@1 drops by 5.43%,
and top@5 drops by 1.32%; only use After the ESA module, top@1 dropped by 1.18%,
and top@5 dropped by 0.37%.

On the COCO data set, the accuracy rate of AE-HRNet top@1 is 71.12%, and the
accuracy rate of top@5 is 98.73%. After only using the ECA module, top@1 drops by
1.33%, and top@5 drops by 0.47%; After using the ESA module, the accuracy rate of
top@1 dropped by 1.02%, and top@5 dropped by 0.13%.
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6 Conclusion

In this paper, we introduced ECAmodule and ESAmodule to improve the basic module
of HRNet, and built EABasic module and EANeck module to form an efficient human
action recognition network AE-HRNet based on high-resolution network and attention
mechanism, which can obtain more accurate semantic feature information on the feature
map while reducing the complexity of operation and retaining the key spatial location
information. The spatial location information, which plays a key role, is retained. This
paper improves the accuracy of human action recognition, but further improvement is
needed in the parametric number of models.

In addition, this paper is validated on theMPII validation set and theCOCOvalidation
set, and a larger data set can be used for action recognition validation if conditions permit;
on the premise of ensuring the accuracy of the network model for action recognition,
how to perform real-time human action recognition in the video data set is the main
direction of future research.
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Abstract. The BP neural network model used in data classification can change
the traditionalmanual classification, which has the disadvantages of low efficiency
and subjective interference.According to the principle ofBP, this paper determines
the relevant parameters of network structure, and establishes an optimized BP. The
BP model is used to analyze the chemical composition data of tobacco leaves to
determine the grade of tobacco leaves. Experiments show that thismodel has better
recognition accuracy than KNN and random forest model. It effectively improves
the efficiency of classification and reduces the interference of subjective factors
in classification.

Keywords: BP neural network · Classification · Data normalization · Tobacco
grade

1 Introduction

Tobacco leaf is an important raw material of the tobacco industry. Its grade purity will
directly affect the quality and taste of cigarettes produced by the tobacco industry. There-
fore, the classification of tobacco leaf grade is of great significance [1]. In the traditional
tobacco grading process, it mainly depends on relevant professionals to comprehensively
evaluate the tobacco grade, and identify the tobacco grade through vision, touch, smell
and other senses. The classification method of artificial tobacco leaf has strong subjec-
tivity and is closely related to the experience of professionals. Different experts may
classify tobacco leaves into different grades, which is inefficient, difficult to guarantee
the accuracy, and consumes a lot of human andmaterial resources [2]. In view of the limi-
tations of manual classification of tobacco leaves, some technical schemes have been put
forward in relevant literature. Literature [3] proposed to use band light source and light
intensity to classify the grade of tobacco leaves. Literature [4] proposed tobacco clas-
sification based on clustering and weighted k-nearest neighbor, and classified tobacco
classification according to infrared spectroscopy. Reference [5] used entropy method to
weight the features of samples, introduced the weight of features in the calculation of
sample distance, and used KNN algorithm to classify tobacco leaf chemical composition
data. If there is a lot of noise in tobacco data, KNN classification cannot eliminate the
interference of noise, so the accuracy will be affected. Literature [6] applies random
forest algorithm to tobacco grade classification, which can achieve good results when
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there are many samples in the data set. However, the random forest algorithm cannot
show its advantages on the small sample data set in this paper. Literature [7] proposed
an automatic classification method of tobacco leaves based on machine vision, which
realizes the classification of tobacco leaves according to the feature extraction and recog-
nition of tobacco images. However, in the process of tobacco leaf image recognition, the
actual situations such as folding of tobacco leaf images and mixing of front and back
sides of tobacco leaves are not considered. Literature [8] proposed to classify tobacco
grades by near-infrared spectroscopy and use partial least squares discriminationmethod
to classify tobacco grades. However, infrared spectroscopy equipment is expensive and
cannot be used on a large scale. Aiming at the above problems, this paper studies the
tobacco grade recognition technology based on BPmodel. BP has strong nonlinear map-
ping ability and associative memory for external stimuli and input information, so it has
strong recognition and classification ability for input samples [9]. BP has high accuracy
in tobacco leaf chemical composition data set classification and solve the disadvantages
of low efficiency and strong subjectivity.

2 Data Acquisition and Analysis of Tobacco Grade

The chemical composition of tobacco leaf is one of the important factors affecting the
taste and quality of cigarette [10], which includes reducing sugar, total alkaloids, total
sugar, potassium, total nitrogen, starch and other components. The experimental data of
this paper come from different flue-cured tobacco bases in Guangxi, Yunnan, Chongqing
andHunan of China. Flue-cured tobacco leaves aremainly divided into four grades: B2F,
C2F, C3F and X2F. The BPmodel is introduced to identify the tobacco chemical compo-
sition data set. When the tobacco grade needs to be divided, the predicted tobacco grade
information can be obtained by inputting the tobacco chemical composition information.
Table 1 is partial records in the database about the chemical composition data and grades
of tobacco leaves.

Table 1. Chemical composition and grades of tobacco leaves.

Total sugar
(%)

Reducing sugar
(%)

Total alkaloids
(%)

K(%) Cl
(%)

Total N
(%)

Starch
(%)

Tobacco Leaf
Grade

27.2 23.1 0.78 3.39 2.18 2.18 5.26 B2F

32.0 27.5 0.56 2.33 2.48 1.49 6.25 C2F

30.6 25.2 0.59 2.94 2.35 1.86 5.65 C3F

30.1 27.8 0.53 2.49 2.57 1.70 5.78 C2F

29.8 28.2 0.31 2.61 2.94 1.82 6.60 C3F

20.2 18.7 0.15 3.83 2.43 2.10 4.54 B2F

32.4 27.0 0.11 2.00 2.96 1.43 3.79 X2F

Table 2 summarize the proportion of chemical components contained in B2F tobacco
grade, C2F tobacco grade, C3F tobacco grade and X2F tobacco grade.
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Table 2. Chemical proportion of tobacco grades.

Composition B2F Proportion C2F Proportion C3F Proportion X2F Proportion

Total sugar 15.60%–44.6% 24.9%–42% 16.2%–45.2% 22.8%–45.8%

Cl 0.08%–1.21% 0.2%–0.62% 0.03%–1.11% 0.02%–1.08%

Total N 1.36%–2.85% 1.4%–2.27% 1.07%–2.76% 1.03%–2.67%

Starch 1.31%–9.77% 1.72%–9.22% 1.25%–13.18% 1.39%–8.95%

K 1.00%–3.79% 1.51%–2.93% 1.37%–4.97% 1.59%–5.22%

Reducing sugar 11.5%–35.6% 20%–31.42% 13.2%–35.5% 18.9%–33.58%

Total alkaloids 0.72%–5.08% 1.55%–4.5% 0.96%–4.1% 0.81%–4.73%

It can be seen from Table 2 that in the proportion of chemical components of B2F
tobacco grade, total sugar accounts for the highest proportion of all chemical components
and chlorine accounts for the lowest proportion. The fluctuation range of total sugar and
reducing sugar is the largest. The total sugar can reach 15.6% at the lowest time and
44.6% at the highest time. Reducing sugar accounted for 11.5% at the lowest time and
35.6% at the highest time.

It can be seen from Table 2 that in the proportion of chemical composition of C2F
tobacco grade, the overall change trend of chemical composition of tobacco leaf is
consistent with that of other grades, the proportion of total sugar is the highest, followed
by reducing sugar. But the difference is that the lowest proportion of total sugar is 24.9%,
and the lowest proportion of reducing sugar is 20%, which is higher than other grades.
In the proportion of chlorine, the lowest is 0.2% and the highest is 0.62%, which is much
higher than other grades.

It can be seen from Table 2 that in the proportion of chemical composition of C3F
tobacco grade, the proportion trend of chemical composition of tobacco leaf is generally
consistent with that of other grades. However, compared with B2F, the proportion of
potassium in C2F can reach 4.97%, which is higher than that of 3.79% and 2.93% in
B2F and C2F. The highest proportion of starch was 13.18%, which was also higher than
the other three grades.

According to Table 2, in the proportion of chemical composition of X2F tobacco
grade, the proportion of total sugar and reducing sugar is much higher than that of B2F
tobacco grade and C2F tobacco grade, second only to that of C2F. However, the change
trend of overall component proportion is similar to that of B2F grade.

From Table 2, it can be found that the chemical composition information of Different
TobaccoGrades changes greatly, and the chemical composition proportion between each
tobacco grade also has great similarity. If identified by professionals, when the chemical
composition proportions of two different grades of tobacco leaves are relatively similar,
it is difficult for professionals to determine what grade the two kinds of tobacco leaves
belong to. Because the proportion of chemical components between different grades is
not stable in a small range, on the contrary, it will fluctuate in a large range, which may
also lead to overlap between different tobacco grades. Therefore, if professionals only
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rely on experience and personal subjectivity to judge the grade of tobacco leaves, there
are defects.

3 Establishment of Tobacco Grade RecognitionModel Based on BP

The chemical composition of tobacco leaves is analysed to judge the grade of the tobacco
leaves. This problem belongs to the classification problem of machine learning. To
realize multi-dimensional data classification, BP is hierarchical, which is composed
of input layer, middle layer and output layer. All neurons in adjacent layers are fully
connected. Each neuron obtains the input response of the BP network and generates
the connection weight. From the output layer to each intermediate layer, the connection
weight is corrected layer by layer by reducing the error between the desired output
and the actual output, and returned to the input layer. The process is repeated, and it is
completed when the global error of the network tends to the given minimum value [11].

3.1 Input Data Preprocessing

The main factor affecting the grade is the chemical composition. The total sugar, reduc-
ing sugar, total alkaloids, potassium, chlorine, total nitrogen and starch in the tobacco
chemical composition data set are determined as seven characteristics, which are set as
the BP input layer data and expressed by x1, X2,…, X7 respectively. Take the tobacco
grade as the BP output layer data, expressed by Y.

The tobacco data were normalized. The normalization of data sets can effectively
raise the prediction accuracy and accelerate the convergence speed of the model. The
input dataX1,X2,…,X7 of the network are linearly normalized and processed according
to Formula (1).

x = x − xmin
xmax − xmin

(1)

Encode the BP output layer data: 1 represents B2F tobacco grade, 2 represents C2F
tobacco grade, 3 represents C3F tobacco grade, and 4 represents X2F tobacco grade.

3.2 BP Network Structure Design

(1) Input and output layer design
The input index of BP model is the chemical composition of tobacco leaves, and
the output is the grade of tobacco leaves. So, the input layer has 7 nodes and the
output layer has 1 nodes.

(2) Hidden layer design
When BP has enough hidden layer nodes, it can approximate the nonlinear function
with arbitrary accuracy [12]. Therefore, a three-layer BP model is adopted in this
paper. But too many hidden layer neurons will not only increase the computational
complexity, but also produce the problem of over fitting [13]. Too few hidden layer
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neurons will affect the accuracy of output results. Generally, the number of hidden
layer nodes is determined by Formula (2).

h = √
m + n + a (2)

The parameters h, m and n in Formula (2) are the number of hidden layer nodes,
the number of input layer nodes and the number of output layer nodes respectively.
And a is a constant between [1, 10]. According to Formula (2), the number of
neurons in the hidden layer is calculated to be between 3 and 13. In this paper, the
number of BP hidden layer neurons is set as 6. The BP design is shown in Fig. 1.

Fig. 1. BP design drawing.

(3) Activate function selection

The activation function of the hidden layer in the BP is a nonlinear function [14], because
the combination of linear functions is a linear function itself. Increasing the number of
network layers can not calculate more complex functions, so the nonlinear function must
be introduced. Types of activation functions: ReLU, Sigmoid, Tanh, etc. The ReLU,
Sigmoid and Tanh are shown in Formulas (3), (4) and (5) respectively.

f (x) = A

1 + e−x
(3)

f (x) = e2x − 1

e2x + 1
(4)

f (x) = max(0, x) (5)

The research shows that the ReLU activation function is generally used for hidden
layers. For the output layer, if it is classified and split, the Sigmoid function is used
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[14]. Sigmoid function represent output probability. The prediction of tobacco grade
is realized by inputting relevant attribute values through the joint action of input layer,
hidden layer and output layer.

3.3 BP Network Training

The training of BP model includes the forward propagation process of data set and
the back propagation process of error. Forward propagation of data set: represent the
chemical composition data and tobacco grade information contained in tobacco leaves
with (x, y), and input the sample data into BP model. At the same time, set the weight
of the network model and the threshold of the last iteration, and the output of neurons
is calculated layer by layer. Error back propagation: determine the influence gradient of
the weight and threshold of the last layer and the previous layers on the total error, and
then modify the weight and threshold to minimize the target error. The following steps
are the network training process.

(1) Initialize the network model. The data set includes the chemical composition of
tobacco leaves and the corresponding grade of tobacco leaves. The input data is
the chemical composition X of tobacco leaves, and the number of input features is
expressed by P. The number of hidden layers is expressed in M. The output layer is
tobacco grade y, because there is only one output, and the number of output layers
is 1.

(2) Get hidden layer dataR. Input xi according to the characteristics of tobacco chemical
information xi.The weights of input layer and hidden layer are ωij, hidden layer
threshold aj. Calculate the hidden layer output as R. As shown in Formula (6).

Rj = f
(∑p

i=1
ωijxi − aj

)
, j = 1, 2, . . . ,m (6)

(3) According to the hidden layer output R, the weight between the hidden layer and
the output layer ωj, and the output layer threshold b to calculate the tobacco grade
prediction L.

L = g

(∑m

j=1
Rjwj − b

)
(7)

Where f represents the hidden layer activation function ReLU and g represents the
output layer activation function Sigmoid. After obtaining the prediction output L, BP
prediction error E is calculated from the expected output Y using Formula (8). The
smaller the value of MSE, the better the accuracy of the prediction model.

e = 1

2
(L − Y )2 (8)

According to the error E, the weight ωij and threshold aj between the network input
layer and the hidden layer is updated. And the weight ωj and Threshold b between the
hidden layer and the output layer is updated. η indicates the learning rate.

ωij = ωij + η
(
1 − Rj

)
xiωje, i = 1, 2, . . . , p; j = 1, 2, . . . ,m (9)
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ωj = ωj + ηHje, j = 1, 2, . . . ,m (10)

aj = aj + ηHj
(
1 − Rj

)
ωje, j = 1, 2, . . . ,m (11)

b = b + e (12)

(4) Finally, the end of training is judged according to whether the target error is reached
or the number of iterations. If satisfied, it ends. Otherwise, return to step 2.

4 Simulation Experiment

4.1 Experimental Setup

Set the relevant parameters of BP. Set the excitation functions of the BP hidden layer
and output layer as ReLU and Sigmoid respectively, the BP training function Traingdx
and BP performance is evaluated by MSE. The characteristic numbers of input layer,
hidden layer and output layer are 7, 6 and 1 respectively. Number of iterations Epochs,
expected error e, learning rate η are set to 6000, 0.000001 and 0.02 respectively.

4.2 Analysis of Experimental Results

Figures 2, 3, 4 and 5 show the prediction results of the system for different tobacco
grades.

Fig. 2. Comparison of actual and predicted tobacco leaf grade of B2F.
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Fig. 3. Comparison of actual and predicted tobacco leaf grade of C2F.

Fig. 4. Comparison of actual and predicted tobacco leaf grade of C3F.

Fig. 5. Comparison of actual and predicted tobacco leaf grade of X2F.
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Figures 2, 3, 4 and 5 show the prediction results of four tobacco grades. The ordinate
in the figure represents the tobacco grade, including 1: B2F grade, 2: C2F grade, 3: C3F
grade and 4: X2F grade. The orange dot indicates the actual tobacco grade, and the blue
dot indicates the predicted tobacco grade. When the actual tobacco grade is consistent
with the predicted tobacco grade, two points will coincide, that is, when all points are on
the line corresponding to the grade, the prediction result is the best. It can be observed
that in the test set data, the predicted grade ofmost tobacco sample data canwell coincide
with the actual grade, which shows that themodel can correctly predict the tobacco grade
of most tobacco sample data. However, there are still a few data that cannot be correctly
identified, which may be related to the tobacco data itself. The proportion of chemical
components of different grades of tobacco leaves is the most highly similar. In addition,
it may also be related to the model itself. The selection of the number of hidden layer
neurons and hidden layer layers of the BP model and the selection of activation function
will have a certain impact on the prediction accuracy of the model.

In the data set, 70% is set as the training set, and the training model is established by
BP neural network algorithm. The remaining 30% data were used as a test set to predict
30% tobacco grade. Finally, the predicted grade is compared with the actual grade of
30% tobacco leaves and displayed at the front of the web page. The effect is shown in
Fig. 2, 3, 4 and 5, and the prediction results are shown in Table 3. The recognition rate
of B2F grade of tobacco leaves reached 90.09%, C2F grade of tobacco leaves reached
90.47%, C3F grade of tobacco leaves reached 90.77%, X2F grade of tobacco leaves
reached 91.38%, and the overall average recognition rate was 90.67%.

Table 3. Tobacco leaf grade prediction results under BP model.

Tobacco grade name Number of test samples The number of Correct
identification

Recognition rate

B2F 55 50 90.90%

C2F 63 57 90.47%

C3F 65 59 90.77%

X2F 58 53 91.38%

The above literature mentioned that KNN and random forest are applied to tobacco
grade recognition. Now these two algorithms are compared with BP. See Table 4 for
comparison results. The data set in this paper belongs to small samples and data with
noise. BP has nonlinear characteristics. By fitting the change law of input data through
multi-layer neurons, it can denoise and fit small sample data, so it can obtain higher
classification accuracy.
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Table 4. Comparison of tobacco leaf grade recognition rate.

Tobacco grade name Random Forest KNN BP

B2F 87.27% 85.45% 90.90%

C2F 88.89% 87.30% 90.47%

C3F 87.69% 84.62% 90.77%

X2F 91.38% 86.21% 91.38%

5 Conclusion

With the higher and higher requirements of customers for the quality of tobacco leaves,
the current manual grading of tobacco leaves has some limitations, such as strong sub-
jectivity, consuming human and material resources and so on. In this paper, the chemical
composition data of tobacco leaves are used as the training set, the BP model is estab-
lished, and the tobacco grade classification technology based on BP is developed. The
purpose is to solve the disadvantages of low efficiency and high subjectivity of artificial
tobacco grading. Experiments show that the proposed algorithm achieves better recogni-
tion accuracy than KNN and random forest. Deep neural network has better performance
than traditional neural network and has been widely used [15]. In the next step, we will
use deep neural network to predict tobacco grade.
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Abstract. Logit Model is an important method for empirical analysis of multi-
source data. In order to explore the traffic safetymechanism,ThePaper taked traffic
behavior data as an example, researched personal characteristics of truck drivers,
Analyzed the influence of the driver’s personal traits on traffic violations. Based
on the binary logistics regression model, the analysis model of traffic violations
was established. The results show that personality, driver’s license level, daily
driving time, transportation route, vehicle ownership, and occupational disease
are important factors that affect drivers’ violations. Further data analysis shows
that truck drivers with bile personalities, driving for more than 12 h per day, no
fixed transportation routes, and vehicles with loans have the highest probability
of violations. The data analysis conclusion provides data basis for truck driver
management and improving truck traffic safety.

Keywords: Truck transportation · Traffic violations · Logistics regression
model · Behavior analysis · Data mining

1 Introduction

People, vehicles, roads, and the environment are the four elements of traffic safety,
among which people have a significant impact on safe driving. According to the traffic
accident statistics of various countries in the world, road traffic accidents caused by
human factors are as high as 80% to 90%, and road traffic accidents caused by drivers
themselves account for more than 70% [1]. By analyzing the psychological factors
of drivers and combining them with questionnaire surveys, Yang Yu et al. proposed
improving the psychological quality of drivers in order to achieve driving safety [2]. Wu
Di et al. analyzed the traffic accidents in Anhui Province in 2019. Among the 22 large
road traffic accidents with more than 3 deaths, those caused by the illegal behavior of
drivers accounted for the majority [3].

Driving behavior has a significant impact on traffic safety [4]. Yan Ge et al. studied
the association between impulsive behavior and violations using data from 299 Chinese
drivers. The results show that the driver’s impulsivity is positively correlated with the
driver’s positive behavior and some common violations. The other three dimensions
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of dysfunction are negatively correlated with positive driving behavior, and positively
correlated with abnormal driving behavior and fines [5]. ZhangMengge et al. established
an association model between road conditions and abnormal driving behavior based on
current research status of driving behavior at home and abroad, combined with data of
abnormal driving behavior from the Internet of Vehicles OBD, thereby establishing a
research idea for identifying road traffic safety risks.

Many scholars have paid attention to the correlation between the driver’s personal
characteristics and driving behavior [6]. Lourens et al. deduced from the Dutch database
that there is a relationship between violations and traffic accidents in different types of
annual mileage and that there is no difference in the degree of involvement of male and
female drivers in accidents. The rate of accidents among young drivers is the highest [7].
Wang et al. employed the Eysenck Personality Questionnaire (EPQ) and the Symptom
Self-RatingScale (SCL-90-R) to assess the personality andmental health of truckdrivers,
as well as investigate the link between mental health and personal traits. These findings
provide a theoretical foundation for truck driver selection and intervention strategies for
high-risk drivers, which will help to better manage road traffic safety construction and
reduce road traffic injuries.

The Logistic regression model has been used by many researchers to investigate the
association between a driver’s personal characteristics and traffic safety behavior. Lin
Qingfeng et al. built a Logistic regression model to analyze the relationship between
motor vehicle driver attributes, non-motor vehicle driver attributes, motor vehicles, non-
motor vehicles, roads, and the environment, and the relationship between the driver’s
fault and the severity of the accident. The results show that the severity of motor vehicle
accidents is significantly related to seven variables, including the motor vehicle driver’s
driving age, motor vehicle safety status, road alignment, and the alignment and motor
vehicle driver’s fault [8]. Tian Sheng et al. utilized Pearson correlation analysis and
multiple regression model analysis to survey 1,800 primary and middle school children
in Guangzhou, and the results showed that education, awareness, attitude, and personal
variables influence young people’s traffic safety practices [9].

The current study has conducted a pretty extensive investigation into the relationship
between driver behavior and traffic safety. However, its concentration is primarily on
ordinary drivers, with little investigation into the features of truck drivers. This article
investigates the impact of truck drivers’ personal characteristics on violations, investi-
gates the relationship between the two, and searches for appropriate personal charac-
teristics for truck drivers in order to provide a theoretical foundation and reference for
professional truck driver selection.

2 Research Methods

2.1 LOGISTIC Regression Model

TheLogistics regressionmodel is a classificationmodel that investigates the link between
classification outcomes and affecting factors. It can be defined as the likelihood of
influencing factors on a specific outcome. The Logistic regression model is an important
model for assessing personal traffic behavior in the field of road traffic. It can analyze
the impact of one or more influencing factors on a non-numerical classification result,
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and more accurately and comprehensively describe the decision-making behavior of
individuals or groups, has achieved relatively rich research results. This paper applies it
to the field of truck transportation safety analysis, employing a binary logistic regression
model and a truck driver’s driving behavior selection model based on the model theory.
The model is constructed and calibrated using personal information collected from truck
drivers via online questionnaire surveys.

The driving dependent variable y of the model is a binary variable with values of 1
and 0, and x is a risk factor that affects y. Let the probability of y= 1 under the condition
of x be:

P = P(y = 1|x)= eα+βx

1 + eα+βx
= exp(α + βx)

1+ exp(α + βx)
(1)

This article mainly adopts the binary logistic regression model, and its mathematical
model is:

P = P(y = 1|x)= eα+βx

1 + eα+βx=
exp(α + β1x1+β2x2 + β2x2 + · · ·βKxX)

1+ exp(α + β1x1 + β2x2 + · · ·βKxX)
(2)

2.2 Questionnaire Design and Survey

Questionnaire Design. The author designs a questionnaire based on some phenomena
existing in reality and combines them with existing related research. According to Song
Xiaolin et al.’s examination of connected accidents, men were responsible for a higher
proportion of road accidents caused by speeding than women [10]. Lourens et al. found
that age is related to drivers’ violations [7]. Chuang and Wu found that sleep problems
can cause stress in professional drivers [6]. Salar Sadeghi Gilandeh found that driving
behavior is related to road conditions [5]. Gender, age, education level, years of employ-
ment, personality, household registration, driver’s license level, and other factors are
combined in this article to create a questionnaire with a total of 18 factors, including the
truck driver’s gender, age, education level, years of employment, personality, household
registration, driver’s license level, and so on.

From a psychological point of view, the driver’s personality is divided into depressive
qualities (sensitive, frustrated, withdrawn, indecisive, slow recovery from fatigue, slow
response), and bloody (calm, tolerant, focused and hardworking, patient and hardwork-
ing. But inflexibility, lack of enthusiasm, conservatives), mucus quality (enthusiasm,
ability, adaptability, wit, lack of focus, changeable emotions, lack of patience), bile
quality (excited, short-tempered, straightforward, enthusiastic, But the mood is lower
when the energy is exhausted).

Data Acquisition and Processing. In order to improve the accuracy of the data, this
survey uses the real-name system to fill in the blanks. In order to meet the universality,
we chose to put the questionnaire online and send the link to the truck driver through
the truck company in Anhui Province to collect the questionnaire. Truck drivers are
required to fill out the questionnaire objectively and impartially. The business managers
will answer the questions that the driver has. Finally, a total of 1354 papers have been
filled out. There is no invalid questionnaire due to the driver’s personal reasons, and the
effective questionnaire is 100%.
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Table 1. Driver’s statistical information.

Category Frequency Percentage Category Frequency Percentage

Gender Age

Male 1331 98.30% ≤25 18 1.33%
Female 23 1.70% 26-35 285 21.05%
Education level 36-45 661 48.82%
Junior high school 
and below

880 64.99% 46-55 368 27.18%

Senior middle school 350 25.85% ≥56 22 1.62%
Junior college 100 7.39% Years of employment
Bachelor and above 24 1.77% 1-2 years 66 4.87%
Personality 3-5 years 161 11.89%
Depressive qualities 77 5.69% 6-10 years 325 24.00%

Bloody 643 47.49% More than 10 years 802 59.24%
Mucous quality 326 24.08% Driver's license level

Bile 308 22.75% A2 867 64.03%
Household registration A1 48 3.55%

Rural 994 73.41% B2 380 28.06%
Urban 360 26.59% B1 14 1.03%

Monthly mileage C1 45 3.32%
Below 5000KM 266 19.65% Daily driving time
5000-10000KM 584 43.13% Less than 8 hours 632 46.68%
10000-15000KM 337 24.89% 8-10 hours 397 29.32%
15000-20000KM 85 6.28% 10-12 hours 190 14.03%
Above 20000KM 82 6.06% 12 hours or more 135 9.97%

Drive for four consecutive hours Whether there is a fixed transportation route

Yes 1284 94.83% Yes 730 53.91%
No 70 5.17% No 624 46.09%

Several days off each month Number of drivers in the car
1-2 days 141 10.41% 1 people 921 68.02%
3-4 days 329 24.30% 2 people 422 31.17%
5-8 days 301 22.23% 2 people or more 11 0.81%

More than 8 days 205 15.14% Monthly income(yuan)
No rest, wait for the 

goods to rest
378 27.92% Below 5000 176 13.00%

Vehicle ownership 5000-8000 426 31.46%
Owned vehicles have 

no arrears
502 37.07% 8000-10000 347 25.63%

Owned vehicle has 
arrears

539 39.81% 10000-15000 279 20.61%

Hired to drive 313 23.12% More than 15000 126 9.31%
Whether there is an occupational disease Vehicle attachment situation

No 594 43.87% Atachment 1132 83.60%
Cervical spondylosis 503 37.15% Semi-attached 222 16.40%

Hypertension 66 4.87% Violation of the previous year
Heart disease 9 0.66% 0 times 416 30.72%

Stomach disease 165 12.19% 1 times 232 17.14%
Other disease 17 1.26% 2 times 278 20.53%

3 times or more 428 31.61%
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3 Establishment and Improvement of Driving Violation Behavior
Model

3.1 Descriptive Statistical Analysis

Truck drivers are the subjects of this study. According to statistics, a total of 1354 people
were investigated, including 938 people who violated regulations and 416 people who
did not. There are 1331 male drivers and 23 female drivers (Table 1).

3.2 Reliability Analysis

In this paper, the Cranbach α coefficient is used to analyze the reliability of the ques-
tionnaire through SPSS 23.0 software, and the calculation result is α = 0.143 (Table
2).

Table 2. Driver’s statistical information.

Kronbach Alpha Kronbach Alpha based on
standardized terms

Number of category

0.143 0.120 18

The SPSS 23.0 software was used to analyze the validity of the questionnaire, and
the results are shown in Table 3. The KMO coefficient is 0.680, which is greater than
0.50, and the Sig value is 0.00, which is less than 0.05. Therefore, factor analysis can be
performed.

Table 3. Kmo and Bartlett test.

Kmo sampling appropriateness quantity 0.680

Bartlett sphericity test Approximate chi-square 2610.199

Degree of freedom 153

Saliency 0.000

3.3 Logistic Model Analysis

The Choice of Dependent and Independent Variables. Based on whether truck
drivers violate the regulations, the total number of people is planned to be classified
into two types: violation and non-violation. The value of the dependent variable Y is
shown in the table below. As shown in Table 4, according to the questionnaire data, all
items are set as independent variables (X).
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Table 4. Dependent variable.

Y 0 No violation

1 Violation

Initially, we used the SPSS 23.0 software to perform binary logistic regression anal-
ysis on 18 factors, with a significance level of = 0.05 and the forward LR method
(forward stepwise regression method based on maximum likelihood estimation). First,
use the score test method to screen the independent variables. According to whether the
p value corresponding to the score value meets the given significance level, the variables
that meet the requirements are initially selected as shown in Table 5.

Table 5. Score test result.

Influencing factors Score Degree of freedom Saliency

Age 0.049 1 0.825

Gender 0.748 1 0.387

Personality 5.315 1 0.021

Years of employment 5.272 1 0.022

Education level 16.525 1 0

Household registration 10.960 1 0.001

Driver’s license level 6.087 1 0.014

Monthly mileage 14.535 1 0

Daily driving time 24.613 1 0

Drive for four
consecutive hours

1.500 1 0.221

Whether there is a fixed
transportation route

3.856 1 0.050

Several days off each
month

1.463 1 0.226

Number of drivers in the
car

1.442 1 0.230

Monthly income(yuan) 50.403 1 0

Vehicle ownership 24.602 1 0

Whether there is an
occupational disease

35.437 1 0

Vehicle attachment
situation

12.656 1 0
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Table 6. Model (if item is removed).

Step Variable Degree of freedom Saliency

1 Monthly income(yuan) 1 0.000

2 Monthly income(yuan) 1 0.000

Vehicle attachment
situation

1 0.000

3 Education level 1 0.002

Monthly income(yuan) 1 0.000

Vehicle attachment
situation

1 0.000

4 Education level 1 0.002

Monthly income(yuan) 1 0.000

Vehicle attachment
situation

1 0.001

Whether there is an
occupational disease

1 0.003

5 Education level 1 0.001

Monthly income(yuan) 1 0.000

Vehicle ownership 1 0.017

Vehicle attachment
situation

1 0.026

Whether there is an
occupational disease

1 0.002

6 Education level 1 0.002

Daily driving time 1 0.024

Monthly income(yuan) 1 0.000

Vehicle ownership 1 0.013

Vehicle attachment
situation

1 0.061

Whether there is an
occupational disease

1 0.009

Determine the significance of all the influencing factors according to the preliminary
test, and then gradually substitute all the influencing factors into the equation. When the
parameter estimation value changes by less than 0.001, the estimation is terminated at
the 7th iteration, and the following results are initially obtained, as shown in Table 6.

Model Checking. In this comprehensive test of the binary logistic regression model
coefficients, one line of the model outputs the likelihood ratio test results of whether
all the parameters in the logistic regression model are 0, as shown in Table 7. Where
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the significance level is less than 0.05, it means that the OR value of at least one of
the included variables in the fitted model is statistically significant, that is, the model is
overall meaningful.

Table 7. Comprehensive test of model coefficients.

Chi-square Degree of freedom Saliency

Step 6 Step 5.108 1 0.024

Block 97.778 6 0.000

Model 97.778 6 0.000

In this paper, Hosmer and Lemeshow tests are used to test the goodness of fit of the
model, and the calculated significance level is 0.781 > 0.005, which indicates that the
model fits well, as shown in Table 8.

Table 8. Comprehensive test of model coefficients.

Step Chi-square Degree of freedom Saliency

6 4.775 8 0.781

After preliminary fitting model calculations, six factors including personality,
driver’s license level, daily driving time, whether there is a fixed transportation route,
vehicle ownership, and whether there is an occupational disease are selected from the
analysis results, and SPSS 23.0 software is used to target these six factors. Perform
binary Logistic regression analysis, select the significance level α = 0.05, and use the
input method. The final result is consistent with Table 6. In the comprehensive test of
model coefficients, the significance level is less than 0.05, indicating that the model is
meaningful in general. In the Hosmer and Lemeshow test, the significance level is 0.731
and greater than 0.05, indicating that the model fits well. It can be seen that the truck
driver’s personality, driver’s license level, daily driving time, whether there is a fixed
route, the ownership of the vehicle, and whether there is an occupational disease have a
significant impact on the driver’s traffic violations.

4 Discuss

Based on the data from the questionnaire survey, a binary logistics model for truck
drivers is established for comprehensive analysis. In this section, the author will discuss
the relevant results of other scholars on the factors that affect drivers’ traffic violations,
and compare the results of this article to get more information and practical suggestions.

According to previous related research, personality is divided into depressive, bloody,
mucous, and bile (easily excited, short-tempered, straightforward, enthusiastic, but
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depressed when energy is exhausted). According to previous related studies, the driver’s
personality changes from depression to bile, and the driving speed is getting faster and
faster. The number of people with bloody and mucous personalities is the highest among
them [12, 13], and this survey confirms this.The situation is roughly the same. The bloody
personality has themost people in this article, with 643 people, accounting for 47.49% of
the total number of people, 432 of whom have broken the rules, accounting for 67.19%;
the mucus personality has 326 people, accounting for 24.08% of the total number of
people, and 231 of whom have broken the rules. People accounted for 70.86%; 308 peo-
ple with biliary personalities accounted for 22.75% of the total, with 225 of them having
73.05% violations; and depressive personalities affected 77 people, or 5.69% of the total,
with 48 of them having major depression.Violations made up 62.34% of the total.The
significant difference between drivers with bloody and biliary personalities is bigger,
implying that drivers with biliary personalities are more prone to committing infractions
while driving, and that drivers with biliary personalities require special attention at work.
To strengthen their self-control and avoid traffic offenses caused by high-speed driving,
such people must be supervised.

The driver’s license level is quite different in the model of the truck driver’s personal
attributes and violation behavior (significance = 0.014). The investigated truck driver
obtained primarilyA2driver’s licenses,with a total of 867 people, accounting for 64.03%
of the total.Among them, 602 people have violated regulations, accounting for 69.43%;
the second is the B2 driver’s license type, with a total of 380 people, accounting for
28.06% of the total, of which 254 people have violated the regulations, accounting for
66.84%; and the C driver’s license type has a total of 45 people, accounting for 3.32%
of the total, of which 26 people have violated the rules, accounting for 57.78%. With the
trend toward larger vehicles, truck drivers with A2 licenses have increasingly become
the mainstream. At present, driving a tractor requires an A2 driver’s license, which must
be increased on the basis of obtaining a B2 driver’s license. It is not possible to directly
apply for the test, and a motor vehicle that is driven during the internship period is
not allowed to tow a trailer. Due to the high cost of taking photos, it is also one of
the reasons why it is difficult to attract young practitioners to enter. At present, some
auto manufacturers have introduced automatic tractors, but they have to apply for an A2
driver’s license.

In the past, a large number of relevant studies have shown that fatigue driving is one
of the important causes of traffic accidents [14]. There are also many reasons for fatigue
driving. Among them, the driver’s perceptual reaction time and the ability to maintain
attention increase with the driver’s drowsiness. Sleep is reduced [15], and daily driving
time is also one of the important factors that make people fatigued. This article divides
the daily driving time into 8 h or less, 8–10 h, 10–12 h, and 12 h or more. There were 632
people under 8 h, accounting for 46.68% of the total, of which 230 offenders accounted
for 36.39%; there were 397 people under 8–10 h, accounting for 29.32% of the total,
of which 157 offenders accounted for 39.55%; 190 people in 10–12 h, accounting for
14.03% of the total number of people, of which 65 offenders accounted for 34.21%; and
135 people over 12 h, accounting for 9.97% of the total number, accounting for 9.97%
of the total number, of which 102 offenders People accounted for 75.56%. The special
working environment of truck drivers makes them generally work longer hours and be
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labor-intensive. 53.32% of truck drivers drive 8 h or more per day, and there is a risk of
fatigue driving, which may lead to violations.

Whether there is a fixed transportation route is quite different in the model of a truck
driver’s personal attributes and violation behaviors (significance= 0.050). There are 730
people with fixed transportation routes, accounting for 53.91% of the total, of which 488
people are in violation. It accounted for 66.85%; there were 624 people without fixed
transportation routes, accounting for 46.09% of the total number, of which 448 people
who violated regulations accounted for 71.79%. There is a higher rate of violations
without fixed transportation routes, which may be due to driving on an unfixed road
section, leading to traffic accidents due to unfamiliar road conditions when driving. It
shows that different driving environments have a greater impact on the driver.

In the model of a truck driver’s personal attributes and violation behavior, vehicle
ownership and whether there is an occupational disease are very different, and the signif-
icance is 0.000.The survey shows that 76.88% of truck drivers report that their vehicles
are self-owned vehicles, 39.81% of which are currently in the process of repaying their
loans, and only 23.12% of truck drivers drive vehicles that belong to their employer or
fleet. Self-employed truck drivers are still more common, with back-loan drivers taking
up more space. There are 502 people without arrears in their own vehicles, accounting
for 37.07% of the total, of which 357 people are in violation of the rules, account-
ing for 71.12%; 539 people are in arrears with their vehicles, accounting for 39.81%
of the total, and among them, 417 are in violation of the rules. People accounted for
77.37%; there were 313 hired drivers, accounting for 23.12% of the total number, of
which 162 offenders accounted for 51.76%. At present, there is a “0” down payment
model in the truck sales market. Financial companies use ultra-low threshold “0” down
payment or low down payment methods to attract a large number of truck drivers to
enter the freight market. Financial companies turn the down payment burden into high
monthly payments and high fees (maintenance, etc.), which increases purchase costs. At
the same time, drivers are required to attach their vehicles to the anchoring company and
charge higher anchorage fees, insurance premiums, and inspection fees, which further
increases the driver’s burden. Affiliated companies can obtain a large number of vehi-
cle input invoices and transfer them to other markets. At the same time, when the loan
expires, the driver asks to transfer the vehicle out, generally facing the problem of a high
transfer-out fee. The survey shows that 56.13% of truck drivers suffer from one or more
occupational diseases such as stomach disease, cervical spondylosis, and back pain due
to long-term driving. A total of 760 people have occupational diseases. Among them,
559 people who violate regulations account for 73.55%. The health problems of truck
drivers are worth causing. focus on. 43.87% of truck drivers did not have the above-
mentioned health problems because of their low working years or short driving time
each day. There were 594 people without occupational diseases, of which 377 people
who violated regulations accounted for 63.47%.

People usually think that age and driving age are very related to drivers’ violations.
Leixing et al. found that as the driver’s age changes, his driving behavior will change
accordingly, which will affect driving safety [16]. Fang Yuerong believes that drivers
between the ages of 40 and 52 have relatively slow driving speeds, more stable driving
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behaviors, and safer driving [17]. The research in this article found that age and driving
age have no obvious relationship with whether truck drivers have traffic violations.

5 Conclusion

This article investigated the personal attributes and violations of truck drivers and
obtained 1354 traffic violation data samples. The driver’s infraction data was mined
and evaluated using the logistics model, and the following findings were drawn:

(1) Whether truck drivers will violate the rules is significantly related to six variables:
personality, driver’s license level, daily driving time, whether there is a fixed trans-
portation route, vehicle ownership, and whether there is an occupational disease.
Among them, personality, daily driving time, whether there is a fixed transportation
route, and vehicle ownership are positively related to violations.

(2) Further data analysis shows that this group of people who are bile, drive more than
12 h a day, have no fixed transportation routes and have loans for their own vehicles
are most likely to have violations during the driving process, which can be further
improved in the future. Investigate and research this part of the group. When hiring
drivers, relevant departments can conduct personality tests. They can strengthen
management and coaching for this portion of the group among the existing truck
drivers.

6 Practical Implications and Directions for Further Research

In this study, there is no guarantee that the data filled in by the surveyed persons when
filling out the questionnaire is authentic. Some people have personal subjective emotions
when filling out the questionnaire, which leads to a certain deviation in the data filled
in. Therefore, in the future research work, it is necessary to adjust the existing survey
methods.

The data obtained from the questionnaire survey in this article has certain deficien-
cies. Among them, there are too few female drivers and they are not representative. The
sample data is not enough, it can only represent part of the truck drivers in Anhui, and
cannot distinguish the personal attributes of the drivers in the plain area and themountain
forest area. The dependent variables used in this model are divided into two types of
violations and non-violations. In future research, violations can be divided into high-risk
violations and low-risk violations in more detail, so that truck drivers in different regions
can be studied in detail.
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Abstract. The external information security resource allocation method is pro-
posed considering the non-cooperationofmultiple cities. In thismethod, the effects
of different influence factors, for example, city size, probability of intrusion by
illegal users and propagation probability of one-time intrusion on resource allo-
cation is explored. Through the simulation experiment, the proposed conclusions
are conveniently and clearly verified.

Keywords: Information security · External resource · Allocation method ·
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1 Introduction

A modern smart city cannot be a closed system, and its communication will not be
limited in the interior. In the actual operation, its external sharing and communication
will sometimes be even more extensive than the internal communication. Therefore, it is
necessary to strengthen studies on external resource allocation of the city on the premise
of thorough research on internal resource allocation of the city [1–3].

With the rapid development andwide application of big data and artificial intelligence
and the continuous integration and development of all walks of life [4, 5], information
security has become a huge challenge for smart cities at present [6–8]. It is not an isolated
and separate issue, but is ubiquitous and can easily develop into a public security problem
[9–13]. The cooperation in information security and business contacts between cities
make urban resources be complementary to a certain extent [14–16]. After illegal users
intrude into a city, they need to intrude into another city linked to obtain the corresponding
benefits.

2 Problem Description and Modelling

2.1 Problem Description

Because resources between cities are complementary, if illegal users intrude into a city,
but fail to intrude into cities linked, complementarity of resources guarantees all or
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partial information security, so that it is difficult for illegal users to fully benefit, thus
avoiding heavy loss of the cities. At present, most scholars mainly focus on the research
of resource allocation to information security in cities under the condition of information
sharing. In fact, cities will also consider input and output and if the disadvantages of
cooperation outweigh the advantages, they tend to choose not to cooperate. Therefore,
it is necessary to study the optimal resource allocation in the case of non-cooperation.
This section mainly studied the problem that multiple cities with complementary exter-
nal resources suffer frommultiple propagation and intrusion by illegal users in the actual
operation of smart cities. Firstly, the optimal resource allocation schemeswere compared
under non-cooperation and full cooperation situations and then government’s compen-
sation mechanisms and information sharing mechanisms were introduced. Furthermore,
a numerical analysis was carried out.

2.2 Problem Modeling

Any game problem can be described as GT = {P,St,Ut}. For complementary external
resources, cities are linkedwith each other and theymaybe attacked by illegal users. Even
if cities are not attacked directly, they can also be attacked indirectly through propagation.
Any problem of complementary external resource allocation can be transformed into a
game problem through the propagation probability.

Assumption 1: When the propagation probability of one-time intrusion between
cities is same and set as a, illegal users can attack another city directly linked thereto by
using the probability.

Assumption 2: Illegal users do not have any prior information about the vulnerability
for information security construction in cities. Therefore, the probabilities of illegal users
intruding into all cities are same, and the value is β.

Assumption 3: The losses borne by cities intruded by illegal users are same, namely
L.

Assumption 4: When resources are not allocated to information security in cities,
the probabilities of intrusion by illegal users are same across cities and value v.

It is assumed that there are n cities forming complementary external resources and
the probability of intrusion by illegal users after allocating resources to information
security in the j(j = 1, 2, · · · n) th city is pj. Moreover, the volume of resource allocation
to information security is ej, loss rescued by amount of money per unit is E and the
expected loss after allocating resources to information security in cities is set as Cj. By
improving the model proposed by Gordon [14], the probability pj of intrusion by illegal
users in the jth city can be obtained.

pj = βvEej+1 (1)

Considering complementarity of resources between cities, that is, if illegal users
intrude into one or several cities linked, but not all cities linked, it is acceptable to the
whole information security system to a certain extent. Therefore, if illegal users want to
maximize their profits, they have to intrude into all cities linked.
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3 Resource Allocation to Information Security in Cities Under
Non-cooperation

This section mainly analyses strategies for allocation of complementary external
resources under non-cooperation between smart cities. Based on the assumptions in
the above section and Formula (1), it is known that the probability of intrusion by ille-
gal users in the j(j = 1, 2, · · · n) th city is 1 − (

1 − pj
)∏n

k=1,k �=j

(
1 − ak−1pk

)
, so the

minimum expected loss Cj of the city is taken as a loss function.

MinCj =
[
1 − (

1 − pj
)∏n

k=1,k �=j

(
1 − ak−1pk

)]
L + ej (2)

By substituting Formula (1) into Formula (2), the following formula can be obtained.

MinCj =
[
1 −

(
1 − βvEej+1

)∏n

k=1,k �=j

(
1 − ak−1βvEek+1

)]
L + ej (3)

Because
∏n

k=1,k �=j

(
1 − ak−1βvEek+1

)
in Formula (3) is independent of ej, let

� = ∏n
k=1,k �=j

(
1 − ak−1βvEek+1

)
, the following formula can be obtained by solving

the partial derivative of Formula (3):

∂Cj

∂ej
= βEL�vEej+1lnv + 1 (4)

By further solving the partial derivative of Formula (4), the second-order derivative
of Formula (5) can be obtained.

∂2Cj

∂e2j
= βE2L�vEej+1(lnv)2 (5)

It can be seen from Formula (5) that
∂2Cj

∂e2j
≥ 0 is always established. Therefore, when

∂Cj
∂ej

= 0, the minimum value of the loss function Cj can be obtained, thus obtaining the
following Conclusion 1.

Conclusion 1: Under non-cooperation between smart cities with complementary exter-
nal resources, the Nash equilibrium solution can be obtained through games when the
optimal volume of resource allocation in each city is y∗ = (

e∗
1, e

∗
1, · · · , e∗

1

)
, in which e∗

1
meets Formula (6).

e∗
1 = −ln(−βEL�vlnv)

Elnv
(6)

In accordance with Formula (6), the effects of factors, such as size of linked
cities, probability of intrusion by illegal users and propagation probability of one-
time intrusion on resource allocation to information security in cities can be further

analysed. Based on Conclusion 1, e∗
1 meets βEL�v

Ee∗
1+1

j lnvj + 1 = 0. Furthermore,
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∏n
k=1,k �=j

(
1−akβvEek+1+1

)

∏n
k=1,k �=j(1−ak−1βvEek+1)

= 1 − anβvEek+1+1 < 1 is always established. For this reason,

the relationship between size of linked cities and resource allocation to information secu-
rity in cities is analysed by combining with characteristics of complementary resources
and considering the same volume of resource allocation between smart cities under non-
cooperation based on relevant assumptions in Sect. 2.2. On this basis, the following
Conclusion 2 can be made.

Conclusion 2: Under non-cooperation, with the increase of size of cities linked in
complementary external resources of information security, the optimal volume e∗

1 of
resource allocation to information security in cities reduces correspondingly, that is, e∗

1
is negatively correlated with n.

The reason is that with the increase of n,
∏n

k=1,k �=j

(
1 − ak−1βvEek+1

)
decreases,

which raises pj = βvEej+1. In addition, because v ∈ [0, 1], e∗
1 is bound to decrease

accordingly. This suggests that the volume of resource allocation in each city reduces
correspondingly with the increase of size of cities with complementary resources. How-
ever, this can greatly increase the probability of illegal users to intrude into a single city,
so that the information security level of all smart cities significantly reduces. Although
more linked cities can share the risks, such a behaviour of reducing the volume of
resource allocation decreases the information security level. If the size of linked cities
reaches to a certain critical value, it is not necessary for smart cities to allocate resources
to information security, which is unrealistic in practice. Therefore, it is necessary for the
government to coordinate the relevant departments in each city and allocate resources
to information security after weighing the advantages and disadvantages.

By analyzing the relationship between the probability of intrusion by illegal users
and resource allocation to information security in cities, Conclusion 3 can be made as
follows:

Conclusion 3: Under non-cooperation, for any probability β ∈ [0, 1] of intrusion by
illegal users, the optimal volume e∗

1 of resource allocation to information security in

cities monotonically rises, namely
∂e∗

1
∂β

> 0 is always established.
Conclusion 3 indicates that the volume of resource allocation to information security

in cities increases with the probability of intrusion by illegal users in the model of
complementary external resource allocation in smart cities, which confirms with the
common sense. When the probability of intrusion by illegal users rises, cities will invest
more to prevent illegal intrusion, thus raising their information security level.

By analysing the relationship between the propagation probability of one-time intru-
sion between cities and resource allocation to information security in cities, Conclusion
4 can be made as follows:
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Conclusion 4: Under non-cooperation, for any propagation probability a ∈ [0, 1]
of one-time intrusion between cities, the optimal volume of resource allocation to

information security in cities monotonically reduces, that is,
∂e∗

1
∂a < 0 is always

established.
Conclusion 4 indicates that with the increase of the propagation probability of one-

time intrusion between cities, the optimal volume of resource allocation to information
security in cities decreases correspondingly. This verifies the conclusion proposed in
the existing study [x] that network communication has a negative impact on the optimal
strategy of resource allocation. This implies that the power of cities to resource allocation
to information security can be reduced with the increase of the propagation probability
of one-time intrusion between cities. In the case of non-cooperation, it needs to adjust
the network structure between cities and try to avoid indirect intrusion by illegal users
due to network connection with other cities.

Based on Conclusions 2 and 4, with the increase of city size and propagation proba-
bility of one-time intrusion be-tween cities, the probability of intrusion by illegal users
in cities rises. However, through the above analysis, instead of increasing resource allo-
cation, cities reduce investment, which leads to a vicious circle of information security
in cities. The main reason is that some cities have free-riding behaviours in the construc-
tion of information security in other cities, because the resource allocation in these cities
not only has an effect on information security of them-selves, but also exerts a positive
influence on cities linked thereto. Due to the free-riding behaviours, marginal benefits
of cities with resource allocation to information security decrease.

4 Experimental Results and Analysis

Through a simulation experiment, the above conclusions can be conveniently and clearly
verified. This section mainly deeply discusses the following problems.

(1) Based on the numerical simulation, the optimal volumes of resource allocation and
expected costs under non-cooperation and full cooperation of cities are compared.
The influence trends of city size n, probability β of intrusion by illegal users and
propagation probability a of one-time intrusion on the optimal volume of resource
allocation and expected cost are numerically studied and analysed, that is, numerical
analysis under different conditions.

(2) The influences of the compensation coefficient γ and sharing rate δ of information in
cities on the optimal volume of resource allocation and expected cost are discussed,
that is, numerical analysis of incentive mechanisms.

According to the actual conditions, there cannot be too many cities that are linked
together and have complementary external resources, generally nomore than four, so the
city sizes are set as n = 3 and n = 4 in the numerical simulation in this section. Because
it is impossible and unnecessary to consider all values of some experimental parameters
in the actual numerical simulation, this section only takes several representative values
into account. It is supposed that L = 400, v = 0.5 and E = 0.1.
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When n = 3, the propagation probability a of one-time intrusion between cities
and the probability β of intrusion by illegal users are set to be 0.1–0.9, with an increase
amplitude of 0.1, to analyze the influences of a and β on resource allocation. The volume
of resource allocation and the expected loss are listed in Tables 1 and 2. By further
analysing Tables 1 and 2, when a is 0.1 and β values [0.1, 0.9] as well as β is 0.1 and a
is [0.1, 0.9], the results in Figs. 1 and 2 can be obtained.

Fig. 1. Influences of β on the volume e∗1 of
resource allocation

Fig. 2. Influences of a on the volume e∗1 of
resource allocation

It can be obviously observed from the above figures that with the constant increase of
β, the volume e∗

1 of resource allocation continuously rises, which verifies the correctness
of Conclusion 3; as a constantly rises, the volume e∗

1 of resource allocation continuously
decreases, verifying that Conclusion 4 is correct.

When n = 4, by setting the propagation probability a of one-time intrusion between
cities as 0.1–0.9, with an increase amplitude of 0.1 and the probability β of intrusion by
illegal users as 0.1, the volume of resource allocation and the expected loss are attained,
as shown in Table 3.

Table 1. Influences of a and β on the volume e∗1 of resource allocation under non-cooperation

α β

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.1 4.6548 14.6548 20.5044 24.6548 27.8741 30.5044 32.7283 34.6548 36.3540

0.2 4.5860 14.5860 20.4356 24.5860 27.8052 30.4356 32.6595 34.5860 36.2852

0.3 4.5055 14.5055 20.3551 24.5055 27.7248 30.3551 32.5791 34.5055 36.2048

0.4 4.4130 14.4130 20.2626 24.4130 27.6323 30.2626 32.4866 34.4130 36.1123

0.5 4.3078 14.3078 20.1575 24.3078 27.5271 30.1575 32.3814 34.3078 36.0071

0.6 4.1894 14.1894 20.0390 24.1894 27.4086 30.0390 32.2629 34.1894 35.8886

0.7 4.0567 14.0567 19.9063 24.0567 27.2760 29.9063 32.1303 34.0567 35.7560

0.8 3.9089 13.9089 19.7585 23.9089 27.1282 29.7585 31.9825 33.9089 35.6082

0.9 3.7447 13.7447 19.5944 23.7447 26.9640 29.5944 31.8183 33.7447 35.4440
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Table 2. Effects of a and β on the expected loss under non-cooperation

α β

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.1 20.6745 30.6745 36.5241 40.6745 43.8938 46.5241 48.7481 50.6745 52.3738

0.2 22.5016 32.5016 38.3512 42.5016 45.7209 48.3512 50.5752 52.5016 54.2009

0.3 24.6258 34.6258 40.4754 44.6258 47.8450 50.4754 52.6993 54.6258 56.3250

0.4 27.0537 37.0537 42.9033 47.0537 50.2730 52.9033 55.1273 57.0537 58.7530

0.5 29.7939 39.7939 45.6435 49.7939 53.0132 55.6435 57.8674 59.7939 61.4931

0.6 32.8566 42.8566 48.7062 52.8566 56.0759 58.7062 60.9302 62.8566 64.5559

0.7 36.2545 46.2545 52.1041 56.2545 59.4737 62.1041 64.3280 66.2545 67.9537

0.8 40.0026 50.0026 55.8522 60.0026 63.2219 65.8522 68.0762 70.0026 71.7019

0.9 44.1193 54.1193 59.9690 64.1193 67.3386 69.9690 72.1929 74.1193 75.8186

By comparing results in Table 3 with Tables 1 and 2, it can be seen that with the
increase of n, the volume e∗

1 of resource allocation reduces, while the expected loss
increases, verifying that Conclusion 2 is correct. By comparing results in Table 3 with
Tables 1 and 2, with the increase of n, the volume e∗

1 of resource allocation decreases,
while the expected loss rises, proving that Conclusion 2 is correct.

Table 3. Partial results of the volume of resource allocation and expected loss when n = 4 under
non-cooperation

α Resource allocation e∗1 Expected loss

0.1 4.6542 20.6885

0.2 4.5817 22.6138

0.3 4.4910 25.0069

0.4 4.3782 27.9642

0.5 4.2385 31.5893

0.6 4.0668 35.9963

0.7 3.8568 41.3140

0.8 3.6006 47.6927

0.9 3.2882 55.3142
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5 Conclusions

This research mainly discussed the methods for resource allocation in the cases of non-
cooperation of multiple cities. In addition, the effects of different influence factors, such
as city size, propagation probability of one-time intrusion and probability of intrusion
by illegal users on resource allocation was also explored.
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Abstract. Insights of social development, presented in various forms, such as
metrics, figures, text summaries, whose purpose is to summarize, explain, and
predict the situations and trends of society, is extremely useful to guide organi-
zations and individuals to better realize their own objectives in accordance with
the whole society. Deriving these insights accurately and swiftly has become an
interest for a range of organizations, including agencies governing districts, city
even the whole country, they use these insights to inform policy-makings. Busi-
ness investors who peak into statistical numbers for estimating current economi-
cal situations and future trends. Even for individuals, they could look at some of
these insights to better align themselves with macroscopical social trends. There
are many challenges to develop these insights in a data-driven approach. First,
required data come from a large number of heterogeneous sources in a variety of
formats. One single source’s data could be in the size of hundreds of Gigabytes
to several TeraBytes, ingesting and governing such huge amount of data is not a
small challenge. Second, many complex insights are derived by domain human
experts in a trail-and-error fashion, while interacting with data with the aid of
computer algorithms. To quickly experiment various algorithms, it asks for soft-
ware capabilities for infusing human experts and machine intelligence together,
this is challenging but critical for success.

By designing and implementing a flexible big data stack that could bring in
a variety of data components. We address some of the challenges to infuse data,
computer algorithm and human together in Zilian Tech company [20]. In this
paper we present the architecture of our data stack and articulate some of the
important technical choices when building such stack. The stack is designed to be
equipped with scalable storage that could scale up to PetaBytes, as well as elastic
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distributed compute engine with parallel computing algorithms. With these fea-
tures the data stack enables a) swift data analysis, by human analysts interacting
with data and machine algorithms via software support, with on-demand question
answering time reduced from days to minutes; b) agile building of data products
for end users to interact with, in weeks if not days from months.

Keywords: Cloud · Data stack · Social development

1 Introduction

The potential benefits are immense by drawing on large-scale online and commercial
data to construct insights of social development, for example, trends in economic and
business development, emerging patterns of people’s daily life choices, comparative
technology advances of competing regions, population sentiment to social events and
so on. These insights are valuable, sometimes critical, in scenarios like helping govern-
ment agencies for more objective policy making, aiding decision-making of investors
before pulling money into certain business in certain regions, even helping individuals
who might just want to check cities and companies’ outlooks before settling among
several job offers.

Recent years have seen many articles to investigate various aspects of social activ-
ities and developments based on data and models. Bonaventura et al. [23] construct a
worldwide professional network of start-ups. The time-varying network connects start-
ups which share one or more individuals who have played a professional role. Authors
suggest such network has predictive power to assess potential of early stage companies.
[26] investigates foreign interference found on twitter, during the 2020 US presidential
election. Natural language processing models are used to classify troll accounts, net-
work flow statistics are leveraged to reveal super-connectors. Drawn on top of analysis
results drawn from these models, this report is able to quantify prevalence of troll and
super-connector accounts in various politics-inclined communities and these accounts’
influence among these communities. Jia et al. [24] devise a risk model of covid-19
based on aggregate population flow data, the model is to forecast the distribution of
confirmed cases, identify high risk regions threatened by virus transmission, one such
model is built and verified using major carrier data of mobile phone geolocations from
individuals leaving or transiting through Wuhan between 1 January and 24 January
2020. Authors suggests the methodology can be used by policy-makers in any nations
to build similar models for risk assessment.

To realize many of aforementioned applications, a large amount of data need to be
acquired, stored and processed, a scalable and efficient big data processing platform is
the key. In our company, we have built such a data platform. We argue that the data
stack of our platform provides enough flexibility to incorporate a variety of modern
data component implementations and products from different vendors and bring them
together to enable data applications to solve our use cases. Mainly two categories of
applications are enabled by the design of the data stack: analytics-oriented applications
and real-time transactional applications (usually customer-facing). These two applica-
tion categories suite different use cases when developing data applications for extract-
ing insights of social development. We showcase two concrete applications: one is a
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notebook-like analytics tool for analysts to examine research publications of a country
with the world’s biggest population. The other is a customer-facing search application
one of whose function is to retrieve and summarize companies’ patent statistics in past
20 years of the same big country.

This paper’s main contributions are not on advancing techniques of individual data
components, but more of a practical study on how to incorporate appropriate data tech-
niques under a flexible stack framework we propose, to enable real-world data-oriented
user cases with minimum time-to-market. We document technical trade-offs we made
for choosing the right set of components and technologies, from many existing ones,
we use these components to compose a cohesive platform that suits our use cases.

In the following of this paper, Sect. 2 presents the architecture of the big data stack,
then dive into the technical reasoning to choose concrete techniques for several key
components. Section 3 shows two example applications and explain how the big data
stack enable swift development, followed by the conclusion in Sect. 4.

2 The Big Data Stack

Figure 1 depicts a high-level view of what are in the big data stack, the stack is com-
posed of five key components. In the past decade, we have seen a blossom of technolo-
gies that could possibly be used to implement the components of proposed stack. Too
many techniques sometimes bring no help, but on the contrary quite a lot challenges for
a system architect, who need to carefully compare and make trade-offs between several
technologies and eventually decide on the right one to have it incorporated into one
single cohesive stack.

The applications that we want the techniques to enable are mainly two categories:
analytics-oriented and real-time customer facing. To enable these two categories, we
set out with a number of goals for choosing the techniques to implement the data stack.
First major goal is flexibility, we strive to the keep our options open to be able to switch
to a different technique in the future in needed and avoid being locked into certain set
of techniques. Scalability and agility are two goals for analytics-oriented applications.
Responsiveness is one goal for real-time applications, “real-time” means the processing
time is within the order of sub-second.

Below we dive into technical reasoning in each component of our stack, about the
choices of concrete techniques. Note that, the index numbers of the list items correspond
to the labels of components in Fig. 1.

1. Data Governance
The social development data could come as structured, e.g., files with clearly defined
schema, e.g., CSV, parquet [28] files; or semi-structured, like XML and JSON; or
unstructured, e.g., pictures, audio files, videos. The existing and emerging storage
technologies to choose include: structured-data-only traditional database, that aims
to store key operational data only; data warehouse that are designed to stores all
your data but mainly structured data, snowflake [17] and Oracle [10] are examples
of such warehouse providers. Recent data lake technologies [25], that promise to be
able to store huge amount of structured and unstructured data. Data lakehouse [21]
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Fig. 1. The conceptual view of the big data stack of our data intelligence platform Each compo-
nent in this stack figure has a corresponding text paragraphs of the same label for more detail.

is another recent data storage paradigm attempting to unify both data warehouse and
data lake. We keep an open mind in choosing storage technologies since we believe
at this time not a single existing technology mature enough to solve all the cases.
When picking technologies for our stack, we decide on data lake storage techniques
for raw data storage for analytics-oriented applications that meet the goal of scala-
bility. While for real-time applications, we integrate traditional relational databases
for its optimized transaction handling for responsiveness.

2. Cloud Service
Fifteen years after the launch of AWS, we now enjoy a competitive cloud service
provider market. There are global leading providers like AWS [2] and Azure [8],
as well as region challengers like AliCloud [1], OVHCloud [11], the cloud services
offered by different providers are more or less overlapped and converged gradually.
The choice of providers sometimes more rely on business factors, like the availabil-
ity of that providers in the region of target markets. We build internal software tools
to abstract away the native cloud services from our applications as much as possible,
we invest on Kubernetes technologies [27] as the application runtime environment
so that we keep the option open to later evolve the stack for hybrid or multi-clouds
if needed. Using cloud service enables scalability both in storage and computation.

3. Algorithmic Computation
Distributed data computation engine that provides parallel-processing capabilities is
key to analytics-oriented applications processing massive datasets. Spark [4] and
Flink [3] are two leading techniques. Flink is from the beginning a streaming-
oriented data processing engine while Spark is more popular engines for batch pro-
cessing and is catching up in streaming. We choose Spark as the our stack’s compute
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engine, because we consider Spark is better positioned in the whole data processing
ecosystem. Many technologies come with existing solutions to integrate with Spark,
with that we could enjoy more flexibility on choosing other techniques and know
they will integrate well with the compute engine. This computation component is
related to, and interleaved with the data analytics component described below.

4. Data Analytics
Many open source tools to choose from for data analysis, tools used in single
machine include Pandas [12], Scipy, sklearn [15]. We prioritize to support tools in
the stack that are able to run on multiple machines in order to harvest distributed
computing power provided by the cloud, to support agility for analytics-oriented
applications. Spark is our chosen technique that provides the desirable distributed
computation capability, additionally Spark provides APIs in SQL semantic that is
familiar to many data-analysis specialists already.
Tensorflow [18] and PyTorch [13] are two machine learning tools that we aim to
integrate into our platform.
The design principle in this data analytics component is not to lose the flexibility and
being able to integrate more tools in the future if necessary. We try to best to avoid
locking into a handful of tools pre-maturely. Tools that have low learning curves are
preferred, because agility is one main goal. We try to reduce as much as possible
the unnecessary effort of an analyst to wrestle with unfamiliar tooling concepts or
APIs.

5. Data Applications
We leverage open-source frontend Jupyter [7] to build analytics-oriented applica-
tions. We also use data visualization tools directly from some cloud vendors, e.g.,
PowerBI from Azure. When choosing such a specific data visualization tool from
one vendor, we usually examine whether it supports many data input/output tech-
niques rather than only those from the same vendor. We decide on frontend frame-
works such as Vue and ReactJS [14,19], and backend frameworks such as NodeJS
and Django [6,9], to build customer-facing real-time applications. These techniques
have matured, they have been integrated and tested in cloud environments for many
years. In addition there are existing open source data connectors for the frameworks
we choose, for connecting them to different data storage techniques so that we keep
the flexibility and not being locked into certain techniques. Another principle we
have is to bias the choices on those that we could quickly prototype with, and then
iterate on the prototype with fast turn-around time, this helps to achieve our agility
goal.

3 Two Example Applications Enabled by the Stack

In this section, we showcase two example applications built on top of our data stack.
One analytics-oriented application shown in Fig. 2a is to investigate academic paper

publication trends in each major city of China, for assessing cities’ research activity
levels. The research publication data we collected contains around 8 millions entries,
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organized as JSON files in ∼80 GB. We use one cluster that consists of 30 nodes, each
node of which has 14GBmemory and 8 CPU cores, for data processing. Spark, the com-
pute engine running on this cluster, orchestrates distributed computation tasks of anal-
ysis code. We choose a browser-based Jupyter [7] notebook environment for analyst to
program analysis code, analysis results returned by the compute engine are also shown
on the same UI. The programing API is a combination of SQL and DataFrame [22],
both are familiar to experienced analysts, in fact our analysts put these new tools in use
in a matter of a few hours’ learning. Figure 2a shows the UI of this browser-based pro-
gramming tool for analyst’s use, backed by a powerful distributed cluster underneath.
After loading the data into the cluster memory within minutes, analyst could use family
APIs to program and then execute analytics tasks on the cluster. One example task is to
group the publications by individual cities, then sort the cities by the publication num-
bers this particular analysis task takes less than one minute on the whole 80 GB dataset.
With swift turn-around time of many such analytics tasks, analysts feel enabled and
motivated to explore more analysis questions and experiment more analysis approaches
to solve same questions.

Another application depicted in Fig. 2b is a customer-facing information-search web
application. This application provides a search function for companies with their patent
statistics in different regions of China. We leverage a cluster of 60 nodes, each has
14GB memory and 4 CPU cores, for running routine batch jobs to calculate key met-
rics that power the search. One of most expensive task in these routine batch jobs is to
calculate region-specific company patent metrics, which needs to perform an expensive
SQL JOIN of two large datasets: one is company registration data of past 20 years, con-
sisting of ∼36MM entries the other dataset is patent data of past 20 years that includes
∼28MM patent entries. First a SQL JOIN of these two large dataset and then a SQL
GROUPBY to group companies with patents by different regions. In total this task takes
around 12min by Spark engine on this cluster. The resulting metrics are then inserted
into a PostgrepSQL relational database, which in turns powers the web search applica-
tion. The search portal responses to users’ search with results in few seconds. Figure 2b
shows on such search result page, a geographical map of all regions is on the left side,
where each region is colored according to its magnitude of numbers of company that
have patents, on the right side is the top 10 regions. We are able to build this data appli-
cation, from ingesting raw data, to setting up batch jobs for analysis, then eventually
having web search application powered by a relational database, in weeks. The cohe-
sive data stack connects a number of data storage and compute technologies together,
enabling this swift development.
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(a) The notebook UI to enable analyst to develop analytics programs quickly

(b) A search result page shows numbers of companies with patents in different
regions

Fig. 2. Two applications built on top of the big data stack

4 Conclusion

We present a design of big data stack that collectively function as data intelligence plat-
form, for swiftly deriving social development insights from huge amount of data. We
present the concrete techniques to implement this stack, as well as the underlying rea-
sonings on why choosing them among many other choices. The two showcases exem-
plify two categories of applications this data stack enables: analytics-oriented applica-
tions and real-time applications.

We hope to spur discussions on related topics in the community that would also
benefit future development of our stack. The better the stack, the better it serves the
purpose of providing insights and intelligence to aid informed decision-making of the
society.

For future developments, one direction we are looking at is data-mesh like architec-
tural paradigm [5,16], the purpose is to unlock access to a growing number of domain-
specific datasets located within different organizations. Another direction is to ingest
and process streaming data in near real-time. For example, extracting information real-
time news feed. We consider this a great technical challenge to our data stack and we
need to bring in new techniques carefully. Should it be implemented in our data stack,
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many interesting applications became feasible. We believe the impact, particularly to
present decision-makers with near real-time insights from data, would be huge.

Acknowledgments. This work is partially supported by National Social Science Foundation of
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Abstract. With the continuous deepening of the construction of the electric power
pot market, it is necessary to optimize the operation mechanism of the spot market
according to the operation of the spotmarket, study the information interaction and
data integration technology of the spotmarket to support the coordinated operation
of multiple markets, and design the overall architecture, application architecture,
functional architecture of the information interaction and data integration platform
of the spot market for the coordinated operation of multiple markets Hardware
architecture and security protection system provide technical support for informa-
tion interaction and data integration of multiple market coordinated operation of
the power spot market. Through data visualization technology, this paper realizes
the data visualization and background management of the provincial power spot
market operation detection system, which is convenient for decision-makers to
carry out data analysis and management.

Keywords: PDO · Transaction mechanism · PhpSpreadsheet

1 Introduction

With a large number of new energy connected to the grid and the rapid growth of
electricity demand in some areas, China’s power supply structure and supply and demand
situation has changed, which puts forward a greater demand to solve the problem of
systempeak regulation and trans-provincial surplus and deficiency regulation. Therefore,
it is urgent to further deepen inter-provincial spot transactions, optimize the allocation
of resources in a wider range, discover the time and space value of electric energy,
and realize the sharing of peak regulation resources and inter-provincial surplus and
deficiency adjustment by market means.

At the same time, with the continuous deepening of the construction of the spot
market, it is necessary to optimize the operationmechanism of the spot market according
to the operation of the spot market, study the information interaction and data integration
technology of the spot market to support the coordinated operation of multiple markets,
and design the overall architecture, application architecture, functional architecture, and
data integration platform of the spot market for the coordinated operation of multiple
markets Hardware architecture and security protection system provide technical support
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for information interaction and data integration of multi market coordinated operation
of the power spot market.

In order to support the construction of inter provincial electricity spot market, it is
necessary to develop a visual system with perfect function and friendly interface on the
basis of technology research and development.

The minimum configuration of front-end display hardware recommended by this
system is CPU Intel i7-7700k, memory 8GB DDR4, disk 300 gb, graphics card GTX
1060, display standard resolution 1920× 1080. The minimum configuration of database
server is CPU Intel Xeon e5–4650, memory above 16 GB DDR4 and disk 1 TB.

The required software environment includes: Microsoft operating system, HTML5
standard browser, PHPdevelopment environment,Apache server environment, relational
database.

2 System Design

The whole system is divided into front-end visualization system and background data
management system, as shown in Fig. 1.

The electric
power spot 
market operation 
detection system

Front end login 
page 

Background login 
page 

Data visualization system

Background management 
system

Fig. 1. System structure

The front end of the system has two major functional modules, data overview and
operation data. All modules are developed with HTML5 technology such as webgl and
canvas, and the mainstream web framework is used. The data interface is provided by
the background of PHP to obtain the data of MySQL database for visualization.

The system is divided into 11 pages: login page, transaction statistics, channel path,
declaration status, declaration statistics, declaration details, channel available capacity,
node transaction result, channel transaction result, path transaction result and personal
center. The front end structure is shown in Fig. 2.
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Fig. 2. Schematic diagram of front end structure

Fig. 3. The overall structure design of the system
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The background of this system uses the mainstream Web back-end framework. The
data interface is provided by the background of PHP to obtain the data of MySQL
database for visual presentation.

The system is divided into 11 pages: login page, area management, channel manage-
ment, applicant management, declaration data management, channel available capac-
ity management, channel clearance management, channel clearance path management,
personal center, log management.

Because of the huge and complex data of the power system, the data source of this
system is provided by the management personnel in the background through the way of
importing Excel files. The Excel file is uploaded and submitted by the provinces, and
then imported by the backstage management personnel according to the unit of day.

The detailed structural design of this system is shown in Fig. 3.

3 The Specific Implementation

This system content is more, limited to the length, this paper after the Taiwan man-
agement system as an example, detailed introduction of the implementation of specific
functions.

3.1 Import of Excel File

The background management part of this system is developed by PHP7.3. In PHP7, the
best way to import Excel is to use third-party plug-ins. PHPSpreadsheet is one of the
most powerful and easy to use plug-ins and is recommended for use.

PHPSpreadsheet is a library written in pure PHP that provides a set of classes that
allow you to read and write different spreadsheet file formats. PHPSpreadsheet provides
a rich API that allows you to set up many cell and document properties, including styles,
images, dates, functions, etc. You can use it in any Excel spreadsheet you want. The
document formats supported by PHPSpreadsheet are shown in Table 1.

Table 1. Formatting sections, subsections and subsubsections.

Format Reading Writing

Open document format(.ods) ✓ ✓

Excel 2007 and above ✓ ✓

Excel 97 and above ✓ ✓

Excel 95 and above ✓

Excel 2003 ✓

HTML ✓ ✓

CSV ✓ ✓

PDF ✓
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To use phpSpreadsheet, your system requires a PHP version greater than 7.2. In your
project, you can use Composer to install PHPSpreadsheet with the following command:

composer require phpoffice/phpspreadsheet 
To install PHPSpreadsheet, if you need to use documents and examples, use the 

following command:
composer require phpoffice/phpspreadsheet --prefer-source 

The basic use of phpSpreadsheet is very simple. When the plug-in is downloaded 
and installed, you just need to introduce the autoload.php file into your project. The 
following code is a simple example that generates an Excel file and populates the 
cells with the specified content.

<?php  
require 'vendor/autoload.php';  
use PhpOffice\PhpSpreadsheet\Spreadsheet;  
use PhpOffice\PhpSpreadsheet\Writer\Xlsx;  
$spreadsheet = new Spreadsheet();  
$sheet = $spreadsheet->getActiveSheet();  
$sheet->setCellValue('A1', 'Hello World !');  
$writer = new Xlsx($spreadsheet);  
$writer->save('hello world.xlsx'); 

In this project, we need to make an auxiliary page for uploading Excel files. In 
order to simplify the operation of the manager, the system supports the import of 
multiple Excel files at one time, and it only needs to add multiple attribute in the File 
field.

<input type="file" name="file[]" multiple=""> 
After uploading the file, create a corresponding PHPSpreadsheet reader based on 

the extension of the Excel file, set up read-only operations, and read the contents of 
the file into an array.

/** Create a reader  **/ 
if ($ext == 'xls') { 
    $reader = new \PhpOffice\PhpSpreadsheet\Reader\Xls(); 
} else { 
    $reader = new \PhpOffice\PhpSpreadsheet\Reader\Xlsx(); 
} 
$reader->setReadDataOnly(true);  //Just the data, not the format 
$spreadsheet = $reader->load($inputFileName); 
$data = $spreadsheet->getActiveSheet(0)->toArray(); 

After reading the contents of the file, the next step is to verify that the table header,
row, and column data are correct according to the template requirements. After all the
data is correct, it can be written to the appropriate database.

In the operation of the database, due to the complex structure of the Excel file, there
are a lot of data to be verified. There will be several operations on the database, and there
will be correlation between each other. In order to maintain the consistency of data, we
use the transaction mechanism of PDO to deal with this part of content.

The transaction mechanism of PDO supports four characteristics: atomicity, con-
sistency, isolation, and persistence. In general terms, any operation performed within
a transaction, even if performed in stages, is guaranteed to be applied to the database
safely and without interference from other connections at commit time. Transactional
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operations can also be undone automatically on request (assuming they haven’t been
committed), which makes it easier to handle errors in the script.

We can use Begin Transaction to enable transactions, Commit to commit changes,
and roll Back to and from operations. Here’s the relevant demo code:

<?Php 
try{ 
$dbh=new 

PDO('odbc:demo,'mysql','mysql',array(PDO::ATTR_PERSISTENT=>true)); 
Echo "Connected\n"; 
} 
Catch (Exception $e){ 
die("Unable to connect:".$e->getMessage()); 
} 

try{ 
$dbh->setAttribute(PDO::ATTR_ERRMODE,PDO::ERRMODE_EXCEPTION); 
$dbh->beginTransaction(); 
$dbh->exec("insert into table1 (id,first,last) values 

(23,'mike','Bloggs')"); 
$dbh->exec("insert into tabel2 (id,amount,date) values 

(23,50000,time())"); 
$dbh->commit(); 
} 
catch(Exception $e){ 
$dbh->rollBack(); 
Echo "Failed:".$e->getMessage(); 
} 

3.2 Editing of Imported Data

After the Excel data is imported into the data, it should be possible to edit and modify
the data according to the user’s needs. Due to the large quantity, in order to facilitate
editing and modification, we use the DataGrid in the EasyUI framework for processing.

EasyUI is a set of user interface plug-ins based on jQuery. Using easyUI can greatly
simplify our code and save the time and scale of master web development.While EasyUI
is simple, it is powerful.

The EasyUI front-end framework contains many commonly used front-end com-
ponents, among which the DataGrid is distinctive. The EASYUI Data Grid (DataGrid)
displays data in a tabular format and provides rich support for selecting, sorting, group-
ing, and editing data. Data grids are designed to reduce development time and do not
require specific knowledge of the developer. It’s lightweight, but feature-rich. Its features
include cell merging, multi-column headers, frozen columns and footers, and more. For
back-end data editing on our system, the DataGrid is best suited.

We use JS to generate the static content of the data table, and then request the data
interface through Ajax, and then render the data table after getting the data, so as to get
the results we want.
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This system focuses on the use of data table editor, you can achieve online editing
table data. To edit the data, when initializing the DagGrid, you need to add an edit button
in the last column using the formatting function, as follows:

formatter: function (value, row, index) {
if (row.editing) {
var s = '<span style="cursor: pointer; float: left; 

background: #5c641b;color: #ffffff;padding: 1px 35px 1px 
35px;margin:5px;display: inline-block;height: 40px;line-height: 
40px;" onclick="saveRow(this)">save</span> ';

var c = '<span style="cursor: pointer; float: left; 
background: #349564;color: #ffffff;padding: 1px 35px 1px 
35px;margin:5px;display: inline-block;height: 40px;line-height: 
40px;" onclick="cancelRow(this)">cancel</span>';

return s + c;
} else {
var e = '<span style="display:inline-block;cursor: 

pointer; background: #3d70a2;color: #ffffff;padding: 1px 35px 1px 
35px;height: 40px;line-height: 40px;margin:5px;" 
onclick="editRow(this)">edit</span> ';

return e;
} 

} 

After editing is complete, you can change the database through the event
OnAfterEdit.

4 Conclusion

By connecting MySQL database with PHP and cooperating with DataGrid of Easy UI,
we completed the design and implementation of the background management system of
the operation and detection system of the electric spot market. The key content of this
system is to use PHP to import Excel files, and verify the validity of data format and
content, and then use the transaction mechanism of PDO to complete the data writing.
Data is displayed through the data network function of Easy UI, and the editor is used
to complete the data editing.

With the data, in the front end can be through the API interface, access to background
data, and display in the front end.
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Abstract. In order to develop a distributed storage system that adapts to Chinese
software and hardware, build a cloud computing platform that is independently
usable, safe and reliable, data utilization is more concentrated and intelligent,
and service integration is more unified and efficient. This paper designed and
implemented a distributed storage system that supports Chinese software and
hardware, which is compatible with Chinese mainstream CPU, operating system,
database, middleware and other software and hardware environments. After a lot
of experiments and tests, it is confirmed that the system has high availability and
high reliability.

Keywords: Cloud computing platform · Distributed storage system ·
Localization

1 Introduction

The distributed storage system is a data storage technology that distributes data on
multiple independent devices, and provides storage services as a whole externally1,2.
It has the characteristics of scalability, high reliability, availability, high performance,
high resource utilization, fault tolerance and low energy consumption3. Its development
process can be roughly divided into three stages. One is the traditional network file
system, which is typically represented by Network File System (NFS), etc., the second
is the general cluster file system, such as Galley, Shared File System (GPFS), etc., and
the third is the object-oriented transit distributed file system, such as Google File System
(GFS), Hadoop Distributed File System (HDFS), etc. NFS4,5 is a UNIX presentation
layer protocol developed by SUN; GPFS6,7 is IBM’s first shared file system. GFS8 is
a dedicated file system designed by Google to store massive search data. The above-
mentioned typical distributed storage systems are all developed by foreign companies,
and all have incompatibility with Chinese software and hardware.
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In response to the above problems, this paper designed and implemented a local-
ized distributed software-defined storage system named FSTOR, which is based on B/S
architecture, has standard interfaces and supports various localized operating systems
and virtualization systems, and both servers and databases are localized facility. The
system implements distributed cloud storage block storage services, snapshot manage-
ment, full-usermode intelligent cache engine, cluster dynamic expansion, pooled storage
function, fault self-check and self-healing functions.

The organization structure of this article is as follows: The first part introduces
the relevant research background of the system; the second part introduces the system
architecture; the third part describes the functional architecture of the system; the fourth
part tests the system and analyzes the test results; the fifth part summarizes full text.

2 System Structure

The detailed system architecture is shown in Fig. 1. The overall technology and software
system can run normally on theChinese CPU. TheChinese x86 architecture Zhaoxin, the
ARM architecture Feiteng and the Alpha Shenwei can be used, and the operating system
Kylin or CentOS can be used. The system can use automated operation and maintenance
technology to ensure daily operation and maintenance management, including but not
limited to data recovery, network replacement, disk replacement, host name replacement,
capacity expansion, inspection, failure warning, capacity warning, etc.

Fig. 1. System architecture diagram

(1) LibRBD
A module that supports localized block storage, abstracts the underlying storage,
and provides external interfaces in the form of block storage. LibRBD supports the
localized virtualization technology to be mounted to the localized operating system
through the RBD protocol, and is provided to some localized databases.
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(2) Libcephfs
A module that supports localized Posix file storage, supports the Kylin and the
CentOS operating system to mount the file system locally to the Chinese operating
system through the mount command and provide it for use.

(3) RADOS GW
In order to support a gateway module for localized object storage, two different
object storage access protocols, S3 and Swift, are provided. Localized software can
use these two protocols to access the object storage services provided by the system.

(4) Librados
Amodule supporting blocks, files, and object protocols is responsible for interacting
with the core layer of the Chinese storage system. It is a technical module of the
interface layer.

(5) MON
The brain of the system. The management of the storage system cluster is handed
over to MON.

(6) OSD Core
Responsible for taking over the management of a physical storage medium.

(7) FileStore
An abstract module that manipulates the file system. The system accesses business
data through the Poxis standard vfs interface. The spacemanagement of the physical
disk is handed over to the open source xfs file system to manage.

(8) BlueStore
A small Chinese file system. It can replace the xfs file system tomanage the physical
disk space, reducing someperformance problems caused by the xfs file systembeing
too heavy.

(9) T2CE

A Chinese smart cache module. The system can make full use of physical hardware
resources to improve storage performance. Its intelligent caching engine can perceive
data characteristics and frequency, and store data that meets a predetermined strategy
on high-speed devices, and store data that does not meet the predetermined strategy
on slow devices. Under the premise of not significantly increasing hardware costs, use
high-speed equipment to drive low-speed equipment to ensure business performance
requirements.

The intelligent cache engine revolves around the close cooperation between multiple
core modules such as IO feature perception, intelligent aggregation, disk space alloca-
tion and defragmentation, and maximizes the combination of high-speed and low-speed
devices between performance and capacity to achieve a perfect balance. The smart cache
uses a large number of efficient programming models and algorithms to maximize the
performance of high-speed devices.

3 Function Architecture

The system function framework is shown as in Fig. 2. The system includes a hardware
abstraction layer, a unified storage layer, a storage service layer, an interface proto-
col layer and an application layer. The unified storage layer includes multiple copies,



FSTOR: A Distributed Storage System 345

pooling, tiered storage, linear expansion, fault medical examination, data recovery QoS,
erasure coding, strong data consistency, intelligent caching, dynamic capacity expan-
sion, fault domain and fault self-healing. The storage service layer includes snapshot
cloning, data linkHA, data streamQoS, encryption compression, quota control, thin pro-
visioning, multipart upload, permission control, version control, multi-tenancy, data tier-
ing, and write protection. The interface protocol layer includes block storage interface,
object interface and file storage interface. The application layer includes virtualization,
unstructured data and structured data.

Fig. 2. Functional architecture diagram

(1) Object Storage Segmented Upload
Segmented upload is the core technology of breakpoint continuingly functions.
When the fault is restored, avoid re-uploading the content of the uploaded file and
cause unnecessary waste of resources. Users can also implement user-side QoS
functions based on the multipart upload function. The multipart upload function
will verify the content of the uploaded file, and the parts that fail the verification
will be re-uploaded.

(2) Dynamic Capacity Expansion and Reduction Without Perception
The system supports dynamic capacity expansion and contraction without percep-
tion, and can respond to changes in application requirements in a timely manner
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without perception of the application, ensuring the continuous operation of the busi-
ness. In addition, the performance also increases linearly with the increase of the
number of nodes, giving full play to the performance of all hardware.

(3) Data Redundancy Protection Mechanism
The system provides two different pool data redundancy protection mechanisms:
replica and erasure code to ensure data reliability.

Replica mode is a data redundancy realized by data mirroring, with space for
reality. Each replica keeps complete data, and users can pool 1–3 replicas accord-
ing to specific business requirements to maintain strong consistency. The greater
the number of replicas, the higher the fault tolerance allowed, and the consumed
capacity increases proportionally.

Erasure code mode is an economical redundancy scheme, which can provide
higher disk utilization. Users can choose K + m combination according to the
specific business requirements. K represents to store the original data in K blocks,
and M represents to generate M pieces of coded data. The size of each piece of
coded data is the same as that of the block. The K pieces of block data andM pieces
of coded data are stored separately to achieve data redundancy. According to any k
pieces of data in K + m, the original data can be reconstructed.

(4) Troubleshooting

The system supports a variety of different levels of fault domain design, the smallest fault
is the tiered disk, and the largest fault tier can be the data center. It is common to use the
cabinet as the fault level, and the user can divide it according to the actual situation. The
fault domain can ensure the failure level of data redundancy. Whether it is a failure of a
disk, a rack, or a data center, the reliability of the data can be guaranteed. At the same
time, the system also supports intelligent fault detection and fault self-healing and alarms
to avoid manual intervention, and supports intelligent data consistency verification to
avoid data loss due to silent errors.

4 System Test

4.1 Test Environment

The test environment topology is shown in Fig. 3. Four node servers and a notebook are
used. The server and notebook are connected to the switch. FIO 2.2.10 (cstc10184742)
is used as the test tool.
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Fig. 3. System test network topology

The model and configuration of server and client are shown in Table 1. In the test,
the model and configuration of the four node servers are the same, all of them are Kylin
system, and the CPU is FT1500a@16c CPU.The notebook is the ultimate version of
Windows 7 system, the model is ThinkPad T420, and the notebook is equipped with
Fio.

Table 1. Environment configuration

Equipment name Model and
configuration

Operating system Software
configuration

Node server (4) CPU: FT1500a@16c
CPU 1.5 GHz
RAM: 64 GB
hard disk: 1.8TB

Kylin V4.0 FSTOR distributed
storage system
MariaDB V10.3
RabbitMQ V3.6.5

notebook
(1)(CSTC10124326)

model: Thinkpad T420
CPU: Intel Core
i5-2450M 2.50 GHz
RAM: 4 GB
hard disk: 500GB

Windows 7 Ultimate Google Chrome
52.0.2743.116
Fio 2.2.10

4.2 Test Content

The content of system test is shown in Table 2. IOPs (input/output operations per second)
is the input/output volume (or read/write times) per second, used for computer storage
device performance test. The test results show that the system realizes the functions
designed in all functional architectures.
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Table 2. Test Content

Technical index Test results

Block storage service The block storage volume can be successfully created
and the storage volume can be mapped to the virtual
machine
File system can be created for storage volume

Snapshot management Supports the snapshot function of storage volumes, and
clones new storage volumes through snapshots
You can perform a rollback operation on the storage
volume that has been snapshotted

Smart cache engine The smart cache engine storage pool can be
successfully created

Cluster dynamic expansion A new storage server or hard disk can be added to the
storage cluster

Pool storage function Can create storage pools with different performance

Fault self-checking and self-healing Delete an object storage device and kick it out of the
cluster, and cluster business will not be interrupted

Web storage mount Web storage can be mounted via NFS protocol

4k random write 4k random write without cache IOPS: 1694
4k random write IOPS with cache: 5149

4k random read 4k random read without cache IOPS: 2474
4k random read IOPS with cache: 6507

4k mixed random read and write 4k mixed random read without cache IOPS: 1944
4k mixed random read with cache IOPS: 4863
4k mixed random write without cache IOPS: 648
4k mixed random write buffered IOPS: 1621

4.3 Test Results

(1) System Structure
The system is based on B/S architecture, the server adopts Kylin v4.0 operating
system, the database adopts MariaDB V10.3, the middleware adopts RabbitMQ
v3.6.5, and the bandwidth is 1000Mbps. The client operating system is the ultimate
version of Windows 7, and the browser adopts Google Chrome 52.0.2743.116.

(2) Performance Efficiency

The system performance is as follows: 4K random write without cache IOPs: 1694;
4K random write buffer IOPs: 5149; No IOPs: 4K random read cache; 4K random read
buffer IOPs: 6507; 4Kmixed random read without cache IOPs: 1944; 4Kmixed random
read buffer IOPs: 4863; 4K mixed random write without cache IOPs: 648.
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5 Conclusions

Aiming at the problem that the distributed storage system needs localization and supports
Chinese software and hardware, this paper designed and implemented a distributed stor-
age system namedFSTOR, which runs on the Chinese operating system and CPU, and
each module supports localization. The system ensures the daily operation and mainte-
nance management by realizing automatic operation and maintenance, and ensures the
reliability of data through two pool data redundancy protection mechanisms and fault or
division methods: copy and erasure code. After a large number of tests, the system runs
stably, realizes complete functions, and achieves high reliability and high availability.
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Abstract. To solve the problem of joint calibration in multi-sensor information
fusion, a joint calibration technique based on three-dimensional lidar point cloud
data and two-dimensional gray image data is proposed. Firstly, by extracting the
corner information of the gray image data, the two-dimensional coordinates of
the corner were obtained, and the calibration of the monocular camera was com-
pleted by using the corner information, and its internal and external parameters
were obtained. Then, by extracting the corner information of the point cloud data
obtained by lidar, the corresponding corner points arematched. Finally, the rotation
and translation matrix from lidar coordinate system to image coordinate system
is generated to realize the joint calibration of lidar and camera.

Keywords: Multisensor · Joint calibration · Corner · Feature point matching

1 Introduction

Multi-sensor data fusion is a novel technology for collecting and processing informa-
tion. With the development and application of unmanned system technology, intelligent
equipment needs to realize information perception of the surrounding environment based
on external sensors [1], in order to realize unmanned operation. Lidar can obtain the dis-
tance of the target and provide precise and accurate three-dimensional point cloud data,
but it can not get rich other environmental information;

Monocular camera can collect various environmental information, but it can not
obtain accurate distance information. Considering the characteristics of both, the fusion
of lidar and monocular camera sensing information can well obtain various environ-
mental information around intelligent equipment and provide necessary information
feedback for unmanned operation of intelligent equipment. To complete information
fusion, the first thing to do is to conduct joint calibration among multiple sensors [2].
This is in order to obtain the relative position between the respective sensors, and find
out the conversion relationship between the coordinates of each sensor [3]. In this paper,
a joint calibration method based on LIDAR point cloud data and two-dimensional data
of gray image is proposed. A rectangular standard plate is used as the calibration plate
to verify the effectiveness of the method.
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2 Monocular Camera Calibration

The purpose of monocular camera calibration is to realize the rapid conversion between
monocular sensor coordinate system and world coordinate system, obtain the relative
position relationship between them, and obtain the internal and external parameters of
monocular sensor.

2.1 Pinhole Camera Model

Fig. 1. Linear camera model

As shown in Fig. 1, a point O in space is the projection center of the pinhole camera,
F, that is OP represents the distance from point O to point P on the plane. Project point
X in space onto planes can obtain projection point P.

The image plane of the camera is plane s, where the optical center of the camera
is point O and the focal length of the camera is OM, which can be expressed by f, the
optical axis of the camera is a ray emitted outward with the optical center of the camera
as the starting position, also known as the main axis. The optical axis of the camera is
perpendicular to plane s, and the optical axis has an intersection with image plane s,
which is called the main point of the camera.

λ

⎡
⎣
x
y
1

⎤
⎦ = K

⎡
⎣
xc
yc
xc

⎤
⎦ =

⎡
⎣
fu s u0
0 fv v0
0 0 1

⎤
⎦

⎡
⎣
xc
yc
zc

⎤
⎦ (1)

In Formula 1, matrix K is the internal parameter matrix of the camera. We can do
a very fast transformation from the camera coordinate system to the image coordinate
system through the internal reference matrix. (fu, fv) is the focal length parameter of the
camera. The focal length is the distance between the world and the image plane. Under
the pinhole camera model, the two values are the same. (u0, v0) is the offset of the main
point from the image plane. When the U-axis of the image coordinate system is not
completely perpendicular to the v-axis, the s generated is called distortion factor.

2.2 Camera Calibration Principle

Camera Calibration Principle [4]:
If ranging is carried out through gray image, In order to obtain the three-dimensional

coordinates of a point on an object in space and its corresponding point in the camera
image more quickly and accurately, and get the change and conversion between them,
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we need to establish a geometric model based on gray image, and the parameters of the
camera constitute a basic parameter of the geometric model. Through a lot of calculation
and practice, these parameters can be solved and given accurately. This process is called
the camera calibration process.

2.3 Coordinate System Under Camera

Coordinate System:
Four coordinate systems in the camera imaging model:

a. World coordinate system: a coordinate system established with a reference point
outside, the coordinate points are (XW, YW, ZW)

b. camera coordinate system: a coordinate system established with the optical center
of monocular camera as the reference point, and the coordinate points are (x, y, z)

c. Image coordinate system: the optical center is projected on the imaging plane, and
the obtained projection point is used as the reference point to establish a rectangular
coordinate system. The coordinate point is (x, y)

d. pixel coordinate system: the coordinate system that can be seen by the end user.
The origin of the coordinate system is in the upper left corner of the image, and the
coordinate point is (u, v)

Various transformation relations from the world coordinate system to the pixel
coordinate system are shown in Fig. 2:

Fig. 2. Conversion from world coordinate system to pixel coordinate system

The conversion relationship between coordinates is shown in Fig. 3:

Fig. 3. Schematic diagram of coordinate system relationship
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a) The transformation formula between the world coordinate system and the camera
coordinate system is shown in Eq. 2:

⎡
⎢⎢⎣

x
y
z
1

⎤
⎥⎥⎦ =

[
R T
0T 1

]
·

⎡
⎢⎢⎣

Xw

Yw
Zw
1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

r11 r12
r21 r22

r13 tx
r23 ty

r31 r32
0 0

r33 tz
0 1

⎤
⎥⎥⎦ ·

⎡
⎢⎢⎣

Xw

Yw
Zw
1

⎤
⎥⎥⎦ (2)

where matrix R is the rotation matrix. And R meets the following conditions:
⎧⎨
⎩
r211 + r212 + r213 = 1
r221 + r222 + r223 = 1
r231 + r232 + r233 = 1

(3)

The R matrix contains three variables, Rx, Ry, Rz, tx, ty, tz which together are
called the external parameters of camera.

b) The transformation relationship between the image coordinate system and the
camera coordinate system is as follows:

z

⎡
⎣
X
Y
1

⎤
⎦ =

⎡
⎢⎢⎣

f 0
0 f

0 0
0 0

0 0
0 0

1 0
1 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

x
y
z
1

⎤
⎥⎥⎦ (4)

This conversion relationship is from 3D to 2D, which belongs to the relationship
of perspective projection. After this conversion, the monocular of the projection
point is not converted to pixels, so the next conversion is carried out.

c) The actual relationship between image coordinate system and pixel coordinate
system is as follows:

{
u = X

dx + u0
v = Y

dy + v0
(5)

{
u − u0 = X

dx = sx · X
v − v0 = Y

dy = sy · Y (6)

Because both the image coordinate system and the pixel coordinate system are
located on the image plane, they are only different in scale. Except for the origin
and their respective units, they are the same.

d) Transformation between camera coordinate system and pixel coordinate system.
{
u − u0 = fsxx

z = fxx/z

v − v0 = fsyy
z = fyy/z

(7)

fx is the focal length in the axial direction and fy is the focal length in the axial
direction, fx, fy, u0, v0. It are called the internal parameters of the camera, because
these four elements are related to the structure of the camera itself.
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e) Transformation relationship between pixel coordinate system and world coordinate
system:

z

⎡
⎣
u
v
1

⎤
⎦ =

⎡
⎣

fx 0
0 fy

u0 0
v0 0

0 0 1 0

⎤
⎦

[
R T
0T 1

]
⎡
⎢⎢⎣

Xw

Yw
Zw
1

⎤
⎥⎥⎦ = M1 · M2 · X = M · X (8)

Using the above mathematical expression, we can uniquely determine the internal
parameters of the camera, correspond the collected corner coordinates with their image
point coordinates one by one, and calculate the internal and external parameters of the
camera to complete the calibration of the camera.

Specific implementation steps:

1. Preprocessing the image
2. Edge detection
3. Extracting the contour of the calibration plate
4. Corner detection
5. Calibration

The corner point, internal parameter and external parameter matrix of the camera
are shown in the Figs. 4 and 5 below:

Fig. 4. Camera calibration corner
diagram

Fig. 5. Camera calibration parameters

3 Lidar Calibration

Line scan lidar is selected in this scheme, and 16 line specifications are selected. The
operation principle of the lidar is as follows: the target distance is measured through the
transceiver of the laser signal. The lidar controls the scanning of the lidar by controlling
the rotation of the internal motor - scanning the linear array to the external environment,
the distance from the lidar to the target object is calculated according to the TOF flight
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principle. There is a laser transmitter and a laser receiver inside the lidar. During oper-
ation, the lidar emits the laser. At the same time, the internal timer starts timing. When
the laser hits the target, the reflection occurs, and the laser returns to the laser receiver.
The timer records the arrival time of the laser, The actual movement time is obtained
by subtracting the start time from the return time. Because of the principle of constant
speed of light (TOF), the actual distance can be obtained through calculation.

The lidar coordinate system depicts the relative position of the object relative to the
lidar, as shown in Fig. 6:

Fig. 6. Schematic diagram of lidar coordinate system

When collecting data, the laser line ID can be used through Table 1. Because the
laser point has its own specific ID, the unique laser line inclination can be obtained. The
query table is shown in Table 1. According to the distance value r actually measured by
the lidar, the coordinate x0 of the laser point in the scanning plane coordinate system
can be obtained through formula 9 [5].

X0 =
⎡
⎣
x0
y0
0

⎤
⎦ =

⎡
⎣
r sin ω

r cos ω

0

⎤
⎦ (9)

Table 1. Vertical angles (ω) by laser ID and model

Laser ID Vertical angel
VLP-16

Vertical angel
puck LITE

Vertical
correction
(mm)

Vertical angel
puck Hi-Res

Vertical
correction
(mm)

0 −15° −15° 11.2 −10.00° 7.4

1 1° 1° −0.7 0.67° −0.9

2 −13° −13° 9.7 −8.67° 6.5

(continued)
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Table 1. (continued)

Laser ID Vertical angel
VLP-16

Vertical angel
puck LITE

Vertical
correction
(mm)

Vertical angel
puck Hi-Res

Vertical
correction
(mm)

3 3° 3° −2.2 2.00° −1.8

4 −11° −11° 8.1 −7.33° 5.5

5 5° 5° −3.7 3.33° −2.7

6 −9° −9° 6.6 −6.00° 4.6

7 7° 7° −5.1 4.67° −3.7

8 −7° −7° 5.1 −4.67° 3.7

9 9° 9° −6.6 6.00° −4.6

10 −5° −5° 3.7 −3.33° 2.7

11 11° 11° −8.1 7.33° −5.5

12 −3° −3° 2.2 −2.00° 1.8

13 13° 13° −9.7 8.67° −6.5

14 −1° −1° 0.7 −0.67° 0.9

15 15° 15° −11.2 10.00° −7.4

When the lidar is scanning, a scanning angle can be obtained α, This is the
angle between the scanning plane and the lidar coordinate plane. The scanning plane
coordinates are transformed into lidar coordinates, and the rotation matrix is

Rx =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
0
0

sin a
−cos a
cos a
sin a

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10)

Obtain the coordinates of the target corner in the lidar coordinate system:

XC =
⎡
⎣
x
y
z

⎤
⎦ = Rx × X0 (11)

4 Joint Calibration of Lidar and Camera:

The camera coordinate system and lidar coordinate system are established to obtain the
target corner coordinates in their respective field of view. In the lidar coordinate system,
it is a 3D corner coordinate, while in the camera coordinate system, it is a 2D corner.
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Lidar coordinate system to camera coordinate system:

z
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u
v
1

⎤
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⎡
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fx 0
0 fy

u0 0
v0 0

0 0 1 0

⎤
⎦ ·

[
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0T 1

]
·

⎡
⎢⎢⎣

X
Y
Z
1

⎤
⎥⎥⎦ (12)

Joint calibration can be realized by the following methods:

1. Correspondence between 3D points and 2D planes [6]
2. Calibration based on multi-sensor motion estimation [7]
3. Calibration is completed by maximizing mutual information between lidar and

camera [8]
4. Volume and intensity data registration based on geometry and image [9]

To complete the transformation from 3D points to 2D points, I choose to use PNP
algorithm [10] (complete the matching of 3D points to 2D points) to calculate the rota-
tion and translation vectors between the two coordinate systems. The final conversion
relationship is as follows:

Xc = MX + H (13)

In the above formula, M is the rotation matrix, which records the transformation
relationship between the lidar coordinate system and the camera coordinate system, and
H is the translation vector, which records the transformation relationship between the
origin of the lidar coordinate system and the camera coordinate system. Finally, the joint
calibration between lidar and camera can be completed by unifying the obtained 3D
points and 2D points.

PNP algorithm: Taking the lidar coordinate system as the world coordinate system,
select the three-dimensional feature points in the lidar coordinate system and the coor-
dinate points of the feature points projected into the image coordinate system through
perspective, so as to obtain the pose relationship between the camera coordinate sys-
tem and the lidar coordinate system, including R matrix and t matrix, and complete the
matching of 3D points to 2D points.

Requirements for feature points: it is necessary to know not only the coordinates in
the three-dimensional scene, but also the coordinates in the two-dimensional image, so
that a certain solution can be obtained for perspective projection. We select four corners

Fig. 7. Pose diagram of camera coordinate system relative to lidar coordinate system
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of the rectangular board as feature points, 3D points are A, B, C, D, and 2D points are a,
b, c, d. Triangles have the following similar relationships (Fig. 7):

where: �Oab − �OAB, �Oac − �OAC, �Obc − �OBC.

(1) According to the cosine theorem:

OA2 + OB2 − 2 · OA · OB · cos<a, b> = AB2 (14)

OA2 + OC2 − 2 · OA · OC · cos<a, c> = AC2 (15)

OB2 + OC2 − 2 · OB · OC · cos<b, c> = BC2 (16)

(2) Eliminate the above formula, that is, divide by OC2 at the same time, and x = OA
OC ,

y = OB
OC . You can get:

x2 + y2 − 2 · x · y · cos<a, b> = AB2/OC
2

(17)

x2 + 1 − 2 · x · y · cos<a, c> = AC2/OC2 (18)

y2 + 1 − 2 · x · y · cos<b, c> = BC2/OC2 (19)

(3) Let u = (AB2)/(OC2), v = (BC2)/(AB2), w = (AC2)/(AB2) then:

x2 + y2 − 2 · x · y · cos<a, b> = u (20)

x2 + 1 − 2 · x · y · cos<a, c> = wu (21)

y2 + 1 − 2 · x · y · cos<b, c> = vu (22)

(4) Simplified:

(1 − w)x2 − w · y2 − 2 · x · cos<a, c> + 2 · w · x · y · cos<a, b> + 1 = 0
(23)

(1 − v)x2 − v · y2 − 2 · y · cos<b, c> + 2 · v · x · y · cos<a, b> + 1 = 0 (24)

What we need to do is to solve the coordinates of A, B and C in the camera coor-
dinate system through the above formula, in which the image position of 2D points
and cos<a, b>, cos<a, c>, cos<b, c> are known, and u and w can also be obtained.
Therefore, it is transformed into the solution of the above binary quadratic equation.

The specific solution process of the above binary quadratic equations is as follows:

1. The two binary quadratic equations are equivalent to a set of characteristic columns,
and the equivalent equations are as follows:

a4x
4 + a3x

3 + a2x
2 + a1x

1 + ao = 0 (25)

b1y − b0 = 0 (26)
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2. According to Wu’s elimination method, we can get that a1-a4 are all known and
obtain the values of x and y.

3. Calculate the values of OA, OB and OC

x2 + y2 − 2 · x · y · cos<a, b> = AB2/OC2 (27)

where: x = OA/OC, y = OB/OC.
4. Obtain the coordinates of A, B and C in the camera coordinate system:

A = −→a · ‖PA‖ (28)

Using PNP algorithm, because I use three groups of corresponding points and can
get four groups of solutions, I use point d to verify the results and judge which group of
solutions is the most appropriate.

The joint calibration results are shown as follows (Fig. 8):

Fig. 8. Joint calibration parameters

5 Experiments

Verify the algorithm through the following experiments.

5.1 Experimental Equipment

This experiment selects velodyne 16 line lidar, narrow_sterto monocular camera. in the
experiment, we fixed the relative position of the lidar and the camera. The fixing diagram
of the calibration plate is shown in the figure, and the calibration plate is located in front
of the lidar (Fig. 9).
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Fig. 9. Schematic diagram of placing lidar, camera and calibration plate

The selected experimental equipment is shown in Table 2:

Table 2. Experimental equipment

Equipment name Model Main technical indicators

Lidar Velodyne-VLP16 16 wire, point frequency 320 kHz

Monocular camera narrow_stereo 640 × 480 pixel

Computer PC Intel-i5

5.2 Experimental Results

According to the algorithms in the previous sections, we completed the following
experiments:

(1) The lidar and camera are fixed at corresponding positions respectively. The height
of the camera is 1.3 m and the height of the lidar is 1.2 m

(2) we used a fixed 12 * 9 chessboard grid calibration board which the distance of each
grid is 30 mm. It is placed about 4 or 5 m away from the front of the lidar. The lidar
and the camera collect images at the same time. In addition, a rectangular wooden
board is used to complete the image acquisition.

(3) Move the position of the calibration plate and board, and then re collect the image.
(4) We can obtained the two-dimensional corner coordinates of the four corners of the

board in the camera image and the three-dimensional coordinates of the lidar image.
(5) We used the 11 * 8 corners of the chessboard calibration board to complete the

separate calibration of the camera, and then the coordinate values of the four corre-
sponding corners of the rectangular board are used to complete the joint calibration
of the two.

The individual calibration results of the camera are shown in Table 3 below. Because
there are too many chessboard corners, which are 11 * 8, 10 of them are selected:
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The results obtained after joint calibration of lidar and camera are shown in Table 4
below:

Table 3. Camera calibration results

Corner coordinate measurement (x, y) Calculated value (x′, y′)
(429.91098, 400.1738) (429.971, 400.128)

(400.2941, 402.55194) (400.223, 402.733)

(370.27206, 405.14648) (370.26, 405.195)

(340.36008, 407.48935) (340.162, 407.506)

(310.02762, 409.57397) (310.015, 409.659)

(279.65219, 411.5592) (279.901, 411.648)

(249.73608, 413.40631) (249.906, 413.466)

(220.27628, 414.97083) (220.111, 415.112)

(190.50243, 416.59354) (190.594, 416.587)

(161.46346, 417.70218) (161.419, 417.9)

(132.61649, 418.76422) (132.63, 419.075)

Table 3 shows the results of camera calibration separately. After obtaining the mea-
sured values of image corner coordinates, the calculated values of specific image corners
are obtained by re projection, using the three-dimensional coordinates of corners under
the camera and the internal and external parameter matrix of the camera. Compared with
the measured values, the average error of camera calibration is 0.0146333 pixels.

Table 4. Joint calibration results

Lidar measurements (x, y, z) Camera measurements (x, y) Calculated value (x′, y′)
(4.16499, 1.07492, 0.53206) (194,145) (192.676,145.234)

(4.07381,0.0667174,-0.503505) (410,375) (415.134,375.327)

(3.71897, -0.38916, 0.459004) (516,130) (513.415,128.142)

(3.69492, 1.07548, -0.468488) (156,380) (154.752,376.406)

Table 4 shows the conversion results after joint calibration. This result is that the
rapid conversion from the coordinate system of lidar to the pixel coordinate system
corresponding to the camera can be completed by using the R, T matrix between lidar
and camera and the internal parameter matrix of camera. Compared with the measured
values of camera, it is concluded that the average error of joint calibration is 1.81792
pixels.

It is obvious from the above two tables that the accuracy of the camera itself is still
quite accurate, with an average error of 0.0146333 pixels, which meets the required
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accuracy requirements. However, because the lidar itself is not very accurate and its
quantization accuracy is decimeter level, the joint accuracy obtained after joint cali-
bration is compared with the calibration accuracy of the camera, The accuracy of joint
calibration is slightly poor.

6 Conclusion

In order to realize the multi-sensor fusion of lidar and camera, a joint calibration method
between lidar and camera sensors based on rectangular board is proposed in this paper.
The experimental results show that this method has certain practical significance.
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Abstract. The technology of digital interface compatible electronic transducer
is studied. The measuring and protective equipment is explored to make a new
application of current and voltage signals from the electronic transducer so that
electronic transducer differential signal is directly used as a protection input. The
new differential protection principle based on the differential input signal is put
forward. And the theoretical analysis and simulation shows that the protection
principles proposed are feasible.

Keywords: Differential protection · Digital interface · Electronic transducer

1 Introduction

Transducers are used to monitor the primary device and provide reliable electric quanti-
ties to secondary equipment. The traditional transient electromagnetic transducers have
the issues of saturation and low accuracy. The electronic transducer has low output, suf-
ficient bandwidth, good linearity, simple structure, and other advantages. At the same
time the electronic transducer does not require direct contact with the measured current
circuit. The output of the electronic transducer is a digital signal, which is essentially
different from the analog signal output of the traditional transducers and will have a
profound impact on secondary equipment.

In the paper, the characteristics of two different interfaces are analyzed and the
differential protection principle based on the differential input signals are proposed.
Then the simulation tests are made by using PSCAD. The simulation results show that
the differential protection principle based on the differential input signals can correctly
identify the internal fault and external fault. The electronic transducer differential signals
are applied to protection algorithmdirectlywithout an integral circuit, which can give full
play to the advantages of electronic transducer and improve the reliability and accuracy
of protection.
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2 Overview of Digital Interface

2.1 Structure of Electronic Transducer

According to IEC60044-8 “Electronic Current Transducer” standards, the electronic
transducer includes one or many current sensors and voltage sensors which connect
the transmission system to the secondary converter. The measured current and voltage
is exported with analog or digital signals and is transmitted proportionally to the pro-
tection systems and other secondary measurement and control instruments. As what is
shown in Fig. 1, the analog signal of the transducer is supplied directly to the secondary
devices, and the digital signal is combined by a merging unit and exported to the sec-
ondary devices. Electronic transducers can be divided into two types: active electronic
transducers and passive optical transducers, depending on if the transducer require a
power supply.

Primary current or 
voltage sensor Primary converter Transmission 

system
Primary converter

(Digital output)

Primary power
Supply

Secondary power
Supply

Secondary 
converter

(Analog output)

P1

P2

S2

S1

S

Primary 
Terminals

Secondary 
Terminals

Fig. 1. Structure of electronic transducer

2.2 Two Modes of Electronic Transducer Interface

Interface with Integral Circuit. The first interface is shown in Fig. 2. Firstly, the out-
put optical digital signals of the transducer are transported to the low voltage side through
optical fibers. Then the signals are carried to the relay protection system after being fur-
ther processed in the merging unit. Because the outputs of the electronic current trans-
ducer based on a Rogowski coil and the resistive-capacitive divider voltage transducer
are differential signals. In order to reflect the voltage and current, the outside integral
circuit is increased in the sensor system of electronic transducer.
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Electronic
transducer

sensor

Integral 
circuit

Voltage u Protection CPU
traditional   protection 

principle
Current i

Electronic transducer Digital protection system

Fig. 2. Interface with integral circuit

The interface model with integral circuit has many advantages: the interface is sim-
ple; the protection system hardware requires few changes; the cost of the protection
system change is low; and the protection system software algorithm can be used without
adjustment. This interface model has disadvantages too. A digital integrator is achieved
entirely by software, so it requires high operation speed and greater hardware cost. In
addition, the integral circuit limits the measurement band of the electronic transducer.

Interface Without Integral Circuit. The second interface is shown in Fig. 3. In this
approach, the differential signals from electronic transducer are used in the protection
algorithm directly. The transducer integral part is omitted and the traditional protection
algorithm is modified.

The interface model without integral circuit has many advantages: the system reli-
ability is increased and takes advantage of the electronic transducer to improve the
reliability and accuracy of protection system. On the other hand, the software algorithm
of traditional protection system must be adjusted with this interface mode.

Electronic
transducer

sensor

Voltage 

Protection CPU
(protection principle based 

on differential input signals)
Current 

Electronic transducer Digital protection system

Fig. 3. Interface without integral circuit

3 Differential Protection Basing on Differential Input Signals

Transmission line current differential protection determines whether there is a short cir-
cuit fault protection on the protected line by comparing current phase at both ends of the
line. Differential protection can cut the fault quickly and is not affected by the power
operating mode of single side, mutual inductance in parallel lines, system oscillations,
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line series capacitor compensation, TV disconnection, etc. Differential protection has
become the primary choice for EHV transmission linemain protection because of its abil-
ity to choose phase. The conventional differential has a big problem. The secondary side
current of traditional electromagnetic transducer (CT) is used tomake protection towork.
At the condition of external short circuit fault, the core may be saturated, which causes
the traditional transducer transient current to be distorted and results in a large imbalance
current and differential protection malfunction. Electronic current transducer (ECT) has
non-magnetic saturation, simple and reliable insulation, wide measuring range, etc.

In electronic current transducer based on aRogowski coil, after removing the integral
link, input signal sent to computer protection system is a current differential signal di(t)

dt ,
on the basis of which the differential protection principle and criterion is analyzed.

Assuming line current at both sides are following.
im(t) = √

2Im sin(ω t + ϕm), in(t) = √
2In sin(ω t + ϕn).

Then the corresponding current are İm = Im � ϕm, İn = In � ϕn.
If imj is represented as imj = dim(t)

dt = √
2ωIm cos(ω t + ϕm) = √

2ωIm sin(ω t +
π
2 + ϕm) then the corresponding current are as following: İmj = ωIm � π

2 + ϕm.

And if inj is can be represented as inj = din(t)
dt = √

2ωIn cos(ω t + ϕn) =√
2ωIn sin(ω t + π

2 + ϕm) then İnj = ωIn � π
2 + ϕn.

Thus we can produce Eq. (1)
∣
∣İmj + İnj

∣
∣ = ω

∣
∣İm + İn

∣
∣ (1)

Comparedwith conventional phase current differential protection, input signal ampli-
tude at both sides of differential protection based on differential input expands ω times,
phase shifts π

2 , and the current relative relationship on both sides do not change. When
line is normal, external fault, internal short circuit fault, current waveform, and phase
diagram at both sides are shown in Fig. 4:

It can be concluded that compared with conventional phase current differential pro-
tection, protection differential signal as input signal, because the current in line ends has
a phase shift at the same time and the relative phase relationship of both sides of the cur-
rent do not change, the current differential protection principle based on the differential
input signals is same as conventional one. At any moment, current phasor summation
is zero at both ends of the normal or external fault line. The mathematical formula is
expressed as follows:

∑
İ = 0.When an internal line fault occurs, there is a short circuit

current flowing. If current positive direction is from bus to line, current phasor summa-
tion at both ends is equal to the current flowing into the fault point without considering
the impact of distributed capacitance, namely

∑
İ = İdj.

Using electromagnetic transient simulation software PSCAD to build a double-ended
single line power supply system, the paper has simulated the single-phase grounding,
two-phase grounding, the two-phase short-circuit, and three-phase short-circuit failures;
F1 is set up at the N-terminus of the line as the external fault, F2 serves as the internal
fault, and the fault type and fault time can be set flexibly. The simulation system model
is shown in Fig. 5.



On Differential Protection Principle Compatible Electronic Transducer 371

KD

M N
1dMI NI

mI nI

dI

(a)

(b)

(c)

mji nji

(0)tω

(b1) (b2)

djI
njI

mjI

mji

nji
(0)tω

(c1) (c2)

djI

njI

mjI

Fig. 4. (a) Principle diagram (b) current waveform and phase of normal operation and external
fault (c) current waveforms and phase of internal short fault

Fig. 5. Differential input current differential protection fault simulation model
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Typical fault simulation examples are given as follows. ima, imb, imc express the three
phase currents of M side;

ina, inb, inc express the three phase currents of N side;
dma, dmb, dmc express the three phase currents differential of M side, namely: dima

dt ,
dimb
dt , dimc

dt ;

Restraint current

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

Sja =
∣
∣
∣
Dma � Pma−Dna � Pna

2

∣
∣
∣

Sjb =
∣
∣
∣
Dmb � Pmb−Dnb � Pnb

2

∣
∣
∣

Sjc =
∣
∣
∣
Dmc � Pmc−Dnc � Pnc

2

∣
∣
∣

Examples: A phase ground short internal fault (F2/AN).
As shown in Fig. 6, three-phase current, differential current, and braking current

waveforms are simulated respectively when point A phase ground short circuit fault in
the F2 region occurs. Figure 6 shows that when the internal single-phase ground fault
occurs, the differential current of the fault phase (A phase) is more than the braking
current; the differential current and the braking current of non-fault phase (B, C phase)
are small.

Main : Graphs
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Fig. 6. Three-phase operating current and restraint current waveforms

The fundamental phase is calculated according to the current sample value after fault,
and then the differential current and the breaking current are obtained whose trajectory
curve operating point is shown as Fig. 7. It can be seen that the operating point of faulty
phase (A phase) is in action area and protection work reliably.
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Fig. 7. A phase ground short internal fault operating characteristic curves diagram

4 Conclusions

In this paper, a new differential protection principle is proposed based on the differential
input signal of an electronic transducer. The differential signal of the transducer is applied
directly to the protection algorithm, which allows the integral part of the transducer to be
omitted so that the full potential of an electronic transducer can be realized. It is proved
through theoretical analysis and simulation that the protection principles proposed are
correct and feasible.
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Abstract. Sleep apnea is an important factor that could affect sleep quality.
A great number of existing monitoring and intervention devices, such as the
polysomnography, mature heart rate respiratory monitoring bracelets and ven-
tilator headgear can improve breathing in sleep, but are all functioning separately,
with their data being disconnected, which fails to achieve multi-parameter fusion
or a greater variety of applications.With the development of the Internet of Things
(IoT), information interaction between IoT devices to facilitate integration of IoT
devices has become a hot research topic. This paper focuses on the interoperability
information model and technology for establishing interoperability information
model among sleep and health devices for sleep apnea syndrome. This paper ana-
lyzes the heterogeneity of the knowledge organization system in sleep health data
information through the abstract representation of data information, establishes
the mapping relationship between data, information, and devices, and realizes
the semantic heterogeneity elimination. It also defines inference rules about sleep
apnea scenarios, achieves semantic interoperability between monitoring devices
and other health devices, and finally realizes an unmonitored closed-loop control
system for sleep apnea intervention. According to the test results, the system can
react quickly in sleep apnea scenarios.

Keywords: Sleep apnea syndrome · Intervention · Semantic interoperability

1 Introduction

Sleep is a complex process that plays an important and irreplaceable role in people’s life
and particularly in their physiological activities. Multiple organs perform detoxification
during sleep, such as the liver and the kidney, which helps people recover their physical
strength and energy.Additionally, high-quality sleep can effectively enhance the people’s
immune system. However, studies have shown that the quality of people’s sleep has been
declining in recent years, with sleep disorders being an important cause for the increasing
severity of sleep quality problems, among which sleep apnea is particularly prominent.
Sleep apnea syndrome is a medical condition in which the airflow between the nose and
mouth disappears or is weakened for more than ten seconds during sleep, and includes
Obstructive Sleep apnea (OSA), Central Sleep Apnea (CSA), and Mixed Sleep Apnea
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(MSA) [1] Patients suffering from sleep apnea snore during sleep and are likely to
experience a brief respiratory arrest during sleep, which leads to insufficient oxygen
supply in the blood, reduced sleep quality, daytime drowsiness, memory loss, and in
severe cases, psychological and intellectual abnormalities, and may even cause other
diseases, such as arrhythmias, cerebrovascular accidents, and coronary heart disease. To
address these problems, research in scientific and timely monitoring of sleep apnea and
the possibility of providing timely intervention to patients is of extreme value [2].

Polysomnography (PSG) is considered the “gold standard” for diagnosing apnea
events and some other sleep disorders. However, PSG devices are costly and require
electrodes to be attached to the patient and tension sensors to be worn, which may lead
to First Night Effect of the users and dislodgement of devices in the middle of the night.
In addition, in the market, there are already mature heart rate respiratory monitoring
bracelets or head-mounted respirators that can improve breathing problems during sleep,
but because all these devices can interfere with human activity to varying degrees,
thus having an impact on sleep quality on the other hand [3]. There is thus an urgent
need for a contactless, effective, and more accessible assistive device for monitor and
intervention. A very important medical indicator to detect the occurrence of apnea events
is called the arterial oxygen saturation (SaO2). Given that the accurate measurement of
SaO2 requires the facilitation from an oximeter, the interconnection of sleep monitoring
devices with an oximeter is a subject worth investigating. Additionally, existing sleep
health devices can detect the occurrence of disease but cannot timely conduct any relief
or rescue treatment. Therefore, if the monitoring equipment and rescue equipment can
be interconnected, the disease will be relived in a timely manner. For example, homecare
devices can alleviate certain reaction caused by acute symptoms and provides help for the
subsequent hospital treatment [4]. However, the health devices are currently developed
separately by different companies, which means that different conceptual expression
models and languages, and different degrees of formalization with the overlapping of
knowledge in different domains will lead to multiple inconsistencies and disconnection
[5].As a result, amulti-parameter fusion among the devices to provide richer applications
become impossible. Interoperability can solve the problems of multiple device network
heterogeneity, data format conflicts, and incompatible interfaces, eventually realizing
data sharing and collaborative work among information systems. It is thus extremely
important to carry out study on the interoperability between heterogeneous devices [6].

2 Related Work

As of now, related departments and research institutions have presented various evalu-
ation models to evaluate interoperability, among which Levels of Conceptual Interop-
erability Model (LCIM) is highly representative. It has six levels, namely no interop-
erability, technical interoperability, syntactic interoperability, semantic interoperability,
pragmatic interoperability, and conceptual interoperability [7]. Semantic technology
targets integration and collaboration of heterogeneous systems by providing unified
descriptions, and it is now very popular in recent years to study how to attach seman-
tics to IoT systems. In 2006, Brock proposed the concept of SWOT (Semantic Web of
Things, SWOT), advocating that IoT should be called the Semantic Internet of Things.
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He believes that the internet, as a bridge between the physical world and the information
world, should have an underlying sensing device of its own system that can provide
information being aware of context and capable of reasoning, rather than focus on the
changes of the objects themselves. They should also be able to “communicate” and
“understand” as human beings do, and to communicate collaboratively between devices
through registration, addressing, auto-discovery and search [8].

Saman Iftikhar [9] studied the feasibility of semantic interoperability among var-
ious semantic languages and realizes interoperability between semantic information
exchange and resultant information systems across services. Shusaku Egami [10] inves-
tigates an ontology-based approach to semantic interoperability data integration for air
traffic management. A domain ontology that is based on the flight, aviation and weather
information exchange model is built, while an approach is proposed to integrate het-
erogeneous domain ontologies. As a result, interoperability of exchanging information
about aircraft operations between different systems and operators in global air traffic
management is solved, while the interoperability and coordination of all kinds of infor-
mation in global operations is enhanced. Soulakshmee Devi Nagowah [11] put forward
an approach based on new paradigms such as the Internet of Things and pedagogical
concepts such as Learner Analysis, which is to build an ontology of IoT smart class-
rooms for university campuses to improve semantic interoperability in smart campus
environments.

Wanmei Li [12] from China University of Mining and Technology put forward a
semantic interoperability system for mining equipment based on distributed query, using
semantic technology to propose a somaticized description model for IoT in mines, and
a task matching scheme based on compound reasoning, which enables mutual under-
standing and interaction between equipment and production systems. It has combined
semantic technology, distributed system and edge computing framework and applied
the integration in which is applied in mine production activities with an aim to reduce
humanized mine production and improve automatic production efficiency of coal mines.

In health, Bozhi Shi [13] studied the interoperability characteristics of heart monitors
and researched their data information exchange capability. To summarize, the existing
interoperability studies are in the process of development, and there is not a complete
standard applicable to the health field in terms of the depth of related research. In addition,
there are even fewer studies about the interoperability system of health equipment, so
the research of interoperability needs more attention (Fig. 1).

3 Overview of Design Model

This paper focuses on the interoperability information model and technology of devices
that monitor and intervene with sleep apnea. Through analysis of the requirements
of interoperability of sleep apnea monitoring and intervention devices, an information
model is constructed to design a specificmethod to achieve the semantic interoperability.
The specific research content is as follows:

An ontology-based semantic description model of sleep monitoring devices is pro-
posed from four aspects, namely the basic information, status, function, and operation
control, so that device information can be represented by a semantic document in a
unified syntax format.
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Fig. 1. Overall flow chart of model.

In terms of the need of monitoring and intervention tasks, a semantic description
model of monitoring and intervention tasks is proposed to semantically describe the
task information. Meanwhile, a task matching scheme based on compound reasoning
is proposed to strengthen the autonomy of the sleep device interoperability system.
The study integrates the relevant theories and technologies of ontology, extracts the
information of the device or task ontology, and then inputs it into the reasoning ontology,
and guides the output device according to the designed reasoning rules.

By interoperating the non-contact mattress and the oximeter, the heart rate and res-
piration rate calculated from the mattress and the initial judgment of whether an apnea
event has occurred are combined with the results of the real-time oxygen saturation from
the oximeter, which are then input into the intervention task ontology and the inference
rule. If the apnea symptoms are serious, the oxygen production can be increased to help
the human body keep the normal functioning; when the oxygen production is detected
to have reached a normal degree or no apnea event occurs for a long time, the oxygen
production can be reduced or turned off. As a result, it provides a higher discriminant
accuracy than single mattress-based signal processing or single oximeter measurement
results, offering higher medical reference value.

4 Implementation

4.1 Creating an Ontology

In 1998, TimBerners-Lee, the founder of theWorldWideWeb, first proposed the concept
of Sematic Web, and then the World Wide Web Consortium (W3C) developed a series
of technological specifications related to the Semantic Web, including Web Ontology
Language (OWL), Resource Description Framework (RDF). With the development of
the Semantic Web, “ontology” has been introduced into computer science and given a
completely different meaning in recent years. An ontology is a systematic explanation of
things in the objective world through a formal language, while the OWL provides a way
for users to write formal descriptions of concepts [14]. OWL consists of three elements,
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Class: a collection of individuals with certain properties; Property: a binary relationship
between a class and another class; Individual: an instance of a class, which inherits the
properties of the class and facilitates the definition of data for reasoning. The OWL is
used in this paper as the preferred language for ontology, while Protégé, an open-source
ontology editor designed by Stanford University is chosen to facilitate the research and
development of ontologies.

4.2 The Process of Creating an Ontology

To support autonomous and coordinated interactions among devices in an interoperable
system, this section applies the powerful expressive power of semantic technologies
to modeling in health. From the aspect of practical application of apnea intervention,
the devices, the discrimination and intervention tasks, and the execution progress of the
tasks in the sleep environment are semantically described, which results in a sleep health
environment ontology system consisting of two domain ontologies, a sleep health device
ontology, and a task ontology. This study combines the seven-step approach of ontology
creation and METHONTOLOGY [15] as follows:

Identification of the domain and scope of the ontology. The sleep health system
description ontology constructed in this study aims to provide the semantic support for
intelligent collaboration between multiple devices in apnea discrimination and interven-
tion tasks. The model mainly consists of two parts: device description model and task
description model.

Reuse of existing ontologies. The ontology model related to sleep health system is
extracted from the existing related ontologies, while the category attributes of related
concepts and their inter-concept binary relations are integrated. In the process of creating
ontology, the scalability of the ontologymodel can be enhanced by themapping between
related concepts.

Normalization of concepts. Firstly, class concepts are defined, and divided into
classes of a hierarchy, i.e., important concepts are extracted from the corpus knowl-
edge to form a glossary dedicated to the sleep environment, and a hierarchy is assigned
to the concepts in the glossary. Secondly, the attributes of classes and their related con-
straints are defined according to the hierarchy. Finally, cases are built on the basis of the
glossary to complete the creation of ontology.

Validation and evaluation of ontology. The ontology editor is used to build the rel-
evant glossaries and their related ontologies, while the ontologies are validated accord-
ing to the indexes of practicality, cohesion, and accuracy, continuously improving the
ontology model.

Device Description Model. SSN (Semantic Sensor Network Ontology, SSN) is an
ontologymodel issued byW3C. It is to describe sensors and provides a unified high-level
semantic description of sensors in terms of deployment environment, functional role, and
observed properties. The modeling for sleep health discriminative interventions in this
study refers to the SSN ontology model and adds to it some control functions and other
concepts. Based on the SSN ontology model and the analysis of the role of the device
in the sleep health IoT system, the device is described semantically in four aspects:
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basic information, device function, status, and control, forming a unified representation
model, and providing semantic level support for the sleep health interoperability system.

The basic information refers to the description of some information that the device
has since it was made by the manufacturer, such as the name, parameters, model and
parts of the health device (oximeter, oxygen generator, mattress).

The device status describes the real-time situation of devices. Themain consideration
in modeling the concept of device status is the relationship between the device and
the task, such as which operational state the oxygen generator is in and whether it is
conditioned to perform the intervention task. In response to these questions, this paper
provides description in terms of operational state and perceived state.

The device function refers to the specific tasks that the device can perform. This
study describes the functions in control, measurement, input, and output of the three
devices, namely oximeter, mattress, and oxygen generator, and the discrimination and
intervention tasks.

The control describes the interaction between the devices and the control of the
devices. The control operation in this study refers to the control of the ventilator based
on the physiological parameters generated by the oximeter and the mattress. Therefore,
the control operation is conducted through the on and off state of the oxygen generator
(Fig. 2).

Fig. 2. The entity-relationship diagram of device model.

Equipment Model Evaluation. The quality of current ontology model can be eval-
uated in terms of its structure, operability, and maintainability, while its structure can
be further divided into cohesiveness, redundancy, and coupling [16] Cohesiveness is
the most frequently measured feature and can be quantified by the degree of indepen-
dence of each module in the model and the correlation between internal concepts. The
higher the cohesiveness, the better the cohesiveness of the system and the higher the
degree of closeness between concepts. The cohesiveness of an ontology model is mainly
influenced by the inheritance relationship between concepts within the ontology.

In this study, M is used to simplify the conceptual model of the device ontology,
so M1, M2, M3, and M4 represent the conceptual model of its basic information, the
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conceptual model of its state, the conceptual model of its function, and the conceptual
model of its control, respectively. The cohesiveness of the conceptualmodel of the device
ontology is represented by C(M), which is calculated as:

C(M)x =
{

2
∑i=n

i=1
∑j=n

j>i r(ci,cj)
n(n−1) n > 1

1 n = 1
(1)

where n represents the number of nodes in the ontology model, r represents the relation-
ship strength between two concepts in an ontology, c represents a class in the concept
model ontology. If the two classes are directly inherited or indirectly inherited, then r
equals to 1. If the number of concepts in the ontology model is 0, then the cohesiveness
is 0. If there is only one concept in the model, the cohesiveness is 1 because the con-
cept itself is the most compact structure in the model and does not depend on any other
concept.

AVG =
∑m

i=1 C(Mi)

m
(2)

In this study, the device ontology is divided into four conceptual models, and the
average cohesion AVG formula of the device ontology is calculated, and the cohesion
of each conceptual model can be calculated according to the above formula, C(M1) =
0.82, C(M2)= 0.71, C(M3)= 0.63, and C(M4)= 0.62, and the average cohesion of the
four models is obtained as 0.7, from which it can be considered that the concepts are
more closely related to the topic of sleep health devices.

Task Description Model. This study creates a model of task first, and then describes
the discriminative and intervention task concepts in terms of basic information, condi-
tional constraints, and inter-task relatedness. The semantic description of discriminative
intervention tasks and execution progress information enables the device to directly
understand the process of the current working task, so that it can determine whether
to participate in the execution of the task and the prerequisites needed for execution.
Among them, the basic information is the most basic description of the task, including
task name, ID, and attributes, with name and ID being used to identify the task, and task
attributes being used to describe the execution environment of the task. Task constraints
include state constraints and timing constraints, and only devices that satisfy these con-
straints are qualified to claim the task. Task correlation is a concept used to judge the
relationship between tasks, including temporal sequence and dependency. The tasks that
come later in the temporal sequence can only be executed after the previous task is
completed. The mutual dependency is mainly reflected in the data dependency between
two tasks. For example, the execution of the intervention task requires the results of the
monitoring task. The ontology and entity settings for the discrimination and intervention
tasks in the sleep health system ontology are shown in the following figure (Fig. 3):
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Fig. 3. The entity-relationship diagram of task model.

4.3 Reasoning

Contradictory knowledge may appear in the process of model creating, which leads
to inconsistency of the ontology and affects the subsequent knowledge inference. The
consistency of ontology is represented in three aspects: structural consistency, logical
consistency, and user-defined consistency, referring to the ontology’s syntactic structure,
syntactic logic, and a series of constraints specified by the user to comply with the con-
straints of the language syntaxmodel respectively. To uphold the ontology consistency, it
is important to ensure that classes, attributes, and case individuals that have been created
in the ontology are logically and structurally consistent. This step can further perform
the rule reasoning. This study chooses HermiT and Pellet, two reasoners of Protégé
to perform consistency testing of the ontology, imports the completed device ontology
model and monitoring intervention task ontology into Protégé, and then performs the
testing in HermiT and Pellet. No error message is suggested in the testing results, which
proves that the term set and cases of the completed ontology system information are
consistent.

The rules of reasoning need to be clarified before reasoning. Apnea is medically
defined as the absence of or significant reduction of nasal or oral airflow for more than
10 s during sleep, accompanied by a sustained respiratory effort and a decrease in oxygen
saturation. As the mattress can collect human physiological signals to obtain real-time
heart rate and respiratory values, the signal processing can initially assess whether the
user has apnea or not. Even if the user doesn’t have apnea, it proves that the user’s
heart rate and respiratory shift is slightly abnormal. Thus, semantic interconnection
with the oxygen machine can automatically turn on the oxygen generator and release
a small amount of oxygen to avoid an acute anoxia. In addition, the oxygen saturation
results measured by the oximeter are also considered to determine whether an apnea
has occurred, and if so, to increase the oxygen concentration. When the values of the
user’s heart rate, respiration and blood oxygen saturation recover to the normal range,
it means that the physiological parameters are more normal during this time, and the
increase in oxygen in the air will lead to the opposite effect. Therefore, the oxygen
generator should automatically be adjusted to the non-operating state, finally forming a
closed-loop system (Fig. 4).
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Fig. 4. The overall reasoning process.

5 Experiments

5.1 Experiment Settings

This study chooses local inputs instead of sensors, and preset values instead of mat-
tress and oximeter operating performance and status. Considering only the prediction
and discrimination of obstructive apnea syndrome, SWRL inference rules are set up in
Protégé based on the above-mentioned reasoning. According to the reasoning of Pellet,
20 rules of the rule base are applied. When the output of the mattress ontology shows
the occurrence of apnea, or when the decrease of blood oxygenation on the oximeter
ontology reaches or exceeds 3%, the oximeter ontology will increase the generation of
oxygen. When the value of the mattress ontology and oximeter ontology normalizes, the
oximeter sill stop performing the task.

5.2 Performance

Assume the patient is in a bedroom of 15 m2, where the oxygen generator is placed
at about 3 m from the human body during sleep. The attendant will turn the oxygen
generator on when there are signs of apnea and turn it off when the respiratory and
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heart rate recover to the normal level through the observation of the instruments. In
the test, each instrument works separately, so the attendant must observe and judge the
physiological parameters before deciding on the status of the oxygen generator. The
whole process can be divided into three steps: observation, judgment and action, and
the time spent in each step is different, with the most time spent in action, which greatly
increases the length of time spent on the intervention. This study has conducted multiple
sets of tests, assuming that the attendant can switch on the oxygen generator in the fastest
speed, then the average time consumed, minimum time consumed, and maximum time
consumed were 1.883 s, 1.49 s and 2.26 s respectively. In Protégé, the average response
time, minimum response time and maximum response time were 15.385 ms, 15.063 ms
and 15.612 ms respectively. The system performance would be better if the tasks were
performed in binary (Fig. 5).

Fig. 5. Comparison of 6 sets of data on the decision response time of the two operations.

6 Conclusion

Semantic interoperability is a very challenging research issue. This paper aims to address
the collaborative interaction between sleep health devices to achieve semantic-level inter-
operability between monitoring devices and other health devices, ultimately building an
unmonitored closed-loop system for sleep apnea intervention. The discrimination and
intervention has been simply implemented in the platform of Protégé, and the ontology
design and rule base need to be enriched specifically in the future research to support
more complex scenarios. The testing of the system is also realized by simulation in an
experimental environment, which is inevitably too ideal, while real sleep environment
can be highly unpredictable. Thus, further validation of the system in actual scenarios
is needed in the future.
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Abstract. This paper realizes the design of home safety early warning system
by studying the wireless communication networking technology of ZigBee and
WiFi, as well as sensor communication technology, which is based on taking
home safety monitoring as the application background. In this study, CC2530
chip was used as ZigBee wireless communication module. A novel home security
IoT monitoring method was proposed through sensor triggering, human activity
trajectory perception algorithm design, and wireless networking and communi-
cation optimization. Meanwhile, the safety early warning and remote monitoring
of home staff can be realized, and home safety can be guaranteed. The system
can achieve the purpose of home monitoring and early warning with low software
and hardware cost through the experimental design and result analysis. It can not
only provide reference for the design of sensor communication system, but also
provide technical reference for aging society and response.

Keywords: Wireless sensor networks · ZigBee · OneNet cloud platform ·
Communication network ·WiFi

1 Introduction

With the rapid development of society, science and technology, people have higher and
higher requirements for their quality of life. In particular, people pay great attention to
home safety. Therefore, designing a home safety IoT monitoring system, which uses
ZigBee and WiFi technology to collect and transmit data between nodes and between
nodes and platforms. The sensor nodes form a wireless sensor network which distribute
in every corner of the home. The system can not only realize the real-time monitoring of
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the home environment, but also ensure the safety of the elderly living alone preliminarily
and reduce their need for care at homewhichprovides great convenience for their children
[1, 2].

In this system, CC2530 is used as the core of wireless transceiver and processing
module [3]. CC2530 is an integrated chip, which uses the 8051 core and encapsulates the
Z-stack protocol stack [4–6]. It can be used to transmit data in wireless sensor networks.
The system uses CC2530 module to establish a small ZigBee network [7–9], which is
composed of three node types: coordinator node, router node and sensor node.

With the changing needs of people, wireless access technology is more and more
in line with the development trend of society. Therefore, people’s demand for wireless
sensor networks is increasing exponentially. Wireless sensor networks (WSN) adopts a
distributed sensor network, which fully combines various advanced technologies such
as distributed information processing technology, modern network and wireless com-
munication technology [10, 11]. It can cooperate with each other to detect and collect
all monitored area data in real time, and process the collected data. Then the data is
transmitted wirelessly and transmitted to users in the form of wireless Ad Hoc network
and multi hop network [12–15].

2 System Architecture Design

In the home security IoT monitoring system, it uses the low-cost and low-power ZigBee
low-speed and short-distance wireless network protocol to detect the security parameters
of the detected location. The system is mainly composed of coordinator, router, terminal,
gateway, server, client and other components. The coordinator is in charge of creating
Zigbee network at the mobile terminal, initializing the network, assigning an address
to the mobile terminal node that initially needs to join the network and controlling
the joining of the mobile terminal node. It can upload the collected data and realize the
automation functionof remote control of the terminal at themobile terminal. The terminal
equipment includes temperature and humidity sensor, MQ2 smoke sensor and human
infrared sensor, which can realize indoor data acquisition, storage and transmission. The
router is responsible for forwarding messages from other nodes.

In the system architecture design, the terminal collects the required data, and the
coordinator receives the data through ZigBee sensor node networking. The coordinator
uploads the data to the gateway through the serial port, and then the gateway sends its
data to the computer. The WiFi module can also be driven through the protocol stack.
The WiFi module can communicate with mobile phones, computers and routers, and
load the collected data into HTTP format and send it to the cloud service OneNet cloud
platform. The sensing layer of the system sends the data which collected by the sensor
to the application layer through the network layer. The application layer analyzes and
processes the data, and monitors it in real time. When the monitoring data is abnormal,
it will send out alarm prompt information in time, so as to realize the management and
monitoring of home safety. The systematic software flow chart is described in Fig. 1.

The architecture of the whole IoT system consists of three parts: IoT device end,
device cloud platform and web background server [16]. The Internet of things device
cloud platform is based on OneNet device cloud. The main steps of OneNet cloud
platform accessing the development process are as follows [17]:
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Fig. 1. Systematic software flow chart.
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The device access flow chart of OneNet cloud platform is shown in Fig. 2.
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network
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WiFi

Onenet cloud platform

User terminal

MQ2 sensor

Fig. 2. Onenet cloud platform device access process.

3 Hardware Platform

The design of home IoT monitoring system is mainly composed of sensor, ZigBee
gateway design and OneNet cloud platform [18]. The design of the systematic hardware
architecture is shown in Fig. 3.

Create product Create device View data flow

TCP connection

183.230.40.33/80
Data point upload

Continue

uploading
End

NO

YES

SDK

Platform domain

Device domain

Fig. 3. Systematic hardware architecture.

In the design of nodes, we mainly refer to several commonly used sensors in home
security to meet the requirements of the system. The human infrared sensor adopts HC-
SR501 [19] model, and its sensing range is less than 7m. We usually add a Fresnel lens
to the sensor module to improve the sensitivity of human detection. DHT11 contains
a temperature and humidity sensor with calibrated digital signal output [20, 21]. The
module realizes the collectionof temperature andhumidity data by controlling the timing.
It is necessary to wait 1 s after the sensor is powered on to ensure the accuracy of
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the measured data. MQ2 sensor is mainly used to detect gas leakage [22]. It has the
advantages of high sensitivity, good anti-interference and long service life. In the setting
of the system, if the concentration of natural gas leakage is higher, the voltage output
from AO pin will be higher. Thus, the value after ADC conversion will be larger. The
ESP8266 WiFi module has low power consumption, supports transparent transmission
and does not have serious packet loss. It can not only realize data transmission, but also
connect to a designated router as a WiFi client [23]. The buzzer of the active module is
selected. The active module is driven by triode, which is triggered at low level, that is,
when the I/O port inputs low level, the buzzer makes a sound.

4 Algorithm Design and Implementation

The system uses IAR Embedded Workbench platform to realize ZigBee data communi-
cation through the design of ZigBee connection algorithm. In this system, the terminal
enters the SampleApp_ProcessEvent() event firstly, and then the terminal calls Sam-
pleApp_SendTheMessage() function collects data. In this function, it sends the data by
calling AF_DataRequest() function. If the data sent by the terminal is received through
the ZigBee coordinator, it will enter SampleApp_ProcessEvent() event, which triggers
SampleApp_MessageMSGCB() function in turn, receives the data sent by the terminal,
and then its data is displayed on the OLED screen.

In SampleApp.c, configuring the product apikey, device ID, router account and pass-
word of OneNet cloud platform to realize the data interaction betweenWiFi module and
OneNet cloud platform. The configuration code is as follows:

#define devkey “Ea=PgE0QU=fpzA44Zn88zyD6XKY=” //Onenet platform prod-
uct apikey

#define devid  “699539810”                     //Onenet platform device ID
#define LYSSID “3314”                          //SSID of router
#define LYPASSWD “computer3314”                //Router password

MCU can use ESP8266 WiFi module to send AT command to realize the con-
figuration of WiFi transmission module. The configuration command is shown in
Table 1.

Table 1. WiFi transmission module configuration.

Function Instruction format

Set to STA+AP mode AT+CWMODE = 3

Connect to the server AT+CIPSTART = \"TCP\",\"183.230.40.33\",80

Transparent transmission mode AT+CIPMODE = 1

Instruction to send data AT+CIPSEND



392 N. An et al.

Since the data packet of DHT11 sensor is composed of 5 bytes [24] and its data
output is uncoded binary data, the temperature and humidity data need to be processed
separately. The calculation formulas of temperature and humidity values are shown in
(1) and (2), where byte4 is the integer of humidity, byte3 is the decimal of humidity,
byte2 is the integer of temperature, and byte1 is the decimal of temperature.

humi = byte4.byte3 (1)

temp = byte2.byte1 (2)

The resistance calculation ofMQ2 smoke sensor is shown in formula (3), where Rs is
the resistance of the sensor, Vc is the loop voltage, Vrl is the output voltage of the sensor,
and Rl is the load resistance. The calculation of resistance Rs and the concentration C
of the measured gas in the air is shown in formula (4), where m and n are constants. The
constant n is related to the sensitivity of gas detection. It will change with the sensor
material, gas type, measurement temperature and activator [25]. For combustible gases,
most values of the constant m are between 1/2 and 1/3 [26]. According to the above
formula, the output voltage will increase with the increase of gas concentration.

Rs = (
Vc

Vrl
−1) · Rl (3)

logRs = mlogC+ n (4)

The human infrared sensor uses the algorithm of timer T1 query mode, and its safety
alarm logic judgment steps are as follows. The function realization process of the alarm
program is shown in Fig. 4.

1) The InitT1() function initializes the timer.
2) To configure the three registers T1CTL, T1STAT and IRCON of timer T1, that is,

set T1CTL= 0x0d (the working clock is 128 frequency division, and the automatic
reload is 0x0000-0xFFFF), T1STAT = 0x21(the status is channel 0, the interrupt is
valid), and IRCON= 1 (you can judgewhether the storage space is full by querying).

3) To judge whether a person is detected and set DATA_PIN = 1 is detected.
4) If no one is detected, judge whether the storage space is full.
5) If the storage space is full, IRCON>0, clear it, set IRCON=0, and judgewhether the

unattended time count is within 12 h, so as to knowwhether there is any abnormality.
6) If count > = 12 h, it is considered that the elderly living alone have an abnormal

state, the buzzer gives an alarm and LED1 is off.
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Fig. 4. Realization process of alarm logic judgment function.

5 Experimental Analysis

5.1 Sensor Data

After the software and hardware of the system are designed, data acquisition is carried
out in the laboratory. The temperature, humidity and MQ data measured by terminal 1
are shown in Fig. 5. If humidity or MQ value is detected excessively, the buzzer will
sound an alarm. The information detected by terminal 2 is shown in Fig. 6. If no person
detected is displayed in the detection results for a long time, LED1 light will be on and
the buzzer will alarm.
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Fig. 5. Temperature, humidity and MQ
values.

Fig. 6. Human body detection.

5.2 OneNet Cloud Platform Data

Selecting the baud rate of 115200 on the serial port debugging tool after the configu-
ration of OneNet cloud platform is completed. The configuration results are shown in
Fig. 7. The WiFi module uses STA+AP mode. The WiFi serial port module establishes
a TCP connection, configures a server with IP 183.230.40.33 and port number 80. In the
transparent transmission mode, the data is transmitted, and the module is connected to
the network through the router, so as to realize the remote control of the equipment by
the computer.

Fig. 7. OneNet configuration results.
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After the system is docked through WiFi module and OneNet cloud platform, the
temperature and humidity sensor uploads the collected data to the cloud platform suc-
cessfully, as shown in Fig. 8. I take 10 groups of data as an example through the long-term
collection of temperature and humidity data in the laboratory, as shown in Fig. 9.

Fig. 8. Web cloud platform data.
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6 Conclusion

This paper takes ZigBee technology as the core through the combination of ZigBee
wireless Ad Hoc network and WiFi communication technology. The home IoT moni-
toring system is studied and designed, which integrates the Internet, intelligent alarm,
communication network and other scientific and technological means effectively. The
system adopts temperature and humidity sensor, human infrared sensor andMQ2 smoke
sensor to realize the data acquisition of the home environment. For this data, if there is
any abnormality, the buzzer will give an alarm. The system adopts ZigBee technology
with low cost, low power consumption and strong networking ability, which not only
increases the practicability of the system, but also can monitor home safety in real time
for a long time, so as to avoid safety accidents and reduce losses.
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Abstract. With thewidespreaduse of container cloud, the security issue is becom-
ing more and more critical. While dealing with common security threats in cloud
platforms and traditional data centres, there are some new security issues and
challenges in the container cloud platform. For example, there are significant
challenges in network isolation and resource management. This paper proposes
a private container cloud platform PCCP based on Docker supporting domestic
software and hardware to solve these security problems. This paper introduces
the system architecture and functional architecture of the platform. The system
has been tested and confirmed to have high availability and high reliability. The
platform gives full play to the value of domestic software and hardware and is
better able to serve the information construction of our country.

Keywords: Cloud computing · Container · Virtual network · Localization

1 Introduction

Cloud computing is an Internet-based computing approach. In this way, the hardware
and software resources shared can be provided to various computer terminals and other
on-demand devices [1]. The cloud computing architecture covers three-tier services, and
they are IaaS, PaaS, andSaaS [2]. IaaShas low resource utilization, and the scenario needs
to be considered. PaaS uses container technology, does not rely on virtual machines, and
is highly scalable [3]. Docker was proposed as an open-source tool in October 2014.
It can package applications and their dependencies into containers, and it solves the
compatibility problem. However, Docker also faces many problems. For example, the
application iteration is slow, the operation and maintenance management are more and
more complex [4]. Under this background, container cloud technology is proposed.
The container cloud is divided into containers for resources and encapsulates the entire
software run-timeenvironment.And it provides the developers and systemadministrators
with a platform for creating, publishing, and running distributed applications [5]. When
the container cloud focuses on resource sharing and isolation, container orchestration,
and deployment, it is closer to the concept of IaaS. When the container cloud penetrates
the application support and run-time environment, it is closer to the idea of PaaS.
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To solve the problems such as the slow application iteration and the more complex
operation and maintenance management, a private container cloud platform PCCP sup-
porting domestic hardware and software based on Docker is designed and implemented.
The system is based on B/S architecture. The server and database are all made in China.
And the functions of cluster management, mirror management, and so on are realized.
This paper first introduces the research background of the PCCP container cloud plat-
form, then introduces the system testing of the PCCP container cloud platform, and
finally summarizes this paper.

2 System Architecture Design

2.1 Functional Architecture

Fig.1. The functional architecture of container cloud platform

A container is a change from an existing application that is run by a physical or
virtual machine to the application that deploy with the containers. And the container
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runs in the container runtime environment of the cloud operating system. Combined
with other DevOps tools such as continuous integration, cloud-based rapid deployment,
elastic scaling, and increased resource utilization can be achieved [6]. The functional
architecture of the PCCP container cloud platform designed according to the system
requirements is shown in Fig. 1.

2.2 Scenario Support

(1) DevOps: Help companies achieve the process of DevOps
(2) Micro-service: Support for a micro-service framework to meet the enterprise from

a single architecture to the transformation of micro-service architecture.
(3) Intelligent operation and maintenance: It mainly includes multi-index and multi-

dimension monitoring alarm, logs analysis, and event audit.
(4) Cluster management: Visual cluster management support multi-cluster manage-

ment and container security policy development.
(5) Application market: Provide out-of-the-box application market. Users can easily

use a variety of middleware, database, and application development framework.

Core Function. PCCP container cloud platform has several functions, including multi-
tenant authority management, cluster management, application management, mirror
management, storage management, resource management, pipeline management, load
balancing, service discovery, application market, monitoring alarm, log management
[7]. The functions and implementations are shown in Table 1.

Table 1. The core functions of the PCCP container cloud platform.

Functions Implementations

Multi-tenant rights management Independent quota and application resources Isolated
network, logbook, and surveillance

Cluster management Graphically deploy K8S clusters, manage nodes and view
cluster resource usage

Application management One-click deployment, upgrade rollback, elastic scaling,
health checks, resource constraints, and so on

Mirror management Mirror warehouse management, mirror upload, and
download

Storage management File storage, object storage, and other storage resources
management to provide application persistence support

Resource management Centralized management of application resources such as
configuration, cipher-text, certificate

(continued)
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Table 1. (continued)

Functions Implementations

Line management Achieve the automation process of source acquisition,
compilation, build, and deployment

Load balancing Apply traffic forwarding to the cluster to improve the high
availability of services

Service discovery Add DNS to enable callers of micro-services to find
instances of micro-services dynamically

Application market A large number of out-of-the-box application templates
that support adding a private Helm repository

Surveillance alert Multilevel and multidimensional monitoring alarm,
support email, SMS, and other notification methods

Log management Automatically collect application logs and retrieve,
analyze, and display the record

2.3 Technical Architecture

The container cloud platform uses a container scheduling engine to pool resources such
as computing, network, storage, and so on to provide application management capabil-
ities at the distributed data center level. And it is no longer limited to the single mode
for the application to give the required types of resources. The resource utilization can
be greatly improved, and the IT cost can be reduced based on the lightweight container
technology and the scheduling algorithm [8]. Depending on the features such as self-
healing, health check, and elastic scaling, the stability and availability of the applications
deployed on it can be significantly improved. Relying on the characteristics of orchestra-
tion, configuration management, service discovery, and load balancing can dramatically
reduce the complexity of application deployment and operation, especially when the
application scale is enormous. With these essential applications, you can focus more
on business logic and deliver business value more quickly. The hierarchical design and
hierarchical structure of the overall architecture are as follows:

(1) The first layer is the application system for business services deployed on the
platform.

(2) The second layer is the platform service layer, which provides the platform level
service support for the upper layer application to consider more business logic.
And turn the deployment, extension, high availability, monitoring, andmaintenance
work of the application to the platform layer. The platform service layer provides
an application development framework and middle-ware, application and service
directory, software customnetwork, performancemonitoring, and logmanagement,
automated cluster deployment and management, container scheduling, application
cluster elastic scaling, abnormal self-healing, persistent volume, service discovery,
configuration management, and other functions. The functions provided by the
container platform service layer can guarantee the high availability, high scalability,
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and stability of the applications running on it. And it can send a warning before
service failure, which can help IT staff quickly locate and solve problems [9].

(3) The primary component layer contains the underlying core components of the con-
tainer cloud platform and the components that run with a container. It provides
uniform packaging standards for applications and isolation between applications.
The network component is used to implement the inter-node container network
communication and network isolation policy, and the storage component is used to
provide storage support for stateful service.

(4) The infrastructure layer is primarily a physical or virtualmachine cluster. It provides
the computing, networking, and storage resources needed by the container cloud
platform. The platform is compatiblewith domestic hardware and operating system.

The technical architecture diagram of the container cloud platform is shown in Fig. 2.

Fig. 2. Technical architecture diagram of PCCP container cloud platform

3 System Testing

3.1 Test Environment

The test environment topology is shown in Fig. 3. The test uses a node server and a
laptop. They are both connected to the switchboard.
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Fig. 3. PCCP container cloud platform test network topology

The model and configuration of the server and client are shown in Table 2. In the
test the node server is Kylin system. The CPU is FT1500a@16c CPU. The laptop is the
flagship of Windows 7, and the model is the ThinkPad T420.

Table 2. The test environment configuration table.

The name of the
equipment

Model and
configuration

Operating system Software configuration

Server

Node server(1) CPU: FT1500a@16c
CPU 1.5GHz
Memory: 32GB
Hard disk: 140GB

Kylin V4.0 PCCP container cloud
platform
MySQL V5.7.14etcd
V3.2.24

Client

Laptop(1)
(CSTC10124326)

Model number: the
ThinkPad T420
CPU: Intel Core
i5-2450M 2.50GHz
Memory: 4GB
Hard disk: 500GB

The flagship of
Windows 7

Google Chrome
52.0.2743.116

3.2 Test Content

The contents of the system test are shown in Table 3. In the test results, “·”is the coinci-
dence term, and it conforms to the requirements of the system requirements specifica-
tion. “*” is the nonconformity. “#” is the coincidence term after modifying. As can be
seen from the table, all the test results in this test meet the requirements of the system
requirements specification.
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Table 3. Text content.

Technical specification Test results

Container application management You can create, edit, pause/resume, and delete
containers
Supports editing configurations for mirroring,
environment variables, storage volume mounts,
port mappings, and container commands

Console management interface Support the management platform graphical
interface directly bring up the container console
The container can be manipulated through the
container console

Configuration version management Support for application configuration state
rollback

Customized scheduling mechanism It can set up independent scheduling rules for
application and can select all, partial or priority,
to meet three scheduling conditions

Log management The log output of the service application can be
tracked in real- time

Start a single application container It takes an average of 1.8 s to start a single
application container

Create 20 copies of the application container It takes an average of 8.5 s to create 20 copies
of an application container at the same time

3.3 Test Results

In this paper, we test the “PCCP container cloud platform” from the functional
performance efficiency. The test results are as follows:

1. System architecture. The system is based on B/S architecture. The server adopts
Kylin V4.0 operating system, the database adopts MySQL V5.7.14, the middleware
adopts etcd V3.2.24, and the bandwidth is 1000Mbps. The client operating system
is the flagship of Windows 7, and the browser uses Google Chrome 52.0.2743.116.

2. System function. The system realizes the container applicationmanagement, console
management interface, configuration version management, customized scheduling
mechanism, and log management.

3. Performance efficiency. Starting a single application container took an average of
1.8

Seconds, creating 20 application container copies at the same time took an average
of 8.5 s.
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4 Conclusion

This paper takes the container cloud platform as the research object. A private container
cloud platform PCCP based on Docker is proposed by analyzing the current problems
and challenges. PCCP supports domestic software and hardware. The platform uses a
container scheduling engine to pool resources such as computing, network, storage, and
so on to provide application management capabilities at the distributed data center level.
And the platform is no longer limited to the single mode for the application to give the
required types of resources. After testing, the system runs stably and has a complete
function.
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Abstract. SENSEI is an environmentalmonitoring initiative run byLappeenranta
University of Technology (LUTUniversity) and the municipality of Lappeenranta
in south-east Finland. The aim was to collaboratively innovate and co-design,
develop and deploy civic technologies with local civics to monitor positive and
negative issues. These are planned to improve local’s participation to social gov-
ernance issues in hand. These issues can be e.g. waste related matters like illegal
dumping of waste, small vandalism into city properties, alien plant species, but on
the other hand nice places to visits too. This publication presents initiatives data
literacy facet overview, which is aimed at creating equitable access to information
from open data, which in turn is hoped for to increase participants motivation and
entrepreneurship like attitude to work with the municipals and the system. This is
done by curating environmental datasets to allow participatory sensemaking via
exploration, games and reflection, allowing citizens to combine their collective
knowledge about the town with the often-complex data. The ultimate aim of this
data literacy process is to enhance collective civic actions for the good of the envi-
ronment, to reduce the resource burden in the municipality level and help citizens
to be part of sustainability and environmental monitoring innovation activities.
For further research, we suggest follow up studies to consider on similar activities
e.g. in specific age groups and to do comparisons on working with different stage
holders to pin pointmost appropriatemethods for any specific focus group towards
collaborative innovation and co-design of civic technologies deployment.

Keywords: Environmental monitoring · Collaboratively innovate · Co-design
innovation · Data literacy · Civic technologies · Open data

1 Introduction

In the last decade, civic technologies such as citizen sensing (also known as ICT enabled
citizen science or crowdsensing) have been a popular means for empowering citizen
participation and citizen engagement [1]. Specially the civic technologies have popular
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in context of management and governance of cities, by augmenting both formal and
informal aspects of civic life, government and public services [2]. The up shift in popu-
larity has definitely drawn part of it suggest from global digitalization and sustainability
trends [3, 4], the new level of awareness in general population against unnecessary waste
and improvement in waste processing capabilities of municipalities [5], growth in pub-
lic – private sector collaboration [6], and miniaturization and quality improvement in IT
and sensor technologies [7].

This article summarizes an environmental monitoring initiative named as SENSEI
[8]. Core of the summary is the role of data literacy within the project for mobilizing
people to take civic action. SENSEI aimed to co-design, develop and deploy environ-
mental sensing technologies in collaboration with citizens. Sensei shows how hardware,
software and participatory practices can be combined to create civic technologies for
local communities to monitor their environment, make sense of datasets and solve prob-
lems collectively. SENSEI technologies are being designed to monitor relevant positive
and negative environmental issues (e.g. alien plant species, abandoned items and places
citizens appreciate) for both citizens and decision makers. Lot of other examples are
available from different cultural, social and physical environments [9–13]. We selected
those monitoring areas, which are natural for our experiments local living environment
as the goal was for the local community to collect, share and act upon available data [14].
Also, citizens will be able to monitor issue of their own interest as private monitoring
targets they control and share when considered relevant. The aim of SENSEI is to prompt
civic actions to enhance public participation and the environmental management of the
town and try to generate long term effects [15] from the citizen sensing project.

This initiative followed the “a city in common” framework by [14]. We started with
a collective identification of potential issues in town, using a series of ideation and co-
design workshops with local citizens. Goal was to deploy an environmental monitoring
of issues of common and individual interest during June-September 2018. Next, citizens
were supported to enhance their ability to understand, make sense and solve collective
issues with resources created during the initiative such as data, prototypes and social
networks.Also, a data exhibition in a public spacewas organized.The exhibition supports
participatory sensemaking by curating the data collected during themonitoring, allowing
local citizens (including the ones whowere not actively monitoring) to explore andmake
sense of the data, which was collected to enhance civic actions. This paper describes our
approach, addressing the challenges attached to the design and orchestration of activities
to support people to informally acquire or use existing data literacy skills. In case one
would be arranging similar activities for data collection, and assuming possible data
quality issues, we suggest on referring “data quality issue to solution mechanism table”,
by Vaddepalli et al. [16].

2 The SENSEI Data Exhibition

To get the participants in speedwith the formerly unknown data, SENSEI data exhibition
was used to welcome visitors with different data literacy skills and ability to interpret the
data. During the exhibition, visitors were invited to frame questions related to relevant
issues and opportunities in the town, from their own point of view. This was done through



410 A. Happonen et al.

exploration and ideation around curated datasets. People who did not collect data them-
selves or have not had previous data collection experiences, could face challenges during
this stage [17]. Therefore, the exhibition goal was to create an enjoyable and equitable
sense-making event in terms of access to information and ability to participate. In gen-
eral, it is critical that the event design supports informal learning of data literacy skills
for whoever needs them. Finally, the event design should naturally support collaboration
and participatory sense-making to enhance civic action and to reduce ending up having
non-wanted challenges and to be able to focus on solutions and new opportunities [18].

Whilst several definitions of data literacy can be found (e.g. [19, 20]), in this article
data literacy is defined as follows: “the ability to ask and answer real-world questions
from large and small data sets through an inquiry process, with consideration of ethical
use of data. It is based on core practical and creative skills, with the ability to extend
knowledgeof specialist data handling skills according to goals. These include the abilities
to select, clean, analyze, visualize, critique and interpret data, as well as to communicate
stories from data and to use data as part of a design process.” [20]. See Fig. 1.

Fig. 1. Data literacy pool (taken from [20])

The research questions related to the design and development of this data literacy
process are:

1. Are participants who have actively monitored issues more likely to be engaged with
the data? Does this participation lead to better sensemaking?

2. Can urban data games help visitors, especially non-data collectors, get up to speed
and become engaged with the data?

3. How does the design of the space and activities support participatory sensemaking?
4. Can an initiative such as Sensei, including both the participatory sensing and

sensemaking, lead to mobilization of citizens around important topics?
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As participation is based on semi structured activities, evaluation cannot happen
in a controlled experiment as controlling might generate unwanted behavior such as
the Hawthorne effect [21]. Instead we provide an experience which is both playful to
explore and informative in relation to issues that citizens are truly interested in. Attending
and all engagement actions are entirely voluntary. Since intervening with questions or
questionnaires could distract the attention from participation, the data capturing was
designed to be unobtrusive and integrated to the event themes.

2.1 Capturing the Visitor Experience

Behavior data collection starts with a visitor number linked to a badge, onto which
visitor can add self-selected ribbons. These ribbons were visitor descriptors / participant
classificators as data-expert, data-collector, volunteer or citizen. Badge number and the
ribbon choices will be noted with information whether they participated in data collected
or not. Visitors can also pick up ribbons as they leave, which will be noted. Visitors
receive an event related activity game (linked to badge number) which encourages them
to visit each activity station and use a stamp there and a pen to mark some additional
data to the card. Stamping captures the participation order in the stations. When visitors
write questions, or create artefacts, they will also use their visitor ID (and name, if they
choose). This will help with additional data capturing. Visitors handing the card are
rewarded with a small prize related to number of stamps and a lottery participation with
the chance to win a bigger prize. If possible, other metrics are collected too, to identify
visitor hotspots/participation time details, either with facilitators help or with technology
solutions. In addition, interacting with data exhibits leaves traces of participants actions,
which can be captured. For example, time spent exploring data, quantity and quality of
questions asked and stories told from data. The data collected should help to answer to
the set questions.

3 Designing the SENSEI Data Exhibition Experience

The event is curated as an interactive exhibition, with a number of activities related to the
Lappeenranta environmental monitoring designed to encourage and support visitors to
engage and collaborate in data sensemaking actions. Additionally, general information
related tomonitoring themes and someadditional craft activities aimedmainly at younger
visitors are also included. These are e.g. arts table to draw pictures inspired by displayed
material. Results were photographed and uploaded to a Sensei online exhibition (with
approvals from the participants).

Free exploration is allowed, but knowledge of museum curation strategies will be
used in designing the space to prompt visitors to follow a path that takes them through
several distinct phases of interaction with data, with increasingly less constrained data
exploration. We hope that this will also help us in follow up stages with the collected
data and digital curation of it [22]. Stages are shown in Fig. 2.

Designing the space, where it is easy for people to collaborate, is important for
participatory sense-making support. This leads to the communal property of civic intel-
ligence, as defined by Schuler et al. [23]. Each stage builds on work conducted within a
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Fig. 2. Staged data exploration to build civic intelligence and enhance civic action.

UK data literacy initiative, that developed a number of Urban Data Games [24, 25] and
founded a set of principles to support building data literacy from complex data sets in
formal (e.g. classrooms) and informal (e.g. museum) settings. The principles were:

• Guide a data inquiry,
• Expand out from a representative part of dataset,
• Work collaboratively (STEAM approach) on creative activities and
• Balance screen activities with tangible ones [26].

3.1 Familiarize

The familiarization stage can consists of a number of interactive games; speed data-ing
(Fig. 3), shark-bytes (Fig. 4) and top data-trumps (Fig. 5), for visitors to play. These
would help visitors to know what types of data they can explore and what they might
find. This is specially designed for non-data collecting visitors.

Speed data-ing is designed to help visitors get to know the different collected datasets.
Visitors have only 30 s getting to know the opendata types from the environmental dataset
(decided by the city or by the citizen’s, during themonitoring period). A short time period
is used, as positive time-based stress helps people to focus on most important aspects
and as such helps productivity too [27]. Key information will be a) the name and icon
used to consistently identify the dataset in SENSEI platform and in the exhibition b) the
types of places to look for instances of the data c) the most likely time periods containing
data.

Shark-bytes is a play on the US television show Card Sharks (Play your cards right
in the UK). The play starts with a random playing card. Contestant must guess if the
following subsequent card (facing downwards) would be higher or lower. In this case,
key datasets are the line of cards, in timeline order. Players predict whether the value
for that datatype went up, or down (in total) in each following week. A player ‘wins’
by getting to the end of the line of cards without error. It is anticipated that players in
general will discuss how they base their prediction, using their knowledge both of the
town and also knowledge of human behavior e.g. by knowing popular holidays, player
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Fig. 3. Speed data-in.

might predict lower values when those monitoring may not collect data. The aim is to
support visitors in thinking about the importance of finding and analyzing data trends
and to cause reflection on how data is collected, what sort of cultural, societal, human
behavior and so on matters can affect the results and may also lead to ‘errors’ in data.

Fig. 4. Shark-bytes. 3 cards shown, the visitor predicting the next 2 values.

Top data-trumps is based on the original Top Trumps card game. Data-trump cards
relate to places in Lappeenranta. Values relate to the data types and the total value for that
data type in each place within the monitoring period. This game teaches data comparison
skills. In general, utilization of different activation and idea generations support means
and methods are all designed to make exploration of the complete datasets easier and
more meaningful / understandable task.
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Fig. 5. Top data-trumps.

3.2 Exploring Stage

The exploration stage gives citizens access to the data, via a map-based interface (pre-
sented on iPads and also a large interactive wall, used for collaboration activities). The
data can be freely explored by selecting:

1. which specific part of data or datasets to look at
2. a region in Lappeenranta (with panning and zooming)
3. the time period (selected by a slider)

Instances of the selected data, based on the made choices, will appear on the map.
This is supported by prompts that encourage visitors to focus in to just a small part of
a data set, to make meaning from that, and then to do wider explorations. One of the
ideas is, to help people find patterns in the data. This ideology is based on principles
derived from and tested within the Urban Data School initiative and also expectations of
interfaces by users in a study on participatory sensemaking by Filonik et al. [28], who
studied this via a dashboard from which users could collaboratively visualize and share
meaning from data, finding that visualizations should be 1) dynamic to support playful
interactions 2) flexible to allow exploration of relevant data 3) educational and guide the
initial inquiries 4) collaborative, allowing visitors to exchange ideas with one another.
Therefore, visitors are encouraged to write down questions and predictions and display
them, so visitors who will join later on, in different time and/or session, can build upon
earlier findings. Visitors can work alone or discuss with others, whichever they prefer.
However, collaboration is encouraged, with large interactive map interface.

3.3 Stage to Create

The creation stage provides visitors with artwork creation space to reflect a story they
want to tell. Craft materials are provided, inspired by the data sculptures approach of
[19]. After representation, they write a story card explaining what they have made and
why it is interesting (like in museum exhibition), which visitors can add to museum by
leaving their sculptures, or by taking a polaroid picture instead, if visitors prefer to keep
the sculpture.
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4 Discussion on Action Taking

The question is, does exhibition bring people together around certain topics. Such activ-
ities were encouraged and supported in monitoring stage, but not all of the participants
were compelled to take action. It was not exactly clear, would additional gamification
elements [29] had made people more active, but the general expectation among orga-
nizers and active supporters from the city was in this direction. Still in sensei initiative,
over 240 participants, aged 7 to 85 years, were involved over a period of 10 months.
Ten events and workshops generated over 100 ideas about issues of shared interest, 28
civic tech prototypes and dozens of sense-making artifacts, including data interactions,
analysis of datasets and data sculptures [8].

To facilitate volunteering and participation, existing groups (whether pre-existing
initiatives or created through earlier Sensei activities) were invited to attend in person
and talk about their activities, or at least to leave flyers. Visitors will be able to sign up
to participate in the groups or join through social media. New groups forming were able
to leave something in the space to attract other people to join, through stigmergic action.
E.g. a jar to drop participants contact details into (in anonymous way). This visualizes
the traction gaining campaigns.

5 Conclusion

The study described an event to engage citizens of a town with their environmental
data (collected during participatory sensing initiative). In any social governance matter,
where collective responsibility is considered as a key for success, sensei like method-
ology to get citizens to participate into technology and data collection activities, makes
them more invested to the process and how matters are handled in general in the gov-
ernance case. In this particular example, the event was staged as an interactive data
exhibition, designed to informally build data literacy, to encourage collective sensemak-
ing and, in some cases, to lead to civic action. We suggest future research to look up into
opportunities on developing new sustainability innovations on top of civic engagement-
based data collection activities as the data is quite unique in nature and could offer
seeds for developing e.g. new and novel environmental monitoring services [30–32].
Our research outlines a number of solution for typical challenges for engaging visitors,
when playing with the data and in capturing feedback to assess the validity of the design
decisions to support the intended outcomes. We recommended on learning from expe-
riences between engineers and representatives of other society groups like artists [33],
young students experiences from citizen participation activity [34] and realities of time
pressure in innovation processes [27]. Additionally, especially because of the challenges
the global covid-19 pandemic has given, e.g. requiring us to endure long term social dis-
tancing matters, we would like to suggest researching and experimenting hybrid / almost
fully online co-design activities for environmental monitoring innovations, as these will
definitely be different from physical events and brainstorming sessions [35].
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Abstract. Based on the discussion of related concepts and technical theories, the
information security resource allocation influencing factors index system is con-
structed from four aspects: resources, threat sources, vulnerabilities and security
measures.With the further analysis of information security factors and their affect-
ing mechanisms, the basic theoretical framework of information security resource
allocation is established based on the evolutionary game. Under this framework,
the subject relationship in various situations is analyzed. This research work can
conduct a reasonable allocation of resources related to information security.

Keywords: Smart city · Information security · Resource allocation ·
Evolutionary game

1 Introduction

The concept of smart cities, originating from the field of media, refers to using a variety
of new technologies or innovative concepts to effectively connect and integrate various
systems and services through reasonable resource allocation in cities, so as to optimize
urban management and improve life quality of residents [1–3]. Smart cities fully apply
all kinds of new technologies (such as Internet of things (IoT), cloud computing, virtual
reality, etc.) into all walks of life in cities [4–6]. By establishing the interconnection in
broadband ubiquitous networks, integrating application of intelligent technologies and
sharing resources widely, smart cities obtain comprehensive and thorough perception
abilities to realize fine and dynamic management of cities and effective improvement of
life of residents [7–10].

Smart cities have been valued by countries all over the world since they came into
being, which provide more convenience for people’s life while improving the intelligent
level of cities [11–13]. However, smart cities are highly dependent on new technologies
including cloud computing and IoT [14–16], which brings a hidden danger of spreading
the information risk while applying technologies and poses multi-facetted impacts on
information security in cities [17–20]. How to reasonably allocate the current resources
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in cities to avoid the information security risk as far as possible and obtain the maximum
benefits has become a practical problem that smart cities have to be faced in their healthy
development [21–25].

2 Influencing Factors Index System

Comprehensive analysis on factors influencing resource allocation to information secu-
rity and establishment of the corresponding index system are the bases for reducing the
information security risk in smart cities in the context of big data. From the perspective
of information security, the first-level indexes in the index system can be summarized
into four aspects, namely resources, threat sources, vulnerability and safety measures
by combining with the current situations of smart cities..

2.1 Information Resources

There are many kinds of information resources, but it is evident that the higher the value
of resources, the greater the risk may be faced in the actual situations. In accordance
with relevant definitions of smart cities and information resources, the influencing factors
of resources are sub-classified into three second-level indexes: management personnel,
infrastructure and economic investment, that is, manpower, material resources and finan-
cial resources. By further analysing the information security risk based on these indexes,
the third-level indexes are obtained and the results are shown in Fig. 1.

2.2 Threat Sources

Threat is an objective factor that probably causes the potential risk for information
security in smart cities. The influencing factors of a threat source are sub-classified into

Fig. 1. Index system of factors influencing information security in smart cities based on resource
value
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two second-level indexes, namely technological and management threats. By further
analysing the information security risk based on the indexes, the third-level indexes are
obtained and the results are illustrated in Fig. 2.

Fig. 2. Factors influencing information security in smart cities in the confirmation of the threat
sources

2.3 Vulnerability

Vulnerability is considered mainly because in the context of big data, the defects of the
information system in smart cities are threatened and taken advantages of, which renders
the system possibly under risk of attack. The influencing factors of vulnerability are sub-
classified into two second-level indexes: vulnerability in technology and management.
The third-level indexes are obtained by analysing the information security risk based on
the above factors, and the results are demonstrated in Fig. 3.

2.4 Safety Measures

Safety measures are a barrier to protect information security in smart cities, which can
effectively reduce risks of security accidents and vulnerabilities, and provide technical
supports and management mechanisms for some re-sources. The influencing factors of
safety measures are sub-classified into two second-level indexes: preventive measures
and protective measures, on which basis the information security risk is further analyzed
to obtain the three-level indexes. The results are shown in Fig. 4.
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Fig. 3. Factors influencing information security in smart cities in the identification of vulnerability

Fig. 4. Factors influencing information security in smart cities based on safety measures

3 Resource Allocation Framework to Information Security

With the constant development and progress in new technologies, such as artificial intel-
ligence, big data, IoT, cloud computing and virtual reality, the development and con-
struction of smart cities has been realized, but there are also great threats and challenges
in information security. To effectively respond to these threats and challenges, by fully
understanding the factors influencing resource allocation to information security, this
study established a reasonable and effective theoretical framework of resource alloca-
tion to information security based on the current popular evolutionary game theory. The
framework can play its due role in the protection of information security. By analysing
the index system of influencing factors in the above section, it can be seen that these
common links including software and hardware, data, network, application, external
environment and management are involved in all influencing factors in smart cities. In
a city, how to plan the limited resources and avoid the restrictions of the above factors,
so as to play the maximum efficiency of all resources and well protect the information
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security is one of the problems that need to be considered. For a city that has commu-
nication with the outside world, all internal resources therein are regarded as a whole,
in which some external resources can complement, be replaced, and weakly correlated
with internal resources. How to allocate the resources reasonably to improve the safe-
guard effects on information security is also an issue to be considered. In conclusion, the
resource allocation to information security in a smart city is to analyse how to allocate
internal and external resources of the city. According to the evolutionary game theory,
the theoretical framework of resource allocation to information security was obtained,
as displayed in Fig. 5.

Fig. 5. Theoretical framework of resource allocation to information security

4 Conclusions

On the basis of discussing relevant concepts and technical theories, the research estab-
lished the index system of factors influencing resource allocation to information security
from aspects including resources, threat sources, vulnerability, and safety measures. The
factors and mechanisms that influence information security were analysed and the basic
theoretical framework of resource allocation to information security was built based on
evolutionary game. The resource allocation to information security is divided into inter-
nal and external resource allocation in cities, and the latter can be sub-divided into com-
plementary, alternative, and weakly correlated external resource allocation. Moreover,
subject relationships under various circumstances were analysed under the framework.
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Abstract. The consensus algorithm has been popular in current distributed sys-
tems as it is more effective in solving server unreliability. It ensures a group of
servers can form a coordinated system, and the entire system continues to work
when a part of the service point fails. Raft is a well-known and widely used dis-
tributed consensus algorithm, but as it has a built-in purpose of comprehensibility,
it is always compromised in terms of performance as a trade-off. In this paper,
we mainly aim to improve the traditional Raft consensus algorithm’s performance
problem, especially in high concurrency scenarios. We introduce a pre-proposal
stage on top of the algorithm to achieve efficiency optimization through batch
asynchronous log replicated and disk flushing. The experiment proved that the
improved Raft could increase the system throughput by 2–3.6 times, and the
processing efficiency for parallel requests can be increased by 20% or more.

Keywords: Distributed system · Consensus algorithm · Consistency algorithm ·
Raft

1 Introduction

The theory of CAP [1] (Consistency, Availability, Partition tolerance) tells us that in any
distributed system, the three essential characteristics of CAP cannot be satisfied simul-
taneously; at least one of them must be given up. Generally, in a distributed system, the
partition tolerance is automatically satisfied. Giving up consistency means that the data
between nodes cannot be trusted, which is usually unacceptable. Therefore, a possible
choice is to give up availability, meaning that the nodes need to be entirely independent
to obtain data consistency. When building a distributed system, the main construction
goals are to ensure its consistency and partition tolerance, while the former has drawn
more interest in recent research.

The consistency problemmainly focuses on how to reach agreement amongmultiple
service nodes. The services of distributed systems are usually vulnerable to various
network issues such as server reset and network jitter, making the services unreliable. To
solve this problem, a consensus algorithmwas created. The consensus algorithm usually
uses a replicated state machine to ensure that all nodes have the same log sequence. After
all the logs are applied in order, the state machine will eventually reach an agreement.

© The Author(s) 2022
Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 426–436, 2022.
https://doi.org/10.1007/978-981-19-2456-9_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_44&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_44


An Improved Raft Consensus Algorithm Based on Asynchronous Batch Processing 427

The consistency algorithms are widely used in distributed databases [2–4], blockchain
applications [5, 6], high-performance middleware [7], and other fields, and they are also
the basis for realizing these systems.

Two well-known consensus algorithms are the Paxos [8] and the Raft [9]. The Paxos
algorithm has been the benchmark for consensus algorithms in the past decades, but it is
somehowobscure, and the implementation detail ismissing in the original research, lead-
ing to various versions of systems and hard to verify its correctness. The Raft protocol
supplements the details of multi-decision stages in the Paxos. It enhances the compre-
hensibility, decomposes the consistency problem into several consecutive sub-problems,
and finally guarantees the system’s correctness through the security mechanism.

The distributed consensus problem requires participants to reach a consensus on the
command sequence, and a state machine executes the submitted command sequence
and ensures the ultimate consistency. In the Raft algorithm, a leader will be selected
first, and the leader will execute all requests. Raft’s security mechanism ensures that the
state machine logs are in a specific sequence according to the logical numbers to reach
a consensus, i.e., sequential submission and sequential execution. However, the systems
implemented with this procedure have a low throughput rate, a large portion of the
requests must be remained blocked, and this reduction in performance will deteriorate,
especially in scenarios with high concurrency.

To deal with this problem, an improved Raft consensus algorithm is proposed in
this paper. Instead of strict sequential execution of requests, we introduce a pre-proposal
stage, inwhich the asynchronous batch processing is performed to improve the efficiency
while retaining the distributed consensus characteristic. The improved Raft algorithm
will be deployed on simulated cluster machines for experiments. Finally, the availability
and the performance of the proposedmethod under a large number of concurrent requests
will be verified.

2 Related Works

2.1 Replicated State Machine

The consensus algorithm usually uses the replicated state machine structure as its means
to achieve fault tolerance. Local state machines on some servers will generate execution
copies of the same state and send them to other servers through network, so that the
state machine can continue to execute even when some machines are down. A typical
implementation is to use the state machine managed by the leader node to execute and
send the copy, which can ensure that the cluster can survive externally even when one
node is down. Mature open source systems such as Zookeeper [10], TiKV [11] and
Chubby [12] are all based on this implementation.

The basis theory of the state machine is: if each node in the cluster is running the
same prototype of the deterministic state machine S, and the state machine is in the initial
state S0 at the beginning, with the same input sequence I = {i1,i2,i3,i4,i5,…,in}, these
state machines will execute the request sequence with the transition path: s0- > s1- >
s2-> s3-> s4-> s5->…-> sn, so finally the consistent final state Snwill be achieved,
producing the same state output setO= {o1(s1),o2(s2),o3(s3),o4(s4),o5(s5),…,on(sn)}.
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Fig. 1. The replicated state machine structure.

As shown in Fig. 1, the replicated state machine is implemented based on log replica-
tion, and the structure usually consists of three parts: a consensusmodule, a statemachine
prototype, and a storage engine. The consensus module of each server is responsible for
receiving the log sequence initiated by the client, executing, and storing it in the order
in which it is received, and then distributing the logs through the network to make the
state machines of all server nodes to be consistent. Since the state of each state machine
is deterministic, and each operation can produce the same state and output sequence, the
entire server cluster acts as one exceptionally reliable state machine.

2.2 Raft Log Compression

TheRaft protocol is implemented based on the statemachine of log replication.However,
in actual systems, the log could not allow unlimited growth. As time increases, the
continuous growth of logs will take up more log transmission overhead, as well as more
recovery time for node downtime. If there is no certain mechanism to solve this problem,
the response time of the Raft cluster will be significantly slower, so log compression is
usually implemented in Raft algorithms.

The Raft uses snapshots to implement the log compression. In the snapshot system,
if the state Sn in the state machine at a certain time is safely applied to most of the nodes,
then Sn is considered safe, and all the states previous to Sn can be discarded, therefore
the initial operating state S0 is steadily changed to Sn, and other nodes only need to
obtain the log sequence starting from Sn when obtaining logs.
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Fig. 2. The Raft log compression implemented by snapshots.

Figure 2 shows the basic idea of the Raft snapshots. A snapshot is created inde-
pendently by each server node and can only include log entries that have been safely
submitted. The snapshot structure contains the index value of the last log entry that was
last replaced by the snapshot. Once a node completes a snapshot, it can delete all logs
and snapshots before the last index position.

Although each nodemanages the snapshots independently, Raft’s logs and snapshots
are still based on the leader node. For followers who are too backward (including nodes
that recover from downtime and have large network delays), the leader will send the
latest updates through the network and overwrite it.

3 Improved Raft Algorithm

3.1 Premises and Goals of the Improved Algorithm

The premises of the original Raft algorithm is as follows, meaning that its security
mechanism should basically guarantees:

• The cluster maintains a monotonically increasing term number (Term).
• The network communication between clusters is not reliable and are susceptible to
packet loss, delay, network jitter, etc.

• No Byzantine error will occur.
• There will always be one leader selected in the cluster and there will only be one
leader under the same term number.

• Leader is responsible for interacting with client requests. Client requests received by
other nodes need to be redirected to the Leader.

• The request to the client meets the linear consistency, and the client can accurately
return the interactive information after each operation.

In the improved algorithm, most of the above premises is not changed except for the
second one. In actual engineering projects, the communication between computers tends
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to be stable most of the time (that is, the delay between nodes is much less than the time
of a Heartbeat). In addition, general reliable communication protocols such as TCP have
a retransmission mechanism, with which lost packets will be retransmitted immediately,
so it is possible to recover in a short time even if there is a failure. Therefore, we can
change the second premise to: the computer network is not always in a dangerous state.
It can be assumed that the communication established between the Leader and the other
followers is safe, although node downtime and network partitions still occur, they can
be viewed as under control.

3.2 Proposal Process

Each operation of the client that can be performed by the state machine on the server
is called a Proposal. A complete Proposal process usually consists of an event request
(Invocation, hereinafter referred to as Inv) and an event response (Response, hereinafter
referred to as Res). A request contains an operation with the type Write or Read, and the
non-read-only type Write is finally submitted by the state machine.

Fig. 3. (a) The process of a Proposal. (b) The parallel process of Proposals.

Figure 3(a) shows the process of a Proposal from client A from initiation to response.
From the perspective of Raft, a system that meets linear consistency needs to achieve
the following points:

• The submission of Proposal may be concurrent, but the processing is sequential, and
the next Proposal can be processed only after a Proposal returns a response.

• The Inv operation is atomic.
• Other proposals occur between the two events of Inv and Res.
• After any Read operation returns a new value, all subsequent Read operations should
return this new value.

Figure 3(b) is an example of parallel client requests with linear consistency in Raft.
For the same piece of data V, the client A to E initiates a parallel Read/Write request at
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a certain moment, and Raft receives the Proposal in Real-Time order. As shown in the
figure, the request satisfies the following total order relationship:

P = {A,B,C,D,E} (1)

R = {< A,B >,< B,C >,< C,E >,< A,D >,< D,C >} (2)

The V = 1 that A initiates the write is successfully written in the Inv period. At this
time, B initiates the read between Inv and Res, then V = 1 will be read if it can, so as
to C and E. The read operation of D is after A and before C, then the value read by D at
this time is the data of Inv initiated by A, and V = 1 will be returned.

3.3 The Proposed Improved Raft Algorithm

Raft’s linear semantics causes client requests to eventually turn into an execution
sequence that is received, executed, and submitted sequentially, regardless of the concur-
rency levels of requests. Under a large number of concurrent requests, two problems will
arise. 1. The Leader must process the proposal under the Raft mechanism, so the Leader
is a performance bottleneck. 2. The processing rate is much slower than the request rate.
A large number of requests will cause a large number of logs to accumulate and occupy
bandwidth for a long time and memory.

Problem 1 can be solved with the Mutil-Raft-Group [4]. Mutil-Raft regards a Raft
cluster as a consensus group. Each consensus group will generate a leader. Different
leaders manage different log shards. In this way, the Leader’s load pressure will be
evenly divided among all consensus groups, thus preventing the Raft cluster’s single
Leader from becoming an obstacle. In this paper, we focus on how to solve problem 2.

Fig. 4. Log entry commit process

Each proposal will be converted into a log that can be executed by the state machine,
as shown in Fig. 4. When the leader node’s consistency module receives the log, the
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Leader first appends the log to the log collection and then distributes the log items
through the RPC method AppendEntries to the remaining follower nodes. Regardless
of conditions such as network partition and downtime, the follower node will also copy
the log items to its log collection after receiving the request and reply to the leader node
ACK to indicate a successful Append. When the Leader receives more than half of the
Followers’ ACK message, the state machine will submit the log, and the ACK will be
sent to other Follower nodes to submit, thereby completing a cluster log submission.

In a highly concurrent scenario, the log items to be processed can be understood as
an infinitely growing task queue. The Leader continuously sends Append Entries RPC
messages to Follower and waits for half of the nodes to respond. The growth rate of this
queue is much greater than that of the submittal time of a log. In this log synchronization
mode, consider that the network jitter and packet loss occurs, more logs will be affected,
which dramatically impacts system throughput.

Based on the TCP protocol’s sliding windowmechanism, whenmultiple consecutive
Append Entries RPCs are initiated, the Leader essentially establishes a TCP relationship
with the Follower and initiates multiple TCP packets. The sliding window mechanism
allows the sender to send multiple packets consecutively before stop-and-wait confirma-
tion instead of stopping to confirm each time a group is sent. Thewindow size determines
the number of data packets that can be sent, and when the window is full, the wait will be
delayed. The delayed waiting of many TCP data packets will lead to the appearance of
LFN (long fat network), which will make the data packets timeout and retransmit. Use-
less retransmissions generate a lot of network overhead. If the window is large enough,
the response can be correctly received by sending multiple data packets continuously
and not being retransmitted. If other network overheads are not counted, the network
throughput is equivalent to the amount of data transmission per second.

Based on this theory, the synchronous wait of continuous Append Entries is changed
to asynchronous in our proposed method so that subsequent ACKs will not be blocked
and the network throughput can be improved. However, due to the impact of operat-
ing system scheduling during asynchronous callbacks, the message sequence of asyn-
chronous processing may be inconsistent, and direct asynchronous submission may lead
to log holes. The solution to this problem is: when the Leader’s continuous Heartbeat
confirmation can be responded to in time, the network is considered smooth. When an
out-of-order sequence occurs, it is within the controllable range, as the logs before the
out-of-order log will eventually appear at a certain point in the future. For out-of-order
sequences due to scheduling problems, we only need to wait and submit them in order
again. If the network fails and is partitioned, the TCP mechanism also ensures that the
messages will not be out-of-order.

On this asynchronous basis, the batch is used for log processing. For this reason, we
introduce a pre-Proposal stage is to pre-process concurrent Proposals. The Pre-proposal
stage is between the client-initiated Proposal and the Leader’s processing the Proposal.
During this period, a highly concurrent synchronizationqueue is used to load theProposal
in the order of FIFO (First In First Out). After the Leader starts to process the Proposal, it
will sequentially take out the Proposal from the synchronization queue until it encounters
the first read-only request in the queue. Then a replica state machine is constructed that
is the same as the local state machine. In the replicated state machine, non-read-only
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logs are submitted in batches, and snapshots are extracted, asynchronous RPCs are sent
to make other Follower nodes install snapshots. When more than half of the nodes’
ACK responses are received, the replicated state machine is used to replace the original
state machine. In order to ensure the consistent reading of the Raft, it is necessary to
ensure that the write request has been executed before a read request is executed. For this
reason, the synchronization queue needs to be blocked, and the read-related Proposal is
processed separately until the next read request. In scenarios that there are more writes
than reads, the throughput could be improved more significantly.

4 Experiments and Analysis

The experimental environment is as follows: The server host has 32 GiB of memory, the
CPU is IntelXeon (CascadeLake) Platinum8269CY2.5GHzwith 8 cores. The proposed
algorithm is run in the virtual container of this server, 3 nodes are simulated, with each
node specifies 4 GiB memory and 2 CPU cores, the operating system is CentOS, and
the program code is programmed in Java.

In order to evaluate the efficiency of the improved Raft algorithm, a comparison
experiment with traditional Raft [9] was conducted, and the following two aspects were
evaluated: 1. The time it takes to process the same level of Proposal before and after the
improvement; 2. The impact on the system throughput before and after the improvement.

Multithreading was used to send concurrent requests. In total 17 sets of experiments
were carried out for comparison, with different request concurrency levels: from 1000
log entries to up to 13000 log entries. The final results are shown in Fig. 5, Fig. 6 and
Table 1.

Fig. 5. Performance comparison on the process time of with different number of log entries.

With the increase of concurrency level, the program will inevitably meet the pro-
cessing bottleneck, that is to say, the point when the program processing speed is far
less than the task increments. Figure 5 shows that the bottleneck is around the log con-
currency of 12000. If the request number is more than this, the processing capacity of
both algorithms will decrease exponentially. Before the bottleneck, it can be clearly seen
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Fig. 6. Performance comparison on throughput of with different size of data volume.

that the proposed algorithm can guarantee more than 20% improvement compared with
the traditional algorithm. Even after the bottleneck, the proposed algorithm’s process
time can adjust to stable because the introduction of the batch process helps alleviate the
concurrent task queue. On the contrary, due to the log backlog and task accumulation,
the traditional algorithm’s processing time will always stay at an exponentially growing
trend.

Figure 6 shows thatwith the increase in the amount of processing data, the throughput
of the proposed algorithm system can always be higher than that of the traditional
algorithm thanks to the batch processing. Due to many limitations of hardware and
software systems, such as the number of disk manipulators, the number of CPU cores,
file systems, etc., this improvement is foreseeable to have some limits. Nonetheless,
the throughput can be stably guaranteed to be more than two times that of the original
algorithm.

Table 1. Performance improvement rate of the optimized algorithm

Improvement rate Number of log entries(size/ms)

1000 2000 4000 5000 10000 12000 13000

Proposal process 0.537 0.472 0.442 0.483 0.353 0.22 0.269

Throughput 1.62 1 1.238 0.592 1.58 1.354 1.353

Table 1 records the improvement rate of the improved algorithm in system throughput
and log processing time. It can be seen that the proposed algorithm can at least double the
system throughput, and the processing time of the client requests can also be increased
by more than 20%.
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5 Conclusion

In this paper, the distributed consensus problem is optimized with an improved Raft
algorithm. The traditional Raft algorithm executes a client’s request to meet linear con-
sistency with sequential execution and sequential submission, which has great impact on
performance. In this paper, we intoduces asynchronous and batch processing methods in
the pre-Proposal stage to accelerate the processing time and system throughput. After the
log submission, snapshot compression of the logs is sent in the sequential queue. Since
the network response time is much shorter than the memory calculation, the throughput
can be greatly promoted. Experimental results show that this method can increase the
system throughput by more than 2 to 3.6 times, and the parallel request processing effi-
ciency can also be increased by more than 1.2 times, which can improve the efficiency
of the algorithm while ensuring the correct operation of the algorithm.
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Abstract. Single processor has limited computing performance, slow running
speed and low efficiency, which is far from being able to complete complex
computing tasks, while distributed computing can solve such huge computational
problems well. Therefore, this paper carried out a series of research on the het-
erogeneous computing cluster based on CPU+GPU, including component flow
model, multi-core multi processor efficient task scheduling strategy and real-time
heterogeneous computing framework, and realized a distributed heterogeneous
parallel computing framework based on component flow. The results show that
the CPU+GPU heterogeneous parallel computing framework based on compo-
nent flow can make full use of the computing resources, realize task parallel and
load balance automatically through multiple instances of components, and has the
characteristics of good portability and reusability.

Keywords: CPU-GPU heterogeneous processors · Component flow ·Multicore
multiprocessor · Radar signal processing

1 Introduction

High performance computing (HPC) is the basic technology of information technology,
and the key technology to promote information networking. With the diversified devel-
opment of chip technology, there are so many kinds of high-performance processors,
including CPU, GPU, MIC, FPGA, etc.. Each of these processors is suitable for differ-
ent application scenarios or algorithms [1, 2]. The current simple computing mode of
single processor can not meet the complex work requirements [3]. In order to improve
the hardware processing capacity, we usually take CPU as the main control and con-
nect GPU, MIC, FPGA and CPU through PCIE bus to accelerate the computing tasks,
that is, the heterogeneous computing mode of CPU+X. Among them, the heterogeneous
computing mode of CPU+GPU is the most mature and has the best performance [4].
The peak performance of NVIDIA Tesla V100 GPU reaches 15TFlops. Compared with
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the traditional CPU, the GPU-accelerated server can improve the calculation speed by
dozens of times under the same computational accuracy [5, 6]. Therefore, this paper
studies the heterogeneous computing cluster of CPU+GPU. However, the heteroge-
neous computing of CPU+GPU brings two new problems [7, 8], including distributed
computing resource scheduling strategy and task scheduling strategy between CPU and
GPU. For these two problems, we can use multi-core multi processor to solve [9]. The
full application of multi-core and multi-processor involves multi-core resource schedul-
ing,multi-task scheduling, inter-processor communication, load balancing, etc.. Optimal
scheduling of parallel tasks on multiple processors has been proven to be NP-hard [10].
TDS (Task Duplication Scheduling) [11] divides all tasks into multiple paths according
to the dependency topology, and the tasks on each path are executed as a group on one
processor. Although this method reduces the delay and shortens the running time, it will
increase the energy consumption. In addition, the hardware structure, application and
development mode of CPU andGPU processor are different, resulting in poor portability
[12]. Sourouri [13] used a simple 3D 7-point stencil computation and statically partition
the suitable workload between CPU and GPU to show 1.1–1.2 times of acceleration.
Pereira [14] demonstrated a simple static load balancing between CPU and GPU on a
single template application, showing up to 1.28 acceleration. Then, Pereira [15] used
time tiling on the same pskel framework to reduce the communication requirements
between CPU and GPU, but increased redundant computing. Most of them use static
load balancing, only consider a single (often repeated) mold, it is difficult to extend to
larger applications, with poor reusability.

In view of the above contents, this paper researches on component flow, multi-core
multi processor and real-time computing process. Firstly, based on the model of compo-
nent flow, the model and function of components and component flow suitable for CPU
and GPU heterogeneous parallel computing are determined. Then, based on multi-core
andmulti processor, the task scheduling strategy, data distribution strategy andmulti-core
parallel strategy are explored. Finally, on the basis of radar signal level simulation, the
CPU+GPU heterogeneous computing framework system based on the simulation model
is proposed and verified. The results show that the CPU+GPU heterogeneous framework
based on component stream can make full use of the computing resources of hetero-
geneous multiprocessors, improve the computing speed and efficiency of radar signal
simulation, realize the automatic distribution and load balancing on multiple computers
through components, and has the characteristics of good portability, strong reusability
and fast computing speed.

2 Component Flow Model

2.1 Component Flow Model

Developing algorithms directly on CPU andGPU processors will lead to poor reusability
and portability of algorithms. Therefore, this paper studies the model based on compo-
nent flow to realize the algorithm reuse.A component is an abstractmodel of a computing
function, as shown in Fig. 1. The numbers on the left and right represent the serial num-
bers of the input and output ports respectively. The component model also includes
initialization function and processing function, which are automatically called when



Distributed Heterogeneous Parallel Computing Framework 439

initialization and data arrive, respectively. Component container is a process running on
CPU, which is responsible for data communication between processors, dynamic load-
ing and initialization of local components, and providing versions of operating system.
The component flow diagram defines the data flow and temporal relationship between
components, and realizes the specific algorithm logic. As shown in Fig. 2, the component
flow diagram of an application is used to configure the data input and output relationships
and data distribution rules among multiple components, and to configure the resources
of each component. Each output port can choose data distribution rules as broadcast,
equalization or assignment. Each component can be set to run one or more instances.
If there are multiple instances, the number of instances will be adjusted adaptively and
dynamically according to the running conditions of components, so as to realize data
parallel and load balancing among multiple instances of the same component.

Fig. 1. Component diagram. Fig. 2. Component flow diagram of an application.

2.2 Task Scheduling Strategy for Multi-core and Multi Processor

The composition of multi-core multi processor task scheduling framework is shown in
Fig. 3.

Fig. 3. Multi-core multi processor task scheduling framework

The framework consists of three parts: component flowmanagement software, com-
ponent container software and component. In Fig. 3, the same filling color belongs to the
same component flow task, and the system supports multiple tasks running at the same
time. The operation of a component flow needs a component flow driver software for
overall control and management, to achieve component flow analysis, resource applica-
tion and component control. The components in the same component flow are controlled
by a component container on a computing node to realize the functions of component
loading, task splitting, data distribution, component calling, etc., which will not increase
the traffic and delay. In the framework of component-based parallel computing, there are
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three cases to use multi-core: different cores run different serial component instances,
different cores run multiple instances of the same serial component, and multi-core par-
allelismwithin a component. In view of the above two cases, CPU establishes thread pool
through multitasking for multi-core parallel processing. GPU realizes the data transmis-
sion between CPU and GPU through multi thread and multi stream, and improves the
processing efficiency of GPU through parallelism.

According to the number of two adjacent components and the data distribution strat-
egy of the output port of the previous component, there are the following few scenarios:
1-to-1, 1-to-N broadcast, 1-to-N balance, N-to-1, M-to-N balance, and N-to-N balance,
etc. Some data distribution scenarios are shown in Fig. 4. There are three kinds of loca-
tion relationships between the two components: running on different processors, loaded
by the same process, and running on different cores. Therefore, there are three com-
munication modes: network communication, in-process communication and inter core
communication. The priority order is in-process, inter core and network.

(a)1-N component broadcast data distribution
(b)1-N component balanced data 

distribution 

(c)N-1 component data collection
(d)Balanced distribution of N-N

component data

Fig. 4. Partial data distribution strategy

3 Component Flow Framework

The component flow framework and its deployment are shown in Fig. 5, including
hardware platform, distributed computing platform and application layer.

Hardware platform includes heterogeneous hardware layer and the operating system
layer above it. The former is composed of CPU and GPU processors. The latter runs on
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Fig. 5. The component flow framework Fig. 6. System composition.

CPU processor and can be windows and Linux operating system. Distributed computing
platform includes three parts. The virtualization layer shields the influence of the hard-
ware platform on the components through the component model, which makes the pro-
cessor hardware universal and simple, and automatically realizes the dynamic component
reconfiguration and multi-core parallel. The resource management layer is responsible
for the monitoring, scheduling and management of CPU and GPU resources. It abstracts
CPU and GPU processors into unified resource pools to achieve automatic deploy-
ment, automatic startup, dynamic monitoring and dynamic optimization of resources.
Task management layer is responsible for task scheduling and management. It analy-
ses the configuration of component flow graph, applies for computing resources from
resource management layer, calls processing functions for real-time parallel comput-
ing, and achieves load balancing among multiple instances of the same component.
The application layer is the user component developed for users or the component flow
diagram used in the actual scene.

The system composition is shown in Fig. 6. The computing cluster is composed of
multiple computing nodes to realize the visual monitoring of resource status. CFSM is
the system management module. The function is to summarize the resource information
of all computing nodes, realize component management, provide component upload,
download, delete functions, and provide component flow operation record storage func-
tion. CFNA is the node agentmodule. The function is tomanage the component container
on the node, collect the resource information of the node and report to CFSM. Cfdriver
is component flow driver. It has four functions: (1) parsing component flow and applying
for computing resources from CFSM, (2) Deploy the components in the component flow
to the applied computing nodes -- start cfcontainer, (3) Build the data transfer network
between each cfcontainer and start the component flow calculation, (4) Monitor the run-
ning status of component flow. Cfcontainer is the component container. The functions
are: loading and initializing components, receiving data and calling component process-
ing functions, uploading the status of each component to cfdriver regularly. Cfclient is
the system client. The functions are: (1) provides cluster status monitoring interface, (2)
Provide component management function, users can upload, download or delete compo-
nents in the interface, (3) The component flow operation monitoring function can view
the real-time operation record or history record of component flow information.
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4 Results Analysis

Based on the above research, the framework based on component flow is applied into
a radar signal processing, as showed in Fig. 7, which included the display and control
component, amplification component, IQ component and sampling component, and so
on (Table 1).

Fig. 7. Flow diagram of radar signal
processing.

Fig. 8. Performance of multi-channel data
processing mode.

Table 1. Performance results of each sub algorithm. (4096 points for segmented FFT transform)

Pulse numbers IF IQ A/D PC FFT CFAR

4 0.127 0.21 0.047 0.116 0.071 0.045

8 0.159 0.233 0.046 0.12 0.071 0.045

16 0.154 0.416 0.047 0.119 0.07 0.047

32 0.308 0.733 0.047 0.115 0.071 0.048

64 0.565 1.353 0.064 0.157 0.078 0.049

12 1.066 2.635 0.105 0.283 0.142 0.048

The performance test results of each sub algorithm in Fig. 7 are shown in Fig. 1.
The performance index is the time from the beginning to the end of each sub algorithm
process, and the total number of cycles is 10000 (unit: ms). This paper tests the per-
formance of four modes: single card single thread, single card multi thread, single card
single thread multi stream, and single card multi thread multi stream, as shown in Fig. 8.
For convenience, each data channel takes an input signal of the same length (16 pulses).
The performance index is the time from the beginning to the end of all channel data
processing, including interface function initialization, input signal data transmission to
the video memory, signal process processing, and processing results transmission back
to the host memory. Loop “input+process+output” code for 10000 times, and count the
average performance. As a comparison, the performance of single channel data cycle
test is 2.093 ms.

It can be seen from Fig. 8 that the final performance of using stream mode is better
than that of not using streammode,which indicates that the underlying hardwareworking
mechanism of GPU plays a decisive role in the performance of data processing. The
performance of single card single thread mode and single card multi thread mode is
almost the same, because when there is no stream mode, API calls use the default null
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stream, and all CUDA operations in the stream are executed in sequence. When using
stream mode, it is faster than using the default null stream, which should be related to
the performance improvement of the non pageable memory of the host matching the
asynchronous data transmission of the stream. The performance of single thread multi
stream is almost the same as that of multi thread multi stream. This is because each step
of “input+processing+output” in multi stream test is called asynchronously, so it will
not significantly affect the delivery efficiency of related CUDA operations. However, the
performance of the latter is slightly better than that of the former, because it is always
more efficient formulti CPU threads to compute and deliver CUDAoperation commands
to the stream.

5 Conclusion

In order to improve the speed and efficiency of the computer, the research is carried out
on the CPU+GPU heterogeneous computing cluster. This paper studies the component
flow model, uses multi-core multi processor to achieve the dynamic scheduling of tasks,
and builds a heterogeneous computing framework system of radar multi signal real-time
simulation. This paper abstractly separates the algorithm from the specific hardware
environment and operating system through components and component flow, which
adapts to the different processor types of CPU and GPU, and realizes the scalability
and reconfiguration of the system. The results show that the CPU+GPU heterogeneous
framework based on component flow canmake full use of heterogeneous multiprocessor
computing resources, improve simulation efficiency, and has the characteristics of good
portability and reusability.
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Abstract. Resonant pressure sensors have high accuracy and are widely used
in meteorological data acquisition, aerospace and other fields. The design and
experiment of multi-channel pressure data acquisition system based on resonant
pressure sensor, which used for the flush air data sensing(FADS) system, are
described. The hardware architecture of DSP and FPGA is applied to the data
acquisition system. The digital cymometer and 16-bit analog-to-digital converter
are used to measure the output signal of the sensor. It is shown the data acquisition
system has favourable performance within the operating temperature range. The
maximum experimental error is less than 0.02%FS over the range 2–350 kPa.
The period of sampling and fitting is less than 8 ms. The frequency and voltage
measurements meet accuracy requirements. The calculated pressure and standard
pressure result appears excellent linearity, which reach up to 0.9999.

Keywords: Data acquisition · Resonant pressure sensor · DSP+FPGA · High
accuracy

1 Introduction

Atmospheric data parameters include dynamic pressure, static pressure, Mach number,
angle of attack, and sideslip angle and other parameters related to the airflow environ-
ment of the aircraft during flight [1]. The measurement of atmospheric data is of great
significance to the attitude control and structural design of hypersonic vehicles. For
example, the design of the air intake and tail nozzle of the aircraft is closely related
to the Mach number and the angle of attack. In the overall design of the compression
ignition ramjet, the dynamic pressure and the angle of attack are also two important
parameters. At present, the measurement of atmospheric data mainly adopts the Flush
Air Data Sensing system (FADS) [2], which depends on the design of the pressure sensor
array tomeasure the pressure distribution on the surface of the aircraft head or other local
positions, and converts the pressure data through a specific solution algorithm mode l
[3]. Measure and obtain atmospheric parameters during flight (Fig. 1).

The FADS systemmainly uses IPT (Integrated Pressure Transducer) to obtain incom-
ing flow pressure data. IPT is a MEMS pressure sensor, and its working principle has
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Fig. 1. Pressure measuring hole for FADS on aircraft nose

undergone the evolution process of piezoresistive, capacitive and resonant [4–6]. The
IPT of Honeywell of the United States integrated a piezoresistive pressure sensor with
both pressure and temperature sensitive components. It was smart and had an accuracy
of 0.03% FS. It was also equipped with EEPROM for the storage of the correction factor
of the sensor, without additional pressure and temperature calibration [7]. The accuracy
of the pressure sensor integrated in the ADP5 five-hole PTV tube of Simtec Buergel
AG in Switzerland was up to 0.05% FS, but it was not calibrated at high Mach num-
bers. The temperature compensation range was −35 ºC–+55 ºC. At −40 ºC–+70 ºC, the
performance would decrease. A resonant pressure sensor was integrated in an air data
test instrument of GE DRUCK, which had an accuracy of 0.02% FS and an operating
temperature of 0 ºC–50 ºC.

With the continuous development of modern aircraft in the direction of high maneu-
verability and hypersonic speed [8], it is necessary to obtain more accurate atmospheric
data parameters during a wider temperature range. So we chosen the resonant pressure
sensor. The resonant pressure sensor measures pressure indirectly by detecting the nat-
ural frequency of the object [9]. It has the characteristics of high sensitivity and high
accuracy, and is suitable for calculation of atmospheric data in flight tests [10].

In order to further study the FADS system, the pressure measurement is required to
achieve a stable accuracy of 0.02%FS over the full operating temperature range (−40 ºC–
+80 ºC) and the calculation time of pressure should less than 10 ms. This paper has
designed a multi-channel pressure data acquisition system based on a self-developed
silicon resonant pressure sensor and a hardware architecture scheme of DSP and FPGA.
The data acquisition system shows excellent performance on the ground experimental
platform.

2 System Structure

The principle of the multi-channel pressure data acquisition system based on resonant
pressure sensor is shown in Fig. 2. It mainly consists of power supply module, ADC
data acquisition module, main control module and RS422 communication module. The
entire acquisition system realizes the preprocessing and acquisition of the output signal
of the resonant sensor, the filtering and fitting of data, and the communication function
of the host computer.
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Fig. 2. Overall architecture of the acquisition system

2.1 Sensor

The selected sensor is shown in Fig. 3. Its pressure measurement range is absolute
pressure 2 kPa to 350 kPa, working temperature −40 ºC to 80 ºC. The accuracy and
annual stability are better than 0.02%FS. The output signal of the sensor is TTL square
wave signal and the voltage signal. TTL square wave signal is related to pressure, and
its frequency output range is 25–35 kHz. The voltage signal is related to temperature,
and its output range is 400–700 mV. The TTL square wave signal and the voltage signal
are fitted into the pressure value through the temperature compensation polynomial (1)

Pc =
n∑

i

m∑

j

Cijf
iV j(n ≥ 3,m ≥ 2, i = 0 to n, i = 0 to m) (1)

where Pc is the calculated pressure value, Cij is the fitting coefficient, f is the sensor
output frequency, and V is the sensor output voltage [11], m and n are fitting orders,
generally, n = 5 and m = 4.

Fig. 3. Resonant pressure sensor and its sensitive core.

2.2 Main Control Module

According to the functional requirements of the data acquisition system, in order to
improve the real-time performance of data acquisition and calculation, DSP+FPGA
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was used as the main control architecture [12]. The structure of the main control mod-
ule is shown in Fig. 4. The FPGA completes the timing control of the ADC and the
frequency measurement of the square wave signal output by the sensor, and the DSP
completes the software filtering of the collected data, temperature compensation fitting
and RS422 communication with the host computer. This module used TI C674x series
32-bit floating-point DSP. System clock was 456 MHz. The EMIFA bus of the DSP was
connected to the FPGA device and FPGA called a dual-port RAM IP core to realize data
interaction between FPGA and DSP.

Fig. 4. Main control module.

2.3 Analog-to-Digital Conversion Module

The analog-to-digital conversion uses two 8-channel 16-bit analog-to-digital conversion
chips AD7689, which use an external 2.048 V reference voltage. Its input mode is
unipolar input. The output voltage signal of the pressure sensor is preprocessed by the
two-stage op amplifier and then connected to the analog-to-digital conversion. AD7689
uses a serial port interface and is driven FPGA after passing through a digital isolation
chip (Fig. 5).

Fig. 5. Analog-to-digital conversion circuit diagram.
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3 Software Design

3.1 Principle of Signal Acquisition.

Sensitivity of the sensor is 28.4 Hz/Kpa. In order to ensure the consistency of the mea-
surement accuracy within the output range of the measurement sensor’s frequency sig-
nal, and eliminate the ±1 error caused by directly counting the measurement signal, the
period method is used to measure the sensor’s frequency signal [13, 14]. The principle
is shown in Fig. 6. The gating time T is an integer multiple of the measured single fx.
The gating time T is Ns clock cycles of fx. The reference clock fs numbered during the
gating time T is Nx. Then,

T = Nx

fx
= Ns

fs
(2)

Ignoring the error of the reference clock itself, themeasurement error comes from the
±1 error generated by counting the reference signal. The relative error σ shows below.

σ = 1

T · fs (3)

Fig. 6. Principle of frequency acquisition.

When the sampling frequency is 50 Hz, the frequency sampling time should be less
than 10 ms. The gating time is 200 clocks of fx, and the reference clock is 50 MHz
temperature-compensated crystal oscillator. In the case of sensor output frequency fx =
30000 Hz, we can get:

T = Nx

fx
= 200

30000
= 0.006667 s (4)

The count value of the reference clock is 333333 or 333334, which converted
for 30000.03 Hz or 29999.94 Hz. The error is less than 0.0002%, which meets the
measurement requirements.
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3.2 Collection Process

The main program flow chart is shown in Fig. 7 below. After the system is powered on,
the initialization operation is performed, the DSP enables IO, peripherals, UART and
timer modules, and after the host computer collects the command, the FPGA triggers
the ADC drive timing, and at the same time starts to measure the frequency, voltage
and frequency of the TTL square wave After the measurement is completed, the FPGA
writes the data into the dual-port RAM [15], the data writing is completed and the DSP
external interrupt is triggered, and the DSP starts to read the data; after the acquisition
is completed, the DSP first preprocesses the read data, including data outlier removal
and removal After the filtering is completed, the collected signal is converted in the DSP
first, and the converted result is brought into the temperature compensation polynomial
fitting to synthesize the measured pressure. After the fitting is successful, the DSP sends
the data to the RS422 interface. Host computer control system. The DSP completes the
calculation in less than 1 ms at the system clock of 456 MHz. Digital cymometer and
ADC needs no more than 7 ms. Therefore, a collection calculation period is less than
8 ms, which meets the requirement.

4 Experiments

The multi-channel data acquisition board and host machine is shown in Fig. 8. All
channels were connected in parallel to the same sensor for easy connection and testing.
In order to verify the acquisition system, a measurement platform was built based on the
ground standard pressure source. The test frame is shown in Fig. 9. Pressure controller is
a commercial instrument (GE DRUCK PRS8000),which has the accuracy of 0.01%FS.
The thermostatic controller (GF ITH-150) is used to stabilize operation environment.
After working for 2.5 h, the temperature fluctuation during the measurement is about
0.1 ºC. The board’s DC power supply is +28 V. The Agilent logic analyzer is used to
obtain sensor output parameters. Static measurement is carried out to plot frequency to
pressure at different temperatures. The pressure sensor and the board are put inside the
thermostatic controller.

Fig. 7. System acquisition flowchart.
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Fig. 8. Multi-channel data acquisition board
and host machine.

Fig. 9. Experiment platform. a. DC power;
b. Logic analyzer; c. Thermostatic
controller; d. Pressure controller; e.
Acquisition board; f. Resonant pressure
sensor.

Fig. 10. Fitted pressure surfaces for sensor
output frequencies and voltages.

Fig. 11. Full range error under different
pressure and temperature points (2 to 350 kPa
and −40 to 80 ºC).
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The setting temperature range of the thermostatic control box is −40 to 80 ºC.
Pressure sampling is taken every 10 ºC for a measuring time of more than 2 h. The data
for each point is an average of 100 repeated measurements. The fit of the frequency
and voltage is shown in Fig. 10. The uniform surface transition shows that there is a
good regularity between the output frequency and the pressure and temperature load.
Figure 11 shows the fitting residual. The max error is 0.018%FS, better than 0.02%FS.

The relation between frequency response and applied pressure, which measured at
20 ºC, is shown in Fig. 12. The measurement result of the acquisition board is highly
in agreement with the performance of the logic analyzer. The frequency error for each
measuring point is listed in Fig. 13. The upper and lower margins of error are 0.1718 Hz
and −0.0777Hz, which meets the measurement demands of the system.

The system’s hysteresis characteristic test curve is shown in the Fig. 14. The forward
and reverse fitting results were consistent, which were agreement with the standard
pressure. The forward coefficient of determination is 0.999994 and the reverse coefficient
of determination is 0.999975.

Fig. 12. Frequency under different pressure at
room 20 ºC.

Fig. 13. Error of frequency for each
measuring point.

Fig. 14. Forward and reverse fitting results

The coefficient of determination of the 10 repeated experiments is listed in the table
below. The coefficient of determination were all better than 0.9999. The exceptional
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goodness of fit means high measurement accuracy, which indicates our data acquisition
system is reliable and stable (Table 1).

Table 1. Coefficient of determination of 10 repeated experiments at room temperature.

Test times Coefficient of determination(R2)

1 0.99992

2 0.99994

3 0.99992

4 0.99999

5 0.99992

6 0.99997

7 0.99997

8 0.99997

9 0.99998

10 0.99998

5 Conclusion

This article has demonstrated a multi-channel data acquisition system for measuring the
pressure of resonant pressure sensors, whose hardware architecture is based on DSP
and FPGA. Digital cymometer and high resolution analog-to-digital converter make
the system performed with high measurement accuracy. Experiments showed that the
maximum measurement relative error of the sensor output frequency signal is only
0.1718 Hz. The full range error is less than 0.02%FS within the operating temperature
range. Themeasurement is repetitive and there is no hysteresis phenomenon.As such, our
multi-channel system is reliable, which can provide accurate data for FADS calculating.
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Abstract. As Internet-connected application devices becomemore andmore pop-
ular,more andmore services need to be done through the network,which also leads
to users payingmore attention to network security performance. Due to the contin-
uous iterative development of cyber attack means and attack scale, it is difficult to
conduct passive security detection systems such as traditional intrusion detection
mechanisms to conduct endless attacks. Later, intrusion detectionwas studied as an
active defense technique to compensate for the shortcomings of traditional safety
detection techniques. Active defense and response technology has also attracted
the attention of researchers at home and abroad. The complex, engineering and
large-scale scenarios presented by network attacks prevent the original passive
intrusion detection system to meet the users’ needs for network security perfor-
mance.With the continuous expansion of network scale, the continuous increase of
network traffic scenarios and the rapid iteration of attack means, the performance
of network intrusion detection system has put higher requirements. Therefore,
we introduced the CNN, LSTM and self attention mechanisms in deep learning
into invasion detection and performed experiments in the tensorflow framework,
increasing the accuracy to 97.4%.

Keywords: CNN · LSTM · Self-attention · Intrusion detection

1 Background Introduction

With the continuous development of Internet technology, people also face various secu-
rity threats while relying on the great convenience of the network. Therefore, network
security testing is of great significance to ensuring national security and people’s life.
How to quickly identify various attacks in real time, especially unpredictable attacks, is
an inevitable problem today. IntrusionDetection andDefense Systems (IDS) is an impor-
tant achievement in information security field. Compared to traditional static security
technology [1], such as firewalls and vulnerability scanners, it can identify intrusions
that are already occurring or are occurring. The network intrusion detection system [2]
is an active cybersecurity defense tool to monitor and analyze key nodes in a network
environment in real time and detect for signs of attacks or security violations. Policies
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in network systems. Behavior and deals with the behavior accordingly. To effectively
improve the detection performance of intrusion detection systems in a network environ-
ment, many researchers have applied machine learning technology to the research and
development of intelligent detection systems. For example, literature [3] applies support
vector machines to invasion detection, introduces statistical learning theory into invasion
detection studies, literature [4] introduces a naive Bayesian nuclear density estimation
algorithm into invasion detection, literature [5] introduces random forest to deal with
attack detection disequilibrium and short attack response time.However,most traditional
machine learning algorithms are shallow learning algorithms. They aim to emphasize
feature engineering and feature selection and do not solve the classification of massive
invasive data in actual networks. As the network data grows rapidly, its accuracy will
constantly decline. Deep learning [6] is one of the most widely used technologies in
the AI field. Many scholars have applied it to intrusion detection and achieved better
accuracy. Deep learning is a kind of machine learning. Its concept comes from the study
of artificial neural networks. Its structure is actually a multi-layer perceptron with mul-
tiple hidden layers. Convolutional neural networks (CNN) require fewer parameters and
are well suited to processing data with statistical stability and local correlations. In Ref
[7], applying convolutional neural networks to sparse attack type r2l invasion detection
improves the u2r detection rate, but requires further improvement on the detection of
sparse attack type r2l. Long short-termmemory (LSTM) is specifically used for learning
time-series data with long dependencies. It has great advantages in learning long-term
dependencies and timing in higher advanced feature sequences. Long short-termmemory
neural network (LSTM) is a special recurrent neural network and is one of the classical
deep learning methods. Literature [8] applied LSTM to intrusion detection, effectively
solving the problem of gradient disappearance and gradient explosion in data training,
and effectively solving the problem of input sequence features. However, the model is
still not accurate enough for feature extraction in small and medium-sized datasets. It
takes advantage of the advantages of convolutional neural networks in processing locally
relevant data and feature extraction, as well as long-and short-term memory neural net-
works in capturing data sequences and long-term dependencies. Combined with the
attention [9] self attention mechanism, it has the advantages of processing the serialized
data and classification. In this paper a CNNsalstm based intrusion detection model to
further improve accuracy and reduce misuse rate.

2 Related Theories

2.1 Long and Short-term Neural Memory Network

CommonlyknownasLSTM, is a specialRNN[10], that can learn about longdependence.
They were introduced by Hochreiter & schmidhuber [11] and improved and popularized
by many. They work well on a variety of issues and are now widely used. RNN is
good at processing sequence data, but exhibits gradient extinction or gradient explosion
as well as long-term dependence in the course of RNN training. The LSTM has been
carefully designed to avoid long-termdependence.Keep inmind that long-termhistorical
information is actually their default behavior, not what they are trying to learn. All
recurrent neural networks have the form of recurrent module chains of neural networks.
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In the standard RNN, repeat modules will have very simple structures, such as a single
tanh layer (Fig. 1).

Fig. 1. Single layer neural network with repeated modules in standard RNN

LSTMalso has this chain structure, but the structure of the repeatmodules is different.
Compared to the simple layers of neural networks, LSTMhave four layers,which interact
in special ways (Fig. 2).

Fig. 2. Four interactive neural network layers included in the repeating module in LSTM

The long, short-term neural memory model actually adds three gates to the hidden
layer of the RNN model, namely the input gate, the output gate, the forgetting gate, and
a cell state update, as shown in the figure below (Fig. 3).

Fig. 3. Long short-term memory module

By forgetting the gate, we screen the cell states in the upper layer, leaving the desired
information and discarding useless information. The formula is as follows:

ft = σ(wf ∗ [ht, xt] + bf ) (1)

They are the weight matrices and bias terms of the forgetting gate, are the activation
functions of the sigmoid, and [,] is connecting the two vectors into one vector. The input
gate determines the importance of the information and sends the important information
to the place where the cell state is updated to complete the cell state update. This process
consists of twoparts, the first part uses the sigmoid function to determine new information
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needed to be added to the cell state, and the second part uses the tanh function to general
new candidate vectors. The calculation formula is as follows:

{
ft = σ(wi ∗ [ht−1, xt] + bi)

c̃t = tanh(wc ∗ [ht−1, xt] + bc)
(2)

Among them, it is the weight and bias of the input gate, which is the weight and bias
of the cell state. After the above treatment, the cell state is updated to the cell state c,
formula as follows:

ct = ft ∗ ct−1 + it ∗ c̃t (3)

Among them, * represents multiplied elements, represents deleted information, and
* represents new information.

The output gate controls the output of the cell state of the present layer and determines
which cell state enters the next layer. The calculation formula is as follows:

{
ot = σ(wo ∗ [ht−1, xt] + bo)

ht = ot ∗ tanh(ct)
(4)

According to the LSTM network invasion method, the initial detection dataset was
first digitized, standardized, normalized, then the preprocessed dataset was input into the
trained LSTMmodel, and finally the results into the softmax classifier to get good classi-
fication results. Although the proposed method can extract more comprehensive features
and improve the accuracy of network intrusion detectionwhen processing sequence data,
the proposed method has a high false alarm rate.

2.2 Convolutional Neural Network

Convolutional neural networks is a hierarchical computational model. As the number
of network layers increases, increasingly complex abstract patterns can be extracted.
The emergence of convolutional neural networks was inspired by bioprocessing, as the
connectivity between neurons is similar to the tissue structure of the animal visual cortex.
The typical architecture ofCNN is: input the→ conv→pool→ fullcon,which combines
the idea of local receptive fields, shared weights, and spatial or temporal subsampling.
This architecture makes CNN well-suited for processing data with statistical stability
and local correlations, and makes it highly deformable upon translation, scaling, and tilt.
It is a deep feedforward neural network. Each network has a multiple neuron population.
Each neuron receives only the upper-layer of the output. After the layer is calculated,
the results are output to the next layer. Elements of homric neurons are not connected.
The proposed algorithm can obtain the output from a multi-layer network trained with
the input data. Convolutional neural network includes input layer, convolutional layer,
pooling layer, fully connected layer, and the structure in Fig (Fig. 4).
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Fig. 4. Convolutional neural network structure

Input Layer. It can be represented as the beginning of the entire neural network. In the
field of data processing, the input to convolutional neural networks can be viewed as a
data matrix.

Convolutional Layer. As the most important part of the convolutional neural network,
each convolutional layer comprises several convolutional units, each of whose param-
eters are optimized by a backpropagation algorithm. The purpose of the convolution
operations is to extract the different features of the input. The first convolutional layer
can only extract low-level features such as edges, lines, and angles. More multiple layers
of the network can iteratively extract more complex features from low-level features.
Convolutional layers performmore thorough analysis of each small block to obtain more
abstract features. Convolutional neural networks first extract local features and then fuse
local features at a higher level, which can not only obtain global features, but also reduce
the number of neuronal nodes. However, the number of neurons is still very large at this
time, so by setting the same weight of each neuron, the number of network parameters
is greatly reduced. For the m th convolutional layer, its output is ym, then the output of
the Kth convolution kernel is ym:

ymk = δ(
∑

yn−1
i

∈ mky
m−1
i ∗ Wm

ik + bmk ) (5)

Pooling Layer. You can reduce the size of the data matrix very efficiently. The two
most commonly used methods are maximal pooling and average pooling, which further
reduce the number of nodes in the fully connected layer. The task of reducing the entire
neural network parameters is finally implemented.

Fully Connected Layer and Output Layer. Features of the data were extracted and
classified by the full connectivity layer. The output layer completes the detailed prime
classification of the risk factors according to the professional type to obtain the
probability distribution problem.

2.3 Attention

The attention mechanismwas first proposed in the field of image recognition. The idea is
thatwhenhumansdealwith certain things or images, they allocatemore energy to specific
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parts of the key information. Once concentrated, the information can be accessed more
efficiently.When processing a large amount of input information, the neural network can
also learn from the attention mechanism of the human brain, and select only some key
input information for processing, thus improving the efficiency of the neural network.
When using neural networks, we can usually encode using convolutional or recurrent
networks to obtain an output vector sequence of the same length (Fig. 5).

Fig. 5. The essence of the Attention mechanism: addressing

The essence of the attention mechanism is an addressing process [12], as shown
above: given a task-related query vector Q, calculates the attention value by calculating
the attention distribution of the key and attaching it to the value. This process is actually
the embodiment of the attention mechanism in reducing the complexity of the neural
network model: there is no need to input all the N input information into the neural
network for calculation. Simply select some task-related x information and input it into
the neural network. The attention mechanism can be divided into three steps: one is
the information input; the other is to calculate the attention distribution α; three is the
attention distribution α, used to calculate the weighted average of the input information.
When using neural networks, we can usually encode using convolutional or recurrent
networks to obtain an output vector sequence of the same length, as shown in Fig (Fig. 6):

Fig. 6. Variable length sequence coding based on convolutional network and recurrent network

As can be seen from the figure above, both convolutional and recurrent neural net-
works are actually “local coding” for the variable length sequence: the convolutional
neural network is obviously based on n-gram local coding; for recurrent neural net-
works, short-range dependence can be established only due to the disappearance of the
gradient (Fig. 7).
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Fig. 7. Self-attention model

In this case, we can use attention mechanisms to generate weights for different
connectivity “dynamics”. This is the self-attention model. Since the weights of the self
attention model are dynamically generated, the longer information sequence can be
processed. Overall, why are self-attention models so powerful: attention mechanisms
are used to “dynamically” generate weights of different links to process longer sequence
of information. The self-attentionmodel was calculated as follows: Let X= [x1, · · ·, xN]
represent N input information; obtain the query vector sequence, key vector sequence
and value vector sequence through linear transformation:

Q = wQX K = wKX V = wVX (6)

From the above formula, Q in self-Attention is a transformation of self-input, and
attention calculates the formula as:

hi = att((K,V), qi)

=
∑N

j=1
aijvj

=
∑N

j=1
softmax(s(kj, qj))vj (7)

In self-attention models, the scaled dot product is usually used as a function of
attention scoring, and the output vector sequence can be written as:

H = V softmax(x = KTQ√
d3

) (8)

2.4 Data Pre-processing

In this paper, the KDD99 [13] dataset is used as our training and test dataset. The dataset
is nine-week network connectivity data collected from a simulated USAF LAN, divided
into training data with identification information and test data without identification
information. The test and training data have different probability distributions. The test
data contained some types of attack that did not appear in the training data, which makes
intrusion detection more realistic. Each connection in the dataset included 41 functions
and 1 attack type. The training dataset contains a normal identification type and 36
training attack types, with training data contains 22 attack patterns, and only 14 attacks
in the test dataset (Fig. 8).
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Fig. 8. Details of five labels

TCP basic connection characteristics (nine kinds) basic connection characteristics
include basic connection attributes, such as continuous time, protocol type, number of
transmitted bytes, etc. TCP connection content features (13 kinds in total) are extracted
from the content features that may reflect intrusion data, such as the number of login
failures. Network statistics have time-based traffic (9 kinds, from 23 to 31). Due to
the strong temporal correlation of network attack events, there is a certain connection
between the current connection records and the previous connection records. Statistical
calculation can better reflect the relationship between connections. Host based network

Fig. 9. Details of forty one features
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traffic statistics (32–41 in total) time based traffic statistics only show the relationship
between the current connection and the last two seconds, as shown in the following
figure (Fig. 9). Original intrusion data record: x = {0, icmp, ecr_i, SF, 1032, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 511, 511, 0.00, 0.00, 0.00, 0.00, 1.00, 0.00, 0.00, 255,
255, 1.00, 0.00, 1.00, 0.00, 0.00, 0.00, 0.00, 0.00, smurf} There are 41 functional parts
and a label.

2.5 Character Numeric

First, we should remove the duplicates. In the actual data collected, many intrusion
records are the same, so the deduplication technology [14] can be used to reduce the
amount of input ID data and eliminate information redundancy. The KDD99 dataset
has been counter processed, and filtering is not required in this paper. However, some
functions in the KDD99 dataset are number functions and some are characters. All
data captured from different ID sources were then converted into digital format using
normalization to simplify data processing. Value rules for symbol features are as follows:
Use attribute mapping. For example, property 2 is the protocol type protocol_type. It has
three values: TCP, UDP and ICMP, are represented by its location. TCP is 1, UDP 22 and
ICMP 3. Similarly, the mapping relationship can establish the relationship between the
symbol values and the corresponding values through the 70 symbol values and 11 symbol
values used by the attribute element service. Labbel processed as follows (Fig. 10).

Fig. 10. Description of five labels

2.6 Normalization

Because some elements have values of 0 or 1, some values to avoid the influence of large
range values, too large; and small effects of the values disappear, need to normalize the
value of each feature to convert between [0,1].

y = (x − xmin/xmax − xmin) (9)

After normalization
x = {0.0, 3.38921626955e−07, 0.00128543131293, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0,

0.0, 0.0, 0.0, 0.00195694716243, 0.00195694716243, 0.0, 0.0, 0.0, 0.0, 1.0, 0.0, 0.0,
0.125490196078, 1.0, 1.0, 0.0, 0.03, 0.05, 0.0, 0.0, 0.0, 0.0, 0} (Fig. 11).
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Fig. 11. CNN-SALSTM network structure

3 Model Establishment

3.1 Based on CNN-SALSTM Network Structure

Step 1. Data preprocessing. One-click encoding of network protocols, network service
type, and network connection state text type data.Meanwhile, continuous numerical data
such as the connection time in the grouping characteristics are normalized according to
Eq. 10

xn = x − xmin

xmax−xmin
(10)

Step 2. Advanced feature extraction. The basic features of the pre-processed packets
are sent to lenet for advanced feature extraction, output advanced features via one-
dimensional convolution operations. Each volume layer is followed by a BN layer and
leakyrelu activation function to speed up the network and avoid collapse as much as
possible.
Step 3. The self-attention mechanism highlights the high-weight features. Based to its
upper subvector, each vector multiplied its three matrices WQ, wk and WV generated
by its upper subvector to obtain a vector. A vector yields a probability then multiplied
by the result of the CNN convolution and passed to the next layer.
Step 4. Classified the network connections. Entering-level features into LSTM, yields
the classification results of the network data through the softmax function.

3.2 Evaluation Method

Precision, recall and F-measure were used in this experiment to judge the classification
effect of the model. TP represents the number of samples correctly identified as an
attack, and FP represents the number of samples incorrectly identified as an attack. TN
represents the number of samples correctly identified as normal, while FN indicates the
number of samples incorrectly identified as normal. Accuracy represents the proportion
of network data classified as common attack types. The calculation formula is as follows:

Precision = TP

TP + FP
(11)

Recall represents the proportion of network data classified as an attack to all attack
data. The calculation formula is:

Recall = TP

TP + FN
(12)
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Measure is the weighted average of both Precision and Recall. It is used to synthesize
the scores of Precision and Recall. The calculation formula is:

F − Measure = (1 + β2) × Precision × Recall

β2 × (Precision + Recall)
(13)

β is used to adjust the proportion of accuracy and recall. When β = 1, F − Measure is
the F1 score.

3.3 Experimental Parameter Setting and Result Analysis

The software environment used in this paper is the Python 3.7, tensorflow 2.1 and
keras2.24. experimental hardware conditions of Intel Core i7–8700 CPU and 16g
ram.The model was trained using the Adam optimizer and the category_ cross-entropy
loss function.Adam’s learning rate is 0.0001, epoch is 2000, batch_ size is 128, momen-
tum in batch normalization is 0.85, and alpha in leakyrelu is 0.2. Dropout is set to 0.4, and
LSTM recurrent_ Dropout is set to 0.01. The experiment is selected from the KDD99
training set 300,000 pieces of data are used to train the model, and the remaining 194021
pieces are used to test the model. The Sklearn toolkit is used to encode the 22 types of
attacks in the training set. The results are shown in Fig. 12. The invasion detection
accuracy of CNN+LSTM and CNN+SA+LSTM is as follows.

Fig. 12 .

For experiments, CNN used a 3× 3 convolutional kernel with a step length of 2, after
eachBN layer and adropout layer. InTable 2, label0 represents normal network traffic and
label1–label22 represents 22 different attack types. From the experimental results, the
CNN+SA+LSTM hybrid model has a higher accuracy than the LSTM and CNN+LSTM
models, and the convergence rate is significantly better than the CNN+LSTM model.
The iterative procedure of model training is shown in Figs. 13 and 14.

Fig. 13. CNN+LSTM Model accuracy graph Fig. 14. CNN+SaLSTM Model accuracy
graph
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4 In Conclusion

For the current research status of intrusion detection, a neural network model based on
intrusion detectionwith CNN and self-attention LSTM is proposed to solve the problems
of unbalanced invasion data and inaccurate feature representation. Convolutional neural
networks were used to extract the features of the raw data. Features that have great
effects on classification results are given higher weight by attention autommachines.
Then, the processed high-level features were predicted as input parameters for the LSTM
network. In this paper, KDD99 training set was used for model training and testing for
comparative analysis of CNN+LSTM and CNN+salstm models. Experiments show that
the CNN+salstm model-based invasion detection and F1 metrics are better and accurate
than the pure CNN+LSTM model.
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Abstract. This study investigates the impacts of cyber Security on social life on
community users Lagos L.G.A. The survey research was designed and adopted
to describe this study. The sample for this research consists of one hundred and
twenty undergraduate students randomly selected from respondents in their differ-
ent homes using a simple technique. A structured questionnaire titled was devel-
oped and validated. It has a reliability coefficient of 0.72 using the test and re-test
method. Descriptive statistics of frequency count and simple percentages were
used to analysis the research question. This study is based on finding solution, it
was affirmed that result from the demographic variable of respondents by age, sex,
most visited social networks, duration of visitation, hours spent on social networks
daily and people with the gadget that can access the internet. Results show that
communities aware of the effects of cyber security on social media platforms are
people between the ages of 21–25 years, male and female community dwellers
have access to social network platforms, WhatsApp represents the most visited
social platforms by people. The research questions show that social media plat-
forms significantly influence the social life of community users in Lagos mainland
L.G.A.

Keyword: The impacts of Cyber security on social life

1 Introduction

The internet is the fastest growing infrastructure in everyday single day the life in today’s
world. The internet is basically the network of networks used across for communication
and data sharing. The term “Cyber” describes a person, thing, or idea that is associated
with the computer and information age. It is relevant to computer systems or computer
networks. A computer network is basically the collection of communicating nodes that
helps in transferring data across. Thenodes at anygiven time could be computers, laptops,
smartphones, etc. The term crime is denoted as an unlawful act punishable under the law.
Cybercrime was defined as a type of crime committed by criminals who use a computer
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as a tool and the internet as a connection to achieve different objectives such as illegal
downloading of music and films, piracy, spam mailing, and so on. Cybercrime evolves
from the erroneous use or abuse of internet services. According to (Mariam Webster),
cybercrime includes any criminal act involving computers or networks (Chatterjee 2014).

Focusing on the case of Lagos mainland L.G.A in Lagos State (Nigeria), this study
aims to investigate the impacts of cybercrime on the social life of various social media
networks on community users. The study’s objective is to find out the variety social
media and networking sites community users have access. In addition, to determine how
community users got involved in various cybercrime activities and how people prevent
themselves from cyber-attack.

2 Materials and Methods

2.1 Design of Research

The design of research that was implemented for this study is a survey research design
descriptive. A descriptive survey study is the best method for describing a population
that is too large to observe directly.

2.2 Population of the Study

The study was conducted in Lagos mainland L.G.A of Lagos Stateandfocus mainly on
community dwellers.

2.3 Sample Techniques

In this survey research, one hundred and twenty (120) people were selected randomly
in Lagos mainland L.G.A of Lagos State using a simple random sampling technique 60
male and 60 female. The samples were selected randomly from their different homes.
From the above explanation, all the samples were randomly selected according to their
population. And the total number that was randomly selected from the L.G.A will make
up the total samples that were required for this study.

2.4 Research Instrument

The questionnaire was used as a research instrument for the survey research. The ques-
tionnaire was divided into two (2) sections. Section A sought information about Age,
Sex/gender; most visited social networks, duration of visitation, hours spent on social
networks daily, etc. It was designed to tick the box that corresponds with their opinions
on the question asked to express their mind about the subject matter (the question being
asked). Section B was explicitly designed to determine the awareness level of students
using social media platforms on cyber security.
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2.5 Validity of the Instrument

The instrument was given to the expert (project supervisor) for vetting, after which the
instruments were collected back with corrections and the proper check was affected
before the final copy was produced.

2.6 Instrument Reliability

The instrument reliability was done through the test-retest method. The questionnaires
were administered twice on twenty (20) respondents drawn fromAlimoshoL.G.A,which
was out of the samplewithin twoweeks interval. The data collectedwere correlated using
Cronbach’s alpha to obtain a standard data range (0.72) that was considered high enough
for a study.

2.7 Administration of Instrument and Data Collection

The instrumentswere administered to the respondents in their different homes, personally
by the researcher and were collected back immediately.

2.8 Analysis Method of Data

The data were analyzed using the statistics descriptive of frequency counts and simple
percentages.

3 Results

This section is concerned with the presentation and analysis of data on Age, Sex, most
visited social networks, duration of visitation, hours spent on social networks daily and
students with a gadget that can access the internet.

3.1 Frequency Distribution of Demographic Variables

Table 1. The distribution frequency the respondents by age

Frequency Percentage (%) Valid (%) Cumulative (%)

15–20 yrs 15.8 15.8 15.8

21–25 yrs 54 45.0 45.0 60.8

26–30 yrs 38 31.7 31.7 92.5

31–Above 9 7.5 7.5 100.0

Total 120 100.0 100.0
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The result from Table 1 shows that the number of respondents between the ages
of 21–25 years is more than other respondents between the ages of 15–20 years, 26–
30 years, 31 years and above. Out of the 120 respondents, there were 54 respondents
representing 45.0% between the ages of 21–25 years. Since the respondents who make
up the highest percentage are between the age ranges of 21–25 years, this means that the
number of respondents aware of the effects of cyber security on social media platforms
are people between the ages of 21–25 years.

Table 2. Frequency distribution of respondents by sex

Sex

Frequency Percentage Valid (%) Cumulative (%)

Male 60 50.0 50.0 50.0

Female 60 50.0 50.0 100.0

Total 120 100.0 100.0

The result from Table 2 showed that there is an equal result in the gender of the
respondents as arranged in the sampling techniques. Out of the 120 questionnaire dis-
tributed, there were 60 respondents representing 50.0% males, while there were also 60
respondents representing 50.0% females.

Table 3. Descriptive statistics of frequency count on most visited social networks

M.V.S.N

Frequency Percentage Valid percent Cumulative
percent

Facebook 20 16.7 16.7 16.7

Twitter 15 12.5 12.5 29.2

WhatsApp 38 31.7 31.7 60.9

Instagram 26 21.7 21.7 82.6

B.B.M 5 4.2 4.1 86.7

2go 3 2.5 2.5 89.3

Google 13 10.8 10.8 100.0

Total 120 100.0 100.0
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Table 4. Descriptive statistics of frequency count on the duration of the visit of social networks
site

D.O.V

Frequency Percentage Valid percent Cumulative percent

Everyday 68 56.7 56.7 56.7

once a week 27 22.5 22.5 79.2

twice a week 23 19.2 19.2 98.4

Never 2 1.6 1.6 100.0

Total 120 100.0 100.0

The result from Table 4 above showed that students visit WhatsApp more than other
social networks. Out of the 120-questionnaire distributed, there were 38 respondents
representing 31.7% WhatsApp users, 26 respondents representing 21.7% Instagram
users, 20 respondents representing 16.7% Facebook users, five respondents represent-
ing 4.2.7% B.B.M., three respondents representing 2.5% 2go users. In comparison,
there were 13 respondents representing 10.8% Google users. Since the respondents who
make up the highest percentage of most visited social networks platforms choose What-
sApp, it means that WhatsApp represents the most visited social network platforms by
community dwellers.

Table 5. Descriptive statistics of frequency count of students with a mobile phone or any media
gadget that can access the internet

M.P.G

Frequency Percentage Valid (%) Cumulative (%)

Yes 102 85.0 85.0 85.0

No 18 15.0 15.0 100.0

Total 120 100.0 100.0

The result from Table 5 above showed that social networks are being visited every
day by the respondents as it has the highest percentage of choice. Out of the 120 ques-
tionnaires distributed, there were 68 respondents representing 56.7%, daily users, 27
respondents representing 22.5% are once a week visitors, 23 respondents representing
19.2% visit twice a week, and there were only two respondents representing 1.2% that
never visit therefore since the respondents whomake up the highest percentage are those
who visit every day, almost all the people with Lagos mainland L.G.A of Lagos state
visit one or two social network sites every day.
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The result from Table 6 below showed that the majorities of students have a mobile
phone or social media gadget that can access the internet. Out of the 120 questionnaires
distributed, there were 102 respondents representing 85.0% students with social media
gadgets that can access the internet, while 18 respondents representing 15.0% students,
don’t have access to the internet. Since the respondents who make up the highest per-
centage are those with social media gadgets that can access the internet, it means that
most community dwellers are aware of the effects of cyber security on social media
platforms.

3.2 Analysis of Data Related to the Issues Raised by the Study

HOW DO COMMUNITY PEOPLE GET INVOLVED IN VARIOUS CYBER-
CRIME ACTIVITIES?

Table 6. Table showing how community people get involved in various cybercrime activities

S/N ITEMS SA A D SD

8 I do click on any available link I come across
whenever I am using the internet

21
(17.5%)

45
(37.5%)

33
(27.5%)

21
(17.5%)

9 I visit almost all social media platform
everyday

38
(31.7%)

17
(14.1%)

50
(41.7%)

15
(12.5%)

10 I quickly respond to likes and frequently
comment on any post on any social media
platform

16
(13.3%)

61
(50.8%)

26
(21.7%)

17
(14.2%)

11 With my phone, I do respond to any
promotional messages that are sent to me
through text messages

30
(25.0%)

21
(17.5%)

55
(45.8%)

14
(11.7%)

12 I always find it easier to shop online with my
credit card on any promotional items than
visiting a store with a cash

11
(9.2%)

36
(30.0%)

64
(53.3%)

9
(7.5%)

13 I accept every internet free pop up gift and
distributes to friends online

45
(37.5%)

17
(14.2%)

47
(39.1%)

11
(9.2%)

The table above shows the percentage summation of those who answered “Strongly
agree”, “Agree”, “Disagree”, “strongly disagree”, as analysed in the table above.

After the answers on the six items were added, the average percentage was found by
dividing the total percentage on the items by six as presented in the table below.
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HOW DO PEOPLE PREVENT THEMSELVES FROM CYBER-ATTACKS?

Table 7. Table showing how people prevent themselves from cyber-attack

S/N Items SA A D SD

34 I always confirm any financial information from
my local banks before I attend to it

29
(24.2%)

60
(50.0%)

21
(17.5%)

10
(8.3%)

35 I always reject or do away with any promotional
links I come across during any internet
engagements

44
(36.7%)

41
(34.2%)

24
(20.0%)

11
(9.1%)

36 I attend any promotional interview I come
across through internet

16
(13.3%)

51
(42.5%)

45
(37.5%)

8
(6.7%)

37 Most people limit the time spent on the internet
in other to avert any cyber insecurity or theft

23
(19.2%)

47
(39.1%)

35
(29.2%)

15
(12.5%)

The table above shows the percentage summation of those who answered “Strongly
agree”, “Agree”, “Disagree”, “strongly disagree”, as analysed in the table above.

After the answers on the four items were added, the average percentage was found
by dividing the total percentage on the items by four as presented in the table below.

4 Discussion

The result from demographic variables by age, sex, Most visited social networks, and
community dwellerswith amobile phone or anymedia gadget that can access the internet
from Table 1, 2, 3, 4, 5 and 6 show that the numbers of people in the community who
are aware of the effects of cyber security on social media platforms are people between
the ages of 21–25 years, the gender of the respondents are equal which signify that both
male and female community dwellers have access to various social network platforms.
From the most visited social network platform, Whatsapp represents the most visited
social network platform by the people. The result from how often people visit various
social media platforms shows that almost all community dwellers of Lagos mainland
L.G.A do visit one or two social network sites every day and above on social network
sites on a daily basis, while statistics show that large numbers of community dwellers
have social media gadget that can access the internet which signifies that majority of
them are aware of the effects of cyber security on social media platforms.

The result obtained from Table 6 indicates that social media platforms have no
significant influence on how people get involved in various cybercrime activities. This is
against (Global Risks 2013) report, which affirmed that the ability of individuals to share
information with an audience of millions is at the heart of the particular challenge that
socialmedia presents to businesses. In addition to giving anyone the power to disseminate
commercially sensitive information, social media also offers the same ability to spread
false information, which can be just as damaging. The rapid spread of false information
through social media is an emerging risk. In a world where we’re quick to give up our
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personal information, companies have to ensure they’re just as fast in identifying threats,
responding in real-time, and avoiding a breach of any kind. Since these social media
easily attract people, the hackers use them as bait to get the information and the data
they require.

The result obtained from Table 7 indicates that social media platforms have a sig-
nificant influence on how people prevent themselves from cyber-attack. This supports
(Okeshola 2013) report, which affirmed that inspecting your mails before opening is a
very useful way of detecting unusual or strange activities. Email spam and cyberstalking
can be detected by carefully checking the email header, which includes the sender’s real
email address, internet protocol address, and the date and time it was sent. It has been
discovered that cybercriminals can be extremely careless; therefore, it is recommended
that the system be reviewed on a regular basis to detect unusual errors. Individuals should
also ensure that proper security controls are in place and that the most recent security
updates are installed on their computers. Lakshmi (2015) defines formalised formalised
formalised formalised formalised formalised formalised formalised formalised formally.
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Abstract. Software systems have nearly been used in all walks of life, playing
an increasingly important role. Thus, how to understand and measure complex
software systems has become an ever-important step to ensure a high-quality
software system. The traditional analysis of software system structure focuses on
a single module. However, the traditional software structural metrics mainly focus
on analyzing the local structure of software systems and fail to characterize the
properties of software as a whole. Complex network theory provides us with a new
way to understand the internal structure of software systems, andmany researchers
have introduced the theory of complex networks into the examination of software
systems by building software networks from the source code of software systems.
In this paper, we combine software structure analysis and complex network theory
together and propose a SCANT (Software Complexity Analysis using complex
Network Theory) approach to probe the internal complexity of software systems.

Keywords: Software · Complex network · Software complexity · Metrics

1 Introduction

Large software systems are usually composed of lots of small constitute elements (e.g.,
methods, fields, classes, and packages); any small error in one element may lead to
catastrophic consequences [1]. Thus, how to ensure a high quality software system has
become a problem faced by many people in the field of software engineering. Generally,
we cannot control what we cannot measure. Therefore, how to understand and measure
complex software systems has become an ever-important step to ensure a high-quality
software system [2].

The complexity of a specific software system usually originates from its internal
structure. In recent years, some researchers proposed some approaches to explore the
complexity of software systems from the perspective of the internal structure of software
systems. Up to now, many promising achievements have been reported. Generally, the
studies on software structure analysis can be divided into two groups, i.e., i) traditional
software structure metrics, and ii) software structure metrics based on complex network
theory.
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The traditional software structural metrics mainly focus on analyzing the local struc-
ture of software systems and fail to characterize the properties of software as a whole.
With the development of complex networks, some researchers have introduced the the-
ory of complex networks into the examination of software systems by building software
networks from the source code of software systems. Complex network theory provides
us with a new way to understand the internal structure of software systems. At present,
the number of studies on software network analysis is still not very large, the construction
of software networks is not accurate enough, and the metrics used in software network
analysis and the data set used in the experiment are not comprehensive enough.

In this paper, we combine software structure analysis and complex network theory
together and propose a SCANT (Software Complexity Analysis using complex Network
Theory) approach to probe the internal complexity of software systems. Specifically, we
build much more accurate software network models from the source code of a specific
software system, and then introduce a set of statistical parameters in complex network
theory to characterize the structural properties of the software system, with the aim of
revealing some common structural laws enclosed in the software structure. By doing so,
we can shed some light on the essence of software complexity.

2 Related Work

The traditional analysis of software system structure focuses on a single module. The
McCabe metrics [3] are mainly based on graph theory and program structure control
theory, using directed graph to represent the program control flow, so as to represent the
complexity of the network according to the ring complexity in the graph. The Halstead
metrics [4] are used to measure the complexity of a software system by counting the
number of operators and operands in the program. The C&K metric suit [5] is based on
the theory of object-orientedmetrics andmainly includes sixmetrics. TheMOODmetric
suit [6] proposed by Abreu et at. indirectly reflect some basic structural mechanisms of
the object-oriented paradigm.

With the development of complex networks, some researchers have introduced the
theory of complex networks into the examination of software systems by building soft-
ware networks from the source code of software systems. In their software networks,
software elements such as attributes, methods, classes, and packages are represented by
nodes, and the couplings between elements such as inheritance, method call, and imple-
ments are represented by undirected (or directed) edges. Based on the software network
representation of the software structure, they introduced the complex network theory
to characterize the structural properties of a specific software system, and further to
improve its quality. Complex network theory provides us with a new way to understand
the internal structure of software systems, and many related work has been reported.

3 The Proposed SCANT Approach

Our SCANT approach is mainly composed of four three, i.e., i) software network model
construction, ii) calculating the values of statistical parameters, and iii) analyzing the
parameter values to reveal the structural characteristics.
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3.1 The Software Network Model

The software systems studied in thiswork are all open source software systems developed
by using Java programming language. The topological information in software systems
will be analyzed and extracted. In this work, we extract various software elements.

Since most statistical parameters in complex network theory do not consider the
weight on the edges (or links), i.e., they only can be applied to un-weighted software
networks. Thus, to apply the statistical parameters in complex network theory to charac-
terize the software structure, in this work, we construct an un-weighted software network
at the class level, i.e., Un-weighted Class Relationship Network (UCRN for short), to
represent classes and the relationships between them. In UCRN, nodes represent the
software elements at the class level (i.e., classes and interfaces), edges between nodes
represent the relationship between classes, and the direction of edges represents the rela-
tionship direction between classes. In UCRN, we consider the following seven types of
relationships [7], i.e., Inheritance relationship, Implementation relationship, Parameter
relationship, Global Variable Relationship, Method Call Relationship, Local Variable
Relationship, and Return Type Relationship.

If there is one of the seven kinds of relationships between two classes, then we estab-
lish a directed edge in the UCRN network between the nodes denoting the two classes.
This edge is used to describe the coupling relationship. Thus, UCRN is essentially an
un-weighted directed network which can be defined as

UCRN = (V ,L), n ∈ V , l ∈ L,

l =< ni, nj >, ni, nj ∈ V
, (1)

where V denotes the class (or interface) set in the software system, and L denotes the
coupling relationship set between all pairs of nodes. Generally, if one class uses the
service provided by another class, then a directed edge connecting the two classes will
be established in the UCRN. We do not consider the weight on the edges. Thus, the
weight on the edges will be the same, i.e., 1.

3.2 The Statistical Parameters

Here we introduce some statistical parameters widely used in complex network theory
to characterize the structural properties of software systems. These statistical parameters
are borrowed from [8].

Definition 1. Betweenness Centrality.
Betweenness is a very important parameter in complex network theory, and it is usually
used to reflect the importance of nodes. The betweenness centrality of node i in a net-
work can be described as the ratio of the number of all shortest paths passing through
node i to the number of the shortest paths in the whole network. Till now, the between-
ness centrality has been widely applied in a wide range of networks such as biological
networks, transportation networks, and social networks. Betweenness centrality can be
formally described as

B(v) =
∑

s �=v �=t

φst(v)

φst
, (2)
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where φst is the number of shortest paths between nodes s and t, and φst(v) denotes the
number of shortest paths between nodes s and t which also passes node v.

Definition 2. Closeness Centrality.
Closeness centrality refers to the degree of closeness between a specific node and other
nodes in the network. The higher the closeness centrality of a node is, the closer it is to
other nodes. The closeness centrality of a node is the reciprocal of the average of the
shortest path lengths between the node and all other nodes in the network and thus can
be defined as

C(i) = n∑
j d(j, i)

, (3)

where d(j, i) is the shortest path length between nodes i and j, and n is the number of
nodes in the whole network.

Definition 3. Degree Distribution.
The degree of a node is the number of edges that the node used to be connected to other
nodes. Degree distribution is a general description of the degree of nodes in a graph (or
network), which is the probability distribution or frequency distribution of the degrees
of the nodes in the network.

If a graph (or network) is composed of n nodes with nk nodes whose degree is k,
then the degree distribution P(k) = nk

n . For directed graph (or network), P(k) has two
versions, i.e., in-degree distribution and out-degree distribution.

Definition 4. Clustering Coefficient.
Clustering coefficient is used to measure the degree to which nodes in a graph (or
network) tend to cluster together, i.e., the aggregate density of nodes in a graph (or
network). The clustering coefficient of a node in a networkmainly refers to the proportion
of the number of connections between the node and adjacent nodes to the maximum
number of edges that can be connected between these nodes. The clustering coefficient
of node i, Ci, can be computed according to the following formula

Ci = 2ei
ki(ki − 1)

=
∑

jm aijaimamj

ki(ki − 1)
, (4)

where ei is equal to the number of nodes whose clustering coefficient is equal to the
edges actually connected by its neighbours. ki(ki−1)

2 is the maximum possible number
of edges. Then the clustering coefficient of the network is the average of the clustering
coefficients of all the nodes in the network, i.e.,

C = 〈Ci〉 = 1

N

∑
i∈V Ci, (5)

where N is the number of nodes in the graph (or network), and V is the nodes set.
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Definition 5 Average Shortest Path Length.
For an un-weighted network, the shortest path length is the minimum number of edges
from one node to another node in the network; for the weighted network, the shortest
path length is the minimum value of the sum of the edge weights from one node to
another node. The average shortest path length of a network is defined as the average of
the shortest path lengths between any two nodes in the network. The average shortest
path length of a network can be defined as

L = 2

N (N − 1)

∑
i �=j

dij, (6)

where dij is the number of edges on the shortest path between nodes i and j, and N
denotes the number of nodes in the network.

4 Software Structure Analysis

In this section, we use a set of four open source software systems as case studies to probe
their topological properties.

4.1 Subject Systems

We selected a set of four open-source Java systems as our research subjects. These
systems are selected fromdifferent domainswith different scales. Specifically, the subject
systems contain ant, jedit, jhotdraw, and wor4j. Table 1 shows some simple statistics
of the four subject software systems. Specifically, System is the name of the subject
system, Version shows the version of the corresponding software system, Directory is
our analysed directory, LOC is the lines of code, and #C is the number of classes and
interfaces.

Table 1. Statistics of the subject systems.

System Version Directory LOC #C

ant 1.6.1 src/main 81515 900

jedit 5.1.0 src 112492 1082

jhotdraw 6.0b.1 src 28330 544

wro4j 1.6.3 src 33736 567

4.2 Results and Analysis

In this section, we constructed the software networks for all subject systems, and then
used the statistical parameters to characterize the topological properties of these subject
systems.
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Node Centrality Analysis. Network centralitymetrics aremainly used tofind the nodes
which play an important role in the complex network. In this section, two centrality
metrics are used, i.e., betweenness centrality and closeness centrality.

Betweenness centrality is one of the most important centrality metrics in complex
network theory. It is widely used to characterize the importance of nodes. As shown in
Fig. 1, we can find that, nearly in all the subject systems, about 90% of the nodes have
a betweenness value less than 0.05, which means only 5% of classes contain important
information andplay important role in the implementationof the key functionalities of the
software system; a large part of the classes do not perform important role. Betweenness
centrality reflects the degree of interdependence between each class node and other class
nodes. The higher betweenness centrality of class nodes is, the more important it is to
the software network.

In the actual development process, the class call is usually a call chain, and the impor-
tant class will generally bemore called and called other classes, such as the core function
class is usually called by various types of software to perform the corresponding action.
Therefore, the key class in the software system, the performance of the betweenness
centrality is that the betweenness centrality value is larger.

Fig. 1. The distribution of betweenness centrality values

As shown in Fig. 2, there is no class nodes whose closeness value is larger than 0.5,
and in the four subject software systems, the closeness centrality values of most nodes
are close to 0. The fact that the closeness value of some class is equal to 0 indicates that
there are some isolated nodes in the network without any connections to other nodes.
The larger the closeness centrality value of the class node is, the closer the class is
related to all other class nodes, which means these class nodes have a best position in
the network and can perceive the dynamics of the whole software network including the
flow direction of information. Generally, key classes usually use the services provided
by many more classes to complete core functionality. Thus, in the software network, we
may find that some key class are more closely related to other class nodes.

Clustering coefficient analysis. Figure 3 shows the distribution of clustering coeffi-
cient values. Obviously, the clustering coefficient values of most class nodes in ant, jedit,
jhotdraw, and wro4j are close to 0, which means that most of the nodes whose neighbors
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Fig. 2. The distribution of closeness centrality values.

are not closely coupled with each other; only a few class nodes have high clustering
coefficient values.

For all the subject software systems, only a few class nodes have a relatively high
clustering coefficient, i.e., only a few classes will use many other classes or be used by
many other classes. This is in line with the characteristics of key classes of software
systems. In the practical development process, classes that provide core functionalities
(i.e., key classes) are usually called bymany other classes to execute core functionalities.
Generally, developers will write some small classes to provide some single-functionality
classes, and then key classes will use the services provided by these classes to provide
complex functionalities. Thus, the neighbours of key classes are usually coupled closely,
which is reflected by a larger value of clustering coefficient.

Fig. 3. The distribution of clustering coefficient values.

Degree Distribution. Figure 4 shows the degree distribution of nodes in the software
network. As shown in Fig. 4, we can observe that the number of nodes decreases as the
degree increases, and the more nodes in the software network, the more obvious this
trend is.

It can be observed from Fig. 4 that when the degree is less than 10, the number of
nodes accounts for almost 90% of the nodes in the software network; when the degree is
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greater than 50, the number of nodes is almost close to 0. Therefore, most of the nodes in
the software network are only connected to a few nodes, and a few nodes are connected to
most of the nodes, which is in line with the typical characteristics of scale-free networks.
It indicates that in the software system, most of the classes only call a very small number
of classes or are called by a very small number of classes, and only a few classes are
called a large number of other classes or are called by a large number of classes.

Fig. 4. The degree distribution.

Average Path Length Analysis. As shown in Table 2, although the software scales are
different across systems, the average shortest path length is roughly equal to 3. The
maximum average shortest path length is 3.379, and the minimum average shortest path
length is 2.806. Therefore, software networks have small-world property.

Table 2. The average path length of software networks.

Subject systems ant jedit jhotdraw wro4j

Average shortest path length 3.178 3.290 3.235 3.379

5 Conclusions

In this work, we used un-weighted software networks to represent software structure
and introduced some statistical parameters in complex network theory to characterize
the structural properties of software systems.We used a set of four open-source software
systems as subject systems to reveal some topological properties of software systems.
Specifically, we analyzed the distribution of many statistical parameters, such as central-
ity metrics (i.e., betweenness and closeness), clustering coefficient, and average shortest
path length.

The results show that the software networks proposed in this work also belong
to small-world and scale-free networks. The analysis of these important structural
properties in software networks is of great significance to the field of software metrics.
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Abstract. Particle tracking velocimetry (PTV) algorithm based on the concept
of particle cluster is investigated and improved. Firstly, an artificial test flow is
constructed, and a dimensionless parameterCPTV is introduced to characterize the
difficulty for the PTV reconstruction. Secondly, the heuristics that particle-cluster
based algorithms must follow are summarized, and a three-dimensional cluster-
basedPTV incorporating theDelaunayTessellation is proposed and tested byusing
the artificial flow. The criteria property of CPTV is then analysed and verified.
Combining the proposed algorithm with a three-dimensional particle detection
system, two particle flows are successfully reconstructed, therefore verifying the
practicality of the algorithm.

Keywords: Flow visualization · Particle tracking algorithm · Particle cluster ·
Artificial test flow

1 Introduction

Due to the thriving demands for the non-intrusive flowmeasurements and the progresses
of volumetric photography techniques, three-dimensional particle image velocimetry
(PIV) and particle tracking velocimetry (PTV) are considered effective ways to achieve
complex flow reconstruction at satisfying spatiotemporal resolutions [1, 2]. In compar-
ison with PIV based on the Eulerian viewpoint [3–5], PTV is based on the Lagrangian
viewpoint [6, 7] and has three distinctive features: firstly, PTV restores the local large
velocities without smoothing them by spatial averaging; secondly, PTV is able to restore
particle trajectories from the sequence of inter-particle matching relations, which is
important to certain special occasions; thirdly, resolution of PTV depends on the par-
ticle intensity instead of the minimum size of the interrogation window. However, if
particle intensity is so high that the particle images are overlapping or adhering with
each other, PIV is considered a better choice than PTV [8–10].

The idea of PTV is to correlate particle coordinates from consecutive frames to obtain
inter-frameparticle displacements. Such displacements combinedwith the frame interval
lead to the velocity of the corresponding flow field [11]. [12] and [13] came up with the
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earliest PTV based on the concept of particle clusters, where the clusters are composed of
particles from the same frame and within the fixed interrogation window. In comparison
with the optimization or hybrid algorithms [14–17], the cluster-based algorithm has
simpler structure and fewer preset parameters, which can be easily adapted to the three-
dimensional practice. The fundamental idea is to match the clusters according to self-
defined geometrical characteristics, so that the corresponding particles as the cluster
centers can be matched. [18] proposed a PTV using Delaunay tessellation (DT-PTV),
in which the cluster refers to the DT triangle that is formed flexibly without using any
fixed interrogation window. [19] extended DT-PTV to three-dimensional domain, in
which the cluster refers to the DT tetrahedron. However, the degree of freedom of either
triangle or tetrahedron is so low that when particle intensity is high, clusters become
geometrically similar to each other, which is detrimental to PTV judgement. Then the
Voronoi Diagram (VD, the dual of DT) was adopted to propose a VD-PTV [20] and its
quasi-three-dimensional version [21]. Then the geometrical change of cluster responds
sensitively to the inter-frame flow variation, thus leading to a satisfactory matching
accuracy.

This paper introduces an improved cluster-based PTV with higher parametric inde-
pendence than the aforementioned ones, so as to better meet the practice of flow recon-
struction involving the three-dimensional particle detection systems [22]. The paper is
organized as follows: in Sect. 1, the artificial flowwith a wide range of testing challenges
is constructed, following which a dimensionless number incorporating the challenges
for PTV is proposed; in Sect. 2, the heuristics for the cluster-based PTV are suggested,
followed by an improved double-frame PTV and its simple verification; in Sects. 3, the
criteria feature of the dimensionless number is tested and analysed by the artificial flow;
Finally in Sect. 4, the improved algorithm is applied to two actual particle flows.

2 Artificial Test Flow

The double-frame artificial particle flow is generated as follows. Firstly, a certain number
of particles are randomly distributed in the “imaging field” to form the first frame. Sec-
ondly, particles move along the flow that is determined by linear superposition of basic
flows, namely, shear, dipole expansion and rotation, which correspond to the different
components of the rate of strain, thereby giving birth to the second frame. The artificial
flow is easy to generate while providing challenges tough enough to test PTV. This is
important because it is the flow intensity, rather than the complexity of flow pattern (or
structure), that brings substantial challenges to PTV. The governing equations of basic
flows are shown in (1), and the examples are shown in Fig. 1.

dx

dt
= fshr,x(x, y, z)+fvor,x(x, y, z)+fdip,x(x, y, z) (1-1)

dy

dt
= fshr,y(x, y, z)+fvor,y(x, y, z)+fdip,y(x, y, z) (1-2)

dz

dt
= fshr,z(x, y, z)+fvor,x(x, y, z)+fdip,x(x, y, z) (1-3)
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Fig. 1. Artificial test flows. (a) Shear. (b) Dipole expansion. (c) Rotation. (d) Superposition. The
units of the coordinates are in pixel for simplicity.

fshr,x(x, y, z) = Cshr(y − y0) (1-4)

fshr,y(x, y, z) = 0 (1-5)

fshr,z(x, y, z) = 0 (1-6)

fvor,x(x, y, z) =
∑

(−Cvor,i,y
yj − yvor,i

rpi,j
+ Cvor,i,z

zj − zvor,i
rpi,j

) (1-7)

fvor,y(x, y, z) =
∑

(−Cvor,i,z
zj − zvor,i

rpi,j
+ Cvor,i,x

xj − xvor,i
rpi,j

) (1-8)

fvor,z(x, y, z) =
∑

(−Cvor,i,x
xj − xvor,i

rpi,j
+ Cvor,i,y

yj − yvor,i
rpi,j

) (1-9)

fdip,x(x, y, z) = −
∑

Cabs,i
xj − xdip,i

rpi,j
+

∑
Cexp,i

xj − xdip,i
rpi,j

(1-10)

fdip,y(x, y, z) = −
∑

Cabs,i
yj − ydip,i

rpi,j
+

∑
Cexp,i

yj − ydip,i
rpi,j

(1-11)

fdip,z(x, y, z) = −
∑

Cabs,i
zj − zdip,i

rpi,j
+

∑
Cexp,i

zj − zdip,i
rpi,j

(1-12)

where f shr is the spatial distribution of shear, Cshr is the intensity of shear; f vor is the
spatial distribution of rotation, Cvor,i,x, Cvor,i,y, Cvor,i,z are the intensities of rotation in
three dimensions; f dip is the spatial distribution of dipoled expansion, Cabs and Cexp are
the absorbing and expanding intensites for a pair of dipoles; p is the influencing index of
ri,j, which defines the decay of the flow intensity with distance. In generating the flow,
all these intensity parameters are randomly selected in [0, 1].

Generating an artificial flow also requires the pre-input of the following controlling
parameters: particle number in the first frame Nptc, side length of the rectangular “imag-
ing field” L, the maximum displacement parameter Cdsp, numbers of vortices and/or
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dipoles, proportion of the randomly occuring particles in the second frame compared
to the first frame µ1, and that of the missing particles µ2 Cdsp determines the maxi-
mum displacement of the entire flow field. Specifically, after generating the flow field,
the displacements of all particles should be normalized not to exceed the maximum
value L/Cdsp. µ1 and µ2 simulate the failure of particle number conservation across two
frames: overlapping of the particles in the second frame, particles escaping out of the
illuminating sheet, and image noises mistakenly recognized. The particle intensity is
represented by the average distance between the neighboring particles dm:

dm = L
3
√
Nptc

(2)

The inter-frame particle displacements are indicated by their average value f m.
The particle coordinates of two frames will be the input for PTV to match. By

comparing thematched result by PTVwith the genuinely generated result, one can obtain
the accuracy of PTV, as well as the way those parameters influnce the performance of
PTV. The accuracy of PTV is defined as:

Acc = Nc

Nptc
= Nc,m

Nptc
+ Nc,d

Nd

Nd

Nptc
(3)

where Nc is the number of particles in the first frame which are correctly matched or
correctly determined as no-match; Nc,m is the number of particles in the first frame
which are correctly matched, Nc,d is the number of particles in the first frame which are
correctly determined as no-match; Nd is the number of genuinely missing particles in
the second frame. Generally speaking, if fm gets smaller or dm gets larger, it would be
easier for PTV to reconstruct the flow. Therefore, influences of fm and dm are collected as
CPTV = fm

dm
, indicating that CPTV may be a criteria to describe the difficulty for the PTV

reconstruction. Since it is unable to define “the difficulty for the PTV reconstruction”
by equations, the verification of the criteria property of CPTV would be conducted with
the help of the following principle:

∀CPTV ∈ P,∀(fm, dm) ∈
{
(fm, dm)

∣∣∣∣
fm
dm

= CPTV

}
(4-1)

∃ g and f , Acc = g(CPTV ) = f (fm, dm) (4-2)

In Sect. 3, the criteria property of CPTV is to be tested.

3 Heuristics and Improvement

In order to match clusters across the frames, the assumption of small deformation is
applied. Specifically, it indicates that across the frames, the cluster’s feature changes so
mildly that the differences among clusters in the same frame are greater than that between
the same cluster in different frames. Based on this assumption, the characteristic index
of the cluster (as a vector) should meet the followimg heuristics: (1) the index is sensitive
to the selection of particles in the same frame. This heuristic is usually easy to satisfy



Cluster-Based Three-Dimensional Particle Tracking Velocimetry Algorithm 491

by choosing a sufficient amount of irrelevant characteristic values to form the index. (2)
the index is insensitive to the translation and rotation of the cluster, i.e., the selection
of the reference system. (3) the index is insensitive to the deformation of clusters over
time, which can be achieved by selecting the high-order terms of the basic geometrical
parameters of the cluster. (4) the way the elements of the index are arranged should be
unique, to avoid traversing all possible arrangements of the elements while comparing
two clusters. (5) the index should be insensitive to the missing particles. Particle missing
and occuring is inevitable in practical situations, so the influence of no-match particles
should be treated seriously rather than be neglected.

DT based three-dimensional PTV [21] meets the abovementioned heuristics, and
the present work is to focus on its last preset parameter: the searching radius Rs. To
find candidate particles in the second frame which are in a certain range around the
target particle from the first frame, a searching radius Rs was always used to traverse
all particles, to check if their distance to the given coordinate are smaller than Rs.
However, a fixed Rs may include redundent candidates to threat the PTV accuracy and
eat up a good amount of time. Moreover, Rs must be estimated according to the everage
feature of flow field, and is very likely to fail on the inhomogenuous velocity field. In
the improved algorithm, therefore, the particle coordinates of the target particle and
those in the second frames are superposed in the same space and then processed with the
Delauney Tesselation. Then these particles become the knots in a DT grid. The searching
area is defined by the connection of the DT grid and specified by an integral number,
the contact level Cl: a particle is considered a matching candidate for the target particle
if they are connected by grid lines through a number of (n-1) knots under Cl = n. DT
grid is not influenced by the size of image area or particle intensity, and it appears that
contact level Cl higher than 2 would have no practical use, while Cl = 2 would be
of use only if the situation is extreme. Therefore, Cl is usually set to be 1 to suit the
assumption of small deformation, which in fact reduces the number of preset parameters
andmakes the algorithmmore concise. As shown in Fig. 2, influence of the improvement
on the accuracy of PTV is small when the particle number is over 2000; meanwhile, the
computing time decreases significantly. Therefore, In the cases where the computing
speed is stressed on, the inproved version has an obvious advantage. Tests using other
flow types shown in Fig. 1 have obtained similar results, which therefore are not shown
here.

Fig. 2. Comparison between the original and the improved algorithms on (a) accuracy and (b)
computing time. The artificial rotation flow is used, and N denotes the particle number in the first
frame.
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4 Analysis and Test of CPTV

Figure 3 shows the variation of accuracy with the dimensionless parameter CPTV . CPTV

varies in a wide range of value by randomly changing f m or/and dm in artificial flows.
There is an explicitly monotonic relationship between CPTV and Acc, with the scattered
data collapsing stably on a regression curve for three basic flows. Therefore, CPTV is
showing a good property of criteria. This is an interesting phenomenon, because the
increase of f m and the decrease of dm, although they bring about the same degree of
challenge for PTV, actually indicate quite different changes of flow states (in contrast
with the former one, the latter one changes nothing to the flow structure).

Fig. 3. Ests of the criteria property ofCPTV by using (a) rotation, (b) dipoled expansion, (c) shear,
and (d) complex flow by (a)–(c), blue circle: f m and dm simultaneously change, black cross: only
dm changes, red triangle: only f m changes.

By combining the conclusion with the basic idea of the cluster-based PTV, one
question raises: what is exactly a “small deformation” for PTV? Obviously it is not the
“tiny deformation” that can be ignored as in the field of materal mechanics. In fact, the
deformation is significant even if CPTV equals 0.5, while the accuracy of PTV is still
satisfactory. But why does the algorithm fails as soon as theCPTV gets larger than 0.5? A
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conjecture is introduced that as the CPTV is increasing, the particles in a cluster becomes
more likely to pass through the planes determined by other particles in the cluster, and
such passing-through will change the connecting relationship among the particles in that
cluster and its neighbours. In other words, the topological property of the grid is changed
by the passing-through. Then any method applied to extract the characteristic index of
the cluster will fail, since the characteristic index simply no longer represents the same
particle when CPTV is over a certain threshold.

Assume that a cluster is made of a center particle on the origin and three vertice
particles on three axes at a distance of dm from the origin, and the three vertices determine
a plane. Then let all the particles move in random directions at a certain distance of f m.
Themotion of these four particles are independent of each other. Let p0 be the possibility
that the displacement of the center particle does not pass through the plane determined
by the three vertices after motion, and the relationship between p0 and CPTV = f m/dm
is shown in Fig. 4, from which one can see that the results do collapse on the function.
Therefore, (1) the dimensionless parameter CPTV has the criticia property because it
determines the possibility that the topological property of grid changes after the inter-
frame displacement, and if the property drastically changes, PTV would not be able to
conduct any successful match across frames. (2) The mathematical principle that CPTV

affects PTV accuracy determines not only the algorithm improved and tested here, but

Fig. 4. He predicting curve p0 (CPTV ) versus the test result in (a) shear, (b) rotation and (c)
dipoled expansion.
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also all the cluster-based PTV, and no matter what methods are used to form clusters,
the passing-through will give them strong interruption, and their average accuracy curve
will not be higher than p0 (CPTV ). Considering there is no standard for PTV testing, this
curve can be regarded as one that makes sense to most of the algorithms.

5 Application of the Algorithm

The improved algorithm is applied to the analysis of the output data of three-dimensional
particle detection recognition system to verify the practicability of the algorithm. The
test is a shear flow in a water tunnel with transparent walls. The tunnel is illustrated by
four surrounding neon lamps. In the illuminating volume, a V3V system captures the
instantaneous coordinates of tracer particles, which is used as the input data of PTV. The
tracer particles are glass beads with a diameter of 10–20 µm and 1.05 times heavier than
water. On one side of the tunnel, a sealed drawer plate is assembled. After the tunnel is
filled with water, the plate is drawn out horizontally to generate a shear flow. Cl is set

Fig. 5. PTV reconstruction of a shear flow. (a) Three-dimensional result, (b) projection of the
result on x-y plane and (c) profile of the y-direction displacement along x.
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as 1. The double-frame reconstruction of the flow field is shown in Fig. 5. The first and
the second frames contain 1883 and 1878 particles, respectively, and there are a total of
1679 correct matches. As shown in Fig. 5(c), The profile of the y-direction displacement
along x is well restored, so the algorithm meets the expected shear in this experiment.

6 Conclusion

Anartificial flowwas constructed that can pose sufficient challenges to PTV.The artificial
flow allows for comprehensive testing of several factors that affect the performance
of PTV. By analyzing the sufficient conditions for the cluster-based algorithm to take
effect, it has been concluded that the applicability of the PTV algorithm depends on
whether the small deformation assumption is satisfied. The five heuristics that the cluster-
based algorithm should satisfy were proposed, so that PTV based on VD becomes
fully parameter-independent. The improved algorithm was tested using artificial and
actual flow fields to verify its effectiveness and practicality. The criteria property of the
dimensionless parameter CPTV was also verified, i.e., it can be considered as a standard
for PTV design and test.
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Abstract. The steer-by-wire (SbW) technology enables to facilitate bet-
ter steering control as it is based on an electronic control technique. The
importance of this technology lies in replacing the traditional mechani-
cal connections with steering auxiliary motors and electronic control and
sensing units as these systems are of paramount importance with new
electric vehicles. Then, this research paper discusses some difficulties and
challenges that exist in this area and overcomes them by presenting some
results. These results meet the SbW’s robust performance requirements
and compensate oscillations from the moving part of the steering rack
in the closed-loop system model: modeling, analysis and design. Thus,
the issue of robust control for nonlinear systems with disturbances is
addressed here. Finally, the results are validated through detailed simu-
lations.

Keywords: SbW technology · Electronic control · Electric vehicles ·
Robust performance · Nonlinear systems

1 Introduction

The auto industry has implemented many modern and advanced systems in an
attempt to raise the quality of driving, especially in off-road, as well as increase
the safety and comfort of users of these vehicles [11,13,17]. Parallel to these
developments, we see a significant shift from classical to modern systems [9]
and SbW is another very promising application in terms of practicality, safety,
and functionality [4,14]. For that reason, several automobile manufacturers have
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introduced SbW systems in vehicles to improve operational efficiency and fuel
economy [3,8,19,24,36]. Then, SbW is a technology that replaces the tradi-
tional systems for steering with electronic controllers [7,10,18,20,31,32]. This
technique enables to facilitate better steering control as it is based on what we
call electronic control [12,15,27].

The primary objective of these vehicles is to obtain control capabilities that
are not mechanically related to the vehicle’s engine, but are sensed through
advanced devices and transmitted by electrical signals based on effective mech-
anisms [26]. Then, the accuracy, performance and efficiency of the machinery in
these vehicles is directly related to the positioning systems on roads and tracks
[16,22] where DC motors are often used in this case. The steering wheel (SW)
rotation is transmitted in the classic steering system through an intermediate
shaft that is connected via the rack/pinion torque to front wheels (FWs) [38].
In SbW technology, the main component, the intermediate element, is dispensed
and in turn many modern sensors and efficient actuators are connected to the
SW and FW parts [30]. Then, the dynamic model obtained for this technology
represents the close relationship between the current steering mechanism, the
electrodynamics of the DC motor, and the torque of the rack/pinion part as
shown in Fig. 1 [18,23].

Finally, this paper discusses the robust control problem using a technology
called SbW. The primary objective of the considered strategy is to maintain
stability, traceability and resistance to interference under complex working and
road conditions. A novel scheme is developed here for modern vehicles that is
equipped with the active steering system under consideration to cope well with
difficult and varied road conditions. Then, in this research paper we discuss
difficulties and challenges that exist in this area and give some results to over-
come them. These results meet the SbW’s robust performance requirements and
compensate oscillations from the moving part of the steering rack. Finally, the
obtained graphs are presented to see the achieved high performance, the resulting
strong stability, and the durability that this type of system requires.

2 Modeling and Problem Statement

Based on the great development of vehicles production, it has become urgent to
rely on SbW auto technology in order to replace the traditional parts with new
technologies. The FW rotation satisfies the following dynamic equation [2]:

δ̈f = −Bw

J
δ̇f +

1
J

τm − 1
J

τa − Fc

J
sign(δ̇f ) (1)

where

J is the DC motor inertia moment;
Bw is the constant DC motor viscous friction;
δf is the FW steering angle;
τa is the self-aligning torque;
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Fig. 1. Schematically model of SbW.

τm is the DC motor torque;
Fc is the constant Coulomb friction;
Fcsign(δ̇f ) is the Coulomb friction in the steering system.

During a handling maneuver, the forces acting on the FW and rear wheel
(RW) is illustrated in Fig. 2 (bicycle model [1,2]). Also, the pneumatic trail is
the distance between the center of the tire and where the lateral force is applied
as shown in the same figure.
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Fig. 2. Bicycle model.

The equations to calculate the both torque are given at small sideslip angles
(approximately less than 6o) by (2) [20,23,30].

τa = F y
F (tp + tm), F y

F = −Cα
F αF , F y

R = −Cα
RαR, τm = kmim (2)

where

F y
F is the FW lateral force;

F y
R is the RW lateral force;

F x
F is the FW longitudinal force;

F x
R is the RW longitudinal force;

v is the vehicle velocity at the center of gravity (CoG);
vw

F is the FW velocity;
vw

R is the RW velocity;
Cα

F is the FW cornering coefficient;
Cα

R is the RW cornering coefficient;
αF is the FW sideslip angle;
αR is the RW sideslip angle;
tp is the pneumatic trail;
tm is the mechanical trail;
km is the constant DC motor;
im is the armature current.
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Also, the sideslip angles of the FW and RW are given by the Eq. (3) [5,20,35].

αF = −δf + β +
a

v
r, αR = β − b

v
r (3)

where

β is the vehicle sideslip angle;
r is the yaw rate at the CoG;
a is the FW distance from the vehicle CoG;
b is the RW distance from the vehicle CoG.

On the other side, the yaw rate dynamics at the CoG and the dynamics of
the sideslip angle are:

v(β̇ + r) =
1
m

(F y
F + F y

R), Iz ṙ = aF y
F − bF y

R (4)

where

m is the vehicle mass;
Iz is the vehicle inertia moment.

Using (2), (3), (1), and (4), we have:

δ̈f = −Bw

J
δ̇f +

km

J
im − Cα

F (tp + tm)
J

δf +
Cα

F (tp + tm)
J

β +
Cα

F (tp + tm)a
Jv

r

−Fc

J
sign(δ̇f )

β̇ =
Cα

F

mv
δf − Cα

F + Cα
R

mv
β + (−1 +

Cα
Rb − Cα

F a

mv2
)r

ṙ =
Cα

F a

Iz
δf +

Cα
Rb − Cα

F a

Iz
β − Cα

F a2 + Cα
Rb2

Izv
r (5)

Remark 1. The new wire-based steering system, that dispenses with the mechan-
ical column between the handwheel and front wheels and replaces it by modern
devices, incorporates various types of non-linearity and disturbances, such as
Coulomb friction, tyre self-aligning torque and so on [6]. Then, the SbW auto
systems show considerable advantages over conventional steering arrangements;
however there are also a number of limitations. For this reason, a controller is
developed and presented in this paper to ensure the reliability and the robustness
of these systems [21,28,29,33,34].

Remark 2. In the implementation of the vehicles control technique that are
equipped with the active steering system SbW, due to the fact that the actual
steering angle is generated via the front wheel steering motor, the steering con-
troller drive the actual steering angle to exactly track the reference angle pro-
vided by the yaw control [25,37].

Figure 3 gives an overview of a simplified DC motor circuit and a rotor
mechanical model [23].
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Fig. 3. DC motor sub-system model.

Then, the electrical circuit mathematical model is expressed by the Eq. (6)
using Vf = Kf δ̇f .

i̇m = −Kf

L
δ̇f − R

L
im +

1
L

Vm (6)

where

Vf is the electromotive force;
Kf is the electromotive force constant;
L is the armature inductance;
R is the armature resistance;
Vm is the voltage at the armature terminals.

Combining the Eqs. (5) and (6) in a state-space form, a dynamics system
model for steering is obtained and presented in the following equations:

ẋ(t) = Ax(t) + Bu(t) + Dww(t)
y(t) = Cyx(t)
z(t) = Czx(t)
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where

x =

⎡
⎢⎢⎢⎢⎣

δf

δ̇f

im
β
r

⎤
⎥⎥⎥⎥⎦

, u = Vm, w = sign(δ̇f ), y = δf , z =
[

δ̇f

im

]
,

A =

⎡
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J −Bw

J
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L −R
L 0 0

Cα
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,
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⎡
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0
0
1
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0
0

⎤
⎥⎥⎥⎥⎦

, Dw =
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0
−Fc
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⎤
⎥⎥⎥⎥⎦
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⎡
⎢⎢⎢⎢⎣

0 0
1 0
0 1
0 0
0 0

⎤
⎥⎥⎥⎥⎦

T

Remark 3. Considering the necessity for a reliable motor, an effective way to
model the friction of the DC motor is determined in this paper. Then, basic and
main friction models are derived and a mathematical model that is linear of the
DC motor is generated using Newton’s mechanics.

3 Main Results

Now, some results are given to illustrate the applicability of the proposed app-
roach. Then, the parameters of the SbW model are listed in Table 1 where
u0 = Vm = 12 V .

Table 1. Parameter values of the SbW model.

Parameter Value Parameter Value

J 0.0004 Kg.m2 a 0.85 m

Bw 0.36 N.m.s/rad b 1.04 m

km 0.052 N.m/A Cα
F 10000 N/rad

tp 0.0381 m Cα
R 10000 N/rad

tm 0.04572 m v 13.4 m/s

Fc 2.68 N.m L 0.0019 H

m 800 Kg Kf 0.0521 V.s/rad

Iz 3136 Kg.m2 R 0.39 Ω

Graphically, to note the developments resulting from the proposed approach,
Figs. 5 and 6 provide a clear view of the evolution of the state and input variables.
On the other side, the disturbance used in these simulations is given in Fig. 4.
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Fig. 4. Disturbance used in the simulations.

Fig. 5. Evolution of the state and input variables (a).
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Fig. 6. Evolution of the state variables (b).

Based on the above, the control technique that is presented exhibits good
steering performance and excellent stability, and behaves with strong force
against parameter changes and external varying road disturbance. Also, the sim-
ulations show that the Coulomb friction model gives strong results compared to
the viscous friction model. Then, the adopted controller has the ability to track
the vehicle’s movement path under the successive disturbances of the road, in
terms of steering angle tracking.

Finally, the simulation results give a clear view that the FW angle can be
convergent to the reference angle in SW ideally and quickly with SbW technology
despite significant perturbations.

Remark 4. The effectiveness of the proposed method is verified using these
results. Despite the excellent and great work that has been done to develop
this technology, there are several important things to consider in this regard
that will be touched upon in upcoming works.

4 Conclusion

Vehicles based on SbW technology are able to provide a more comfortable and
safer driving by performing the primary function of isolating occupants from off-
road conditions. SbW technology is simply a technology that completely elimi-
nates the vehicle’s primary mechanical link that controls its steering. This link
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is between the steering wheel and the front wheels. To better discuss the advan-
tages of this technique, a complete and thorough description is given in this
paper and then a linear mathematical model is presented to meet the challenges
at hand. Among these challenges is ensuring robust vehicles stability under com-
plex working and road conditions. Simulation results are given at the end of this
paper to confirm that stability of the system and its robustness can be obtained
despite the disturbance. On the other side, the FW angle can move well and
perfectly time towards the SW reference angle.
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Abstract. With the constant improvement of power grid planning and manage-
ment requirements and the gradual advancement of the urbanization process, the
problems that need to be taken into account in the planning process are increasing,
especially the demand for big data visualization of the power grid has increased
sharply. About 80% of the information that humans obtain from the external envi-
ronment comes from the visual system. A picture is worth a thousand words. A
good visualization platform can monitor the overall operation of the power grid,
which is convenient for analyzing and monitoring the operation of power sup-
ply companies to provide customers with high-quality services. The platform can
complete the interactive simulation of different services, and can display the mon-
itoring and analysis of the power grid through a rich visual interface, which is
convenient for people to understand the real-time status of the power grid. This
paper uses various advanced visualization technologies and data module algo-
rithms at home and abroad to cooperate with the monitoring network to realize
the visualization platform of power grid big data, promote the further develop-
ment of power grid big data applications, and form a big data standard system for
power big data technology research, product research and development, and pilot
construction.

Keywords: Data visualization · Big data ·Monitoring network

1 The Importance of Big Data Visual Analysis

Big data visualization analysis refers to the use of the user interface with information
visualization and the human-computer interaction methods and technologies with anal-
ysis process while the automatic analysis and mining methods of big data are used to
effectively integrate the computing power of the computer and the cognitive ability of
the human in order to obtain insights into large-scale and complex data sets [7]. From the
construction perspective of a smart grid visualization platform with big data structure,
it is necessary to further consolidate and improve the optimization and design work of
the computer visualization platform and the unified data interface of other sub-projects,
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so that the platform can play an active role in the storage and calculation of power big
data and realize data analysis and control as well. Using intuitive visualization methods
to display analysis results can effectively guide the operators to make scientific deci-
sions, facilitate the realization of intelligent and visualization of electricity consumption,
serve the company and related industries, and realize the intelligence of the production
process.

2 System Construction and Realization

2.1 System Module

This paper designs four-layer system modules, which are:
The first layer is the collection and access of big data. Big data is a data collection

with the main characteristics of large capacity, multiple types, fast access speed, and
high application value. The characteristics of grid big data are shown in Fig. 1. We use
sensors, smart devices, video surveillance equipment, audio communication equipment,
mobile terminals and other information acquisition channels to collect data with a huge
amount, scattered sources, and diverse formats.

Fig. 1. 4v characteristics of power grid big data

The second layer is data storage. The storage technology used in this article is to use
the current cloud storage technology to classify and store. The data types of big data are
divided into structured and unstructured data. Sorting them into storage is conducive to
subsequent efficient analysis and processing.
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The third layer is data statistical analysis, mining, calculation, andmanagement, pro-
viding security services with data backup and analysis services such as expert analysis
and algorithm libraries. At present, methods such as feature extraction, data mining anal-
ysis, and statistical analysis of structured data have been widely used. For unstructured
data, video, audio, and text are research hotspots, and intelligent analysis methods, such
as machine learning, pattern recognition, and association analysis, are needed to achieve
in-depth mining and multi-dimensional display of big data. Analyzing the data in the
smart grid can help us to obtain information such as load and fault, which is helpful
for the maintenance and operation of the power system, upgrading and updating. For
example, the University of California, Los Angeles integrates the distribution of users,
real-time electricity consumption information, temperature and weather and other infor-
mation into a “electricity map”, which can intuitively show the electricity consumption
of people in each block and the power consumption of buildings, providing effective
load data for the power sector.

The fourth layer is to integrate the information derived from various data algorithms
such as classification, clustering, and association rules, and then visualize it graphi-
cally. Visualization is the use of graphics and images to describe complex data informa-
tion. A reasonable and good visualization can make people have a more intuitive and
three-dimensional understanding of data information. Each data item in the database is
represented as a single graphic element and constitutes a data image, and the data is
integrated, processed and analyzed according to different dimensions (time, space, etc.).
The visualization of smart grid big data not only meets the needs of production and
operation, but also meets the requirements of external support. Visualization can display
the data status of power system production, operation, and operation as a whole and in
an all-round way. When there is a special status or a warning status, it can be promptly
and quickly discovered by operators and management personnel.

2.2 The Key to System Design

The third and fourth layers are the key modules of the big data visualization system. The
key point of the third layer is the algorithm. This article does not use a single algorithm
to apply to all modules, but uses the optimal and most suitable algorithm for this data
module based on the conclusions drawn from the characteristics and needs of a certain
data module. The algorithms to be used in this article include Hadoop, MapReduce,
whole-process data processing, big data causal analysis algorithms, self-recommended
adaptive full-life data, data set technology and hybrid computing technology. The key
point of the fourth layer is to prepare to introduce advanced visualization technologies
at home and abroad, including the latest network visualization, spatiotemporal data
visualization,multi-dimensional data visualization, andWebGIS visualization (as shown
in Fig. 2), and use these advanced technologies to build a visualization platform.
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Fig. 2. WebGIS visualization architecture diagram

2.3 Realization of System Function Module

The system has built five application function modules, including statistical analysis
center, trend warning center, intelligent search center, panoramic image center, and
visualization display center. The smart grid visualization platform is mainly based on
the overall perspective, using big data technology architecture to carry out the overall
construction, and to accommodate the grid status data. The content involved includes
various data collections that appear in the process of power grid operation, maintenance
and energy collection.

The massive data and specific cloud computing models provided by the smart grid
big data information platform can provide more targeted guidance for the operation and
development of the smart grid to a certain extent. As a result, the realization of the smart
grid visualization platform based on the big data architecture can become an important
field of future development. The existence of big data technology can not only implement
advanced applications from the perspective of the field of intelligent scheduling, but also
solve the problems in state detection and conduct a comprehensive analysis of power
consumption. The functional system of the big data visualization monitoring system is
shown in Fig. 3.

In the report technology, we use a Python-based multi-dimensional report platform,
the main types of functions are: Overall template design: it can be selected from the
existing template library, or can be customized according to needs; Statistical chart
type selection: 6 types of statistical chart forms including line chart, scatter chart, and
histogram are provided, which are conducive to the intuitive display of data; Chart
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Fig. 3. The functional system of the big data visualization monitoring system

parameter setting: diversified operations can be performed, such as importing files and
setting coordinates axis, add legend, add notes, etc. In the module composition of the
automatic chart generation system, there are two major modules: template setting and
chart generation,which cooperatewith each other to support the operation of the platform
[9] (Fig. 4).
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Fig. 4. The functional structure of a multi-dimensional report platform based on Python

3 Visualization Application Method of Power Grid Big Data

Through practical application, it is concluded that the application of big data visu-
alization technology analysis in power grid big data is generally implemented in the
following process. The main process is as follows: (1) The user puts forward the prob-
lems encountered in actual work, and clarifies the goal of the analysis. (2) By collecting
and investigating the possible influencing factors of the target (equipment reliability,
grid risk, etc.), analyze the data source and obtain relevant data. (3) Research factor
classification attributes (such as time series, space, static, etc.). (4) Choose different big
data visualization techniques for different types of factors (such as basic diagrams, net-
work diagrams, tree diagrams, multidimensional diagrams, geographic diagrams, etc.).
Variables of the same type can be put together for multi-dimensional analysis to realize
the analysis of the degree of influence of potential factors on the target. (5) Through the
feedback of the visualization results, continuously improve or replace the visualization
technology to make the potential relationship or characteristics more obvious [4].

4 Prospect

Data visualization can show the potential connections between numbers more clearly.
Through data mining and summarization of the massive data obtained by calculation,
the essential connections within the data can be discovered and indirect indicators that
can accurately represent the state of the system can be obtained. Finally, visualize it
in the correct way. It can present a panoramic view of the development of the power
grid system, thereby presenting the direction of changes in electricity-side data and
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economic development, and embodying the important role of the power industry in
social and economic development.
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Abstract. An active collision prediction model on the Internet of Vehicles is
proposed. Through big data calculation on the cloud computing platform, the
model predicts whether the vehicles may collide and the time of the collision,
so the server actively sends warning signals to the vehicles that may collide.
Firstly, the vehicle collision prediction model preprocesses the data set, and then
constructs a new feature set through feature engineering. For the imbalance of
the data set, which affects predictive results, SMOTE algorithm is proposed to
generate new samples. Then, the LightGBM algorithm optimized by Bayesian
parameters is used to predict the vehicle collision state. Finally, for the problem of
low accuracy in predicting the collision time, the time prediction is transformed
into a classification problem, and the Bayesian optimization K-means algorithm
is used to predict the vehicle collision time. The experimental results prove that
the vehicle collision prediction model proposed in this paper has better results.

Keywords: Vehicle collision prediction · Unbalanced data · SMOTE ·
LightGBM · K-means

1 Introduction

The safe driving of vehicles has always been an important research direction in the field
of transportation. There are about 8 million traffic accidents every year, causing about 7
million injuries and about 1.3 million deaths. Traffic problems cause the global domestic
productivity to drop by 2% [1, 2]. The annual cost of personal automobile transportation
(excluding commercial and public transportation) in the United States is about 3 trillion
US dollars, of which 40% of the cost comes from parking, vehicle collisions, etc. [2,
3]. The research on vehicle collision prediction is a important topic in the field of traffic
safety.

Traditional vehicle collision prediction mainly relies on the equipment carried by the
vehicle itself, generally including millimeter wave radar, sensors, and cameras. These
equipment are used to perceive and recognize objects around the vehicle. Collect the
information of surrounding objects for input, rely on its own algorithm to calculate,
thereby judging whether the vehicle is in an emergency state [4]. The traditional method
is based on the information collected by the single vehicle itself for early warning, which
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has certain limitations. In bad weather or harsh environmental conditions, the vehicle-
mounted sensor may have errors in the collected information or errors that deviate from
the real situation. These deviations are often unacceptable in real traffic scenarios.

The Internet of Vehicles provides a new direction for the development of automotive
technology by integrating global positioning system technology, vehicle-to-vehicle com-
munication technology, wireless communication and remote sensing technology [5]. At
present, some scholars have conducted research on vehicle collision prediction based on
the Internet of Vehicles. Gumaste et al. [6] used V2V (vehicle-to-vehicle) technology
and GPS positioning technology to predict the potential collision position of the vehicle,
generate the vehicle collision area, and design the vehicle collision avoidance system
to control the movement of the vehicle to avoid collision. Sengupta et al. [7] proposed
a cooperative collision avoidance system based on the acquired pose information of
their own vehicle and neighboring vehicles, which used the collision time and collision
distance to determine whether a collision occurred. Yang Lan et al. [8] constructed a
highway collision warning model based on a vehicle-road collaboration environment.
The simulation results show that the model can effectively warn the occurrence of rear-
end collision and side collision accidents. X.H.XIANG et al. [9] use DSRC (Dedicated
Short Range Communication) technology, based on the neural network, established a
collision prediction model to solve the problem of high false alarm rate in the rear-end
collision system and invalid early warning in emergency situations. C.M.HUANG et al.
[10] proposed an ACCW (advanced vehicle collision warning) algorithm to correct the
errors caused by speed and direction changes. The results show that ACCW algorithm
has a higher early warning accuracy rate at intersections and curved roads.

By analyzing the existing vehicle collision prediction model, we proposed an active
collision prediction model based on the Internet of Vehicles, using the algorithm com-
bined with SMOTE (Synthetic Minority Oversampling Technique) and LightGBM (A
Highly Efficient Gradient Boosting Decision Tree), and using big data calculations on
the cloud computing platform to predict whether the vehicles may collide and the colli-
sion time. If a collision is predicted, proactively send an early warning signal to vehicles
that may have a collision.

2 Background

2.1 Internet of Vehicles Platform Architecture

The Internet of Vehicles platform [11] mainly includes OBU(onboard unit) and mobile
communication network.Vehicles are required to have the ability to broadcast and receive
V2N (Vehicle to Network) messages, that is, the vehicles communicates with the cloud
computing server, as shown in Fig. 1.
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Fig. 1. Schematic diagram of communication network based on Internet of Vehicle

The OBU is carried by the vehicle and is equipped with a mobile communication
network interface. The communication network base station can ensure a wide range
of network coverage and ensure the communication between the vehicle and the cloud
computing server. At the same time, the vehicle-mounted OBU can be connected to the
surrounding vehicles that also carry the OBU. Each vehicle-mounted OBU has a unique
electronic tag, and the vehicle can receive earlywarning information directly. The vehicle
information will be uploaded to the database module of the cloud computing server in
real time, and the data will be processed and calculated. The processed information will
be fed back to the vehicle in real time.

2.2 Task Description

On the cloud computing server, real-time information of a large number of vehicles is
obtained through the Internet of Vehicles, to identify whether the vehicle has a collision,
and to predict the time of the collision. Therefore, the prediction model is divided into
two layers, the first layer is to predict the state of vehicle collision, and the second layer
model performs accurate time prediction of vehicle collision on the basis of the first
layer.

The vehicle prediction model in our research mainly predicts vehicle collision state
and collision time via a large amount of vehicle information obtained from the cloud
computing server, and then verifies the proposedmodel. After completing the prediction,
transmitting the signal to the vehicle in advance through the communication network
for warning, which will no longer be the main focus of our research.
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3 Methodology

3.1 Sampling

The problem of category imbalance often leads to large deviations in the model training
results. Therefore, for the case where the number of samples in the positive and negative
categories is relatively large, sampling techniques are generally used to add or delete
the original data to build a new data set. Doing so can make the training results of the
model more stable.

SMOTE. The SMOTE algorithm [12, 13] is to generate new samples by random linear
interpolation between the minority samples and its neighbors to achieve the purpose of
balancing the data set. The principle of the algorithm is as follows:

1) For each minority sample Xi(i = 1,2,3,…,n), calculate the nearest neighbor M
minority samples (Y1,Y2,Y3,…,Ym) according to the Euclidean distance.

2) Several samples are randomly selected from the M nearest neighbor samples, and
random linear interpolation is performed between each selected sample Yj and the
original sampleXi to generate a new sample Snew. The interpolationmethod is shown
in Eq. (1), where rand (0,1) is expressed as a random number in the interval (0,1).

Snew = Xi + rand(0, 1) ∗ (
Yj − Xi

)
(1)

3) Add the newly generated samples to the original data set.

The SMOTE algorithm is an improved method of random oversampling, it is simple
and effective, and avoids the problem of over-fitting.

3.2 LightGBM

LightGBM [14, 15] is a framework of GBDT (Gradient Boosting Decision Tree) based
on decision tree algorithm. Compared with XGBoost (eXtreme Gradient Boosting)
algorithm, it is faster and has lower memory usage.

An optimization of LightGBM based on Histogram, which is a decision tree algo-
rithm, is to discretize continuous eigenvalues into K values and form a histogram with
a width of K. When traversing the samples, the discrete value is used as an index to
accumulate statistics in the histogram, and then the discrete value in the histogram is
traversed to find the optimal split point.

Another optimization of LightGBM is to adopt a leaf-wise decision tree method
with depth limitation. Different from the level-wise decision tree method, the leaf-wise
method finds the leaf with the largest split gain from all the current leaves and then splits
it, which can effectively improve the accuracy, while adding the maximum depth limit
to prevent over-fitting.

The principle of LightGBMalgorithm is to use the steepest descentmethod to take the
value of the negative gradient of the loss function in the current model as the approximate
value of the residual, and then fit a regression tree. After multiple rounds of iteration,
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the results of all regression trees are finally accumulated to get the final result. Different
from the node splitting algorithm of GBDT and XGBoost, the feature is divided into
buckets to construct a histogram and then the node splitting calculated. For each leaf
node of the current model, it is necessary to traverse all the features to find the feature
with the largest gain and its division value, so as to split the leaf node. The steps of node
splitting are as follows:

1) Discrete feature value, divide the feature value of all samples into a certain bin.
2) A histogram is constructed for each feature, and the histogram stores the sum of the

gradient of the samples in each bin and the number of samples.

Traverse all bins, take the current bin as the split point, and accumulate the gradient
sumSL from thebin on the left to the currentbin and the number of samplesnL . According
to the total gradient sum Sp on the parent node and the total number of samples np, by
using the histogram to make the difference, the gradient sum SR of all bins on the right
and the number of samples nR are obtained. As Eq. (2) calculate the gain value, take the
maximum gain value in the traversal process, and take the feature and the feature value
of bin at this time as the feature of node splitting and the value of the split feature.

gain = S2L
nL

+ S2R
nR

− S2P
np

(2)

3.3 Prediction Model

Firstly, the predictive model in this paper preprocesses the data set, secondly, extracts
features to build the training set, and then generates new samples through SMOTE
algorithm, and adds them to the original training set to balance the data set, after that
uses LightGBM algorithm on the new training set to train according to the features
constructed by feature engineering, and finally establish SMOTE-LightGBM predictive
model.

The prediction modeling process is shown in Fig. 2, and the specific implementation
process is as follows:

1) Input data set D, and preprocess the data set, including clearing vacant values,
deleting invalid data, and processing abnormal values to form a new data set D1.

2) Feature engineering 1 selects new features to form a new data set D2.
3) Apply SMOTE algorithm to the data set D2 to synthesize new minority samples,

and add them to the original data set to form a new data set D3.
4) The LightGBMalgorithm is used to train the new data setD3, and the Bayesian algo-

rithm is used to determine the best parameter combination for model optimization,
and obtain the prediction model of the vehicle state.

5) In order to better complete the prediction of vehicle collision time in Feature Engi-
neering 2 have revised the features from Feature Engineering 1, and the prediction
of collision time is mainly for the collision vehicles, so the features of the colli-
sion vehicles form a new data set D4.The K-means algorithm is used to predict the
collision time of the collision vehicle, and the final prediction model is obtained.
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Fig. 2. Predictive model process

6) Test with the test set to verify the effect of the prediction model.

4 Experiments

4.1 Data Set

The data used in the predictive model comes from Internet of Vehicles of a Chinese
automobile company. The data mainly includes vehicle state information and vehicle
movement information. Each CSV file corresponds to a vehicle. The following Table 1
gives specific information of the vehicle.
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Table 1. Vehicle information data format.

No. Feature Data example No. Feature Data example

1 Vehicle number 1 11 Handbrake status Handbrake up

2 Collect time 2020/8/30 6:59:14 12 Vehicle key status Off

3 Accelerator pedal
position

0 13 Low-voltage battery
voltage

12.55

4 Battery pack
negative relay
status

Disconnect 14 Current vehicle gear
status

Neutral gear

5 Battery pack
positive relay
status

Disconnect 15 Vehicle total current 0

6 Brake pedal status No pedal 16 Vehicle total voltage 114.4

7 Driver leaving
prompt

No Warning 17 Vehicle mileage 6738

8 Main driver’s seat
occupation status

Someone 18 Vehicle speed 0

9 Driver seat belt
status

Not tied 19 Steering wheel angle 1.438

10 Driver demand
torque value

0

The data set is divided into training data and testing data: There are 120 CSV files
for training data, each file contains 2–5 days of data, and the total number of data for
each file is between 4324 and 114460. There are 90 CSV files for testing data, each file
contains 1–4 days of data, and the total number of data for each file is between 3195 and
116899.

The data set has a label CSVfile,which is a label file for collision prediction. “Vehicle
number” is the vehicle number corresponding to the previous data file, "Label" column
is the label information corresponding to the vehicle (1 means collision, 0 means no
collision), and “Collect Time” column is the time when the vehicle collision occurred.
The following Table 2 gives the label file format.
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Table 2. Label file format.

Vehicle number Label Collect time

1 1 2020/8/30 21:36

2 0

3 1 2020/8/12 8:36

4 0

5 1 2021/1/6 16:24

… … …

The training data is trained with the previous data and label data, the test data is used
to predict whether the test vehicle will collide, and the time of the collision, and the data
in the test set labels is used for evaluation.

4.2 Data Preprocessing and Feature Engineering

First of all, the missing data, data redundancy, and abnormal data values are processed.
The data is sorted according to “collect time”, and then the preprocessed data extracts
features.

Feature engineering 1, which is for vehicle collision state prediction, is mainly con-
sidered from two aspects: vehicle state information and movement information. The
following Fig. 3 gives the operation of feature engineering 1 in predictive model process.

For the state information, the features such as “battery pack negative relay status”,
“brake pedal status”, “main driver’s seat occupancy status”, “driver demand torque val-
ue”, “handbrake status”, “vehicle key status”, “vehicle total current” and “vehicle total
voltage” are selected. The most important is the construction of new features “if_off”
and “if_on” in the start-stop state. When the relay changes from connection to discon-
nection, if_off gradually changes from −5 to −1, the rest of the time is 0.when the relay
changes from disconnection to connection, if_on gradually changes from−1 to−5, and
the rest of the time is 0.

For the vehicle motion information, three features such as “accelerator pedal posi-
tion”, “steering wheel angle” and “vehicle speed” are selected. The features such as
“instantaneous acceleration”, “local acceleration” and “speed difference” are newly con-
structed. Several important features like “accelerator pedal position”, “vehicle speed”
and “speed difference” are carried out for data bucketing. These new features have
a strong correlation with collision labels, making subsequent sampling and model
construction easier.

Feature Engineering 2 is to predict the time of vehicle collision, which construct
the features “current instantaneous acceleration”, “next instantaneous acceleration”,
“collision judgment”, and “main driver’s seat occupation status”.
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Fig. 3. Feature engineering 1

In order to convert the time prediction into a two-class model, add “time_label”, and
mark the time if_off = −5 in the data set label as 1, and the other time labels as 0. The
following Fig. 4 gives the operation of feature engineering 2 in predictive model process.
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Fig. 4. Feature engineering 2

4.3 Sampling

Because the positive andnegative samples of the vehicle collision label data are extremely
unbalanced. Therefore, the SMOTE algorithm is used to oversample the small number
of negative samples. After sampling, the number of positive and negative samples of the
data is close, which improves the generalization ability of the model prediction.

4.4 Model Evaluation Index

Classification Evaluation. For the evaluation of the vehicle collision state results, the
four basic indicators of the classification results are used: TP (true positive example), FP
(false positive example), TN (true negative example), FN (false negative example). These
four basic indicators are mainly used to measure the number of correct and incorrect
classifications of positive and negative samples in the prediction results.

Precision represents the proportion of correct predictions by the model among all
positive example by predicting, which is shown in Eq. (3).

P = TP

TP + FP
(3)

Recall rate represents the proportion of correct predictions by the model among all
real positive example, which is shown in Eq. (4).

P = TP

TP + FN
(4)

F1 can be regarded as a weighted average of precision P and recall R. Its maximum
value is 1, and its minimum value is 0. F1 is used as the evaluation index to predict the
collision classification result, which is shown in Eq. (4).

F1 = 2 · P · R
P + R

(5)
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Evaluation of Collision Time Prediction Results. The evaluation standard for pre-
dicting the collision time is the absolute difference MAE, which is shown in Eq. (6).
Among them, abs is the function to calculate the absolute value, f is the predicted collision
time, and y is the real collision time.

MAE = abs(f − y) (6)

The difference MAE has a corresponding relationship with Score, as shown in the
following Table 3.

Table 3. The corresponding relationship of MAE and Score.

MAE Score MAE Score

0 s 10 Within 2 h 5

Within 10 s 9 Within 3 h 4

Within 1 min 8 Within 4 h 3

Within 10 min 7 Within 5 h 2

Within 1 h 6 Within 6 h 1

F2 is the evaluation standard for evaluating of predicting collision time, which is
shown in Eq. (7). Among them, sum is the function to calculate the sum value.

F2 = sum(score)

(total number of samples) · 10 (7)

Final Evaluation. The standard for comprehensive evaluation of vehicle collision state
and collision time is Eq. (8).

F = F1 + F2

2
(8)

4.5 Experimental Results and Analysis

The experiment process is implemented using python, using a five-fold cross-validation
method, and the final results Are averaged. In the predictionmodel in Fig. 1, after prepro-
cessing and feature engineering of the data set, firstly, GBDT, XGBoost, and LightGBM
algorithms are verified, and then LightGBM algorithm after SMOTE sampling opera-
tions is compared. These algorithms mainly predict the collision state of vehicles, and
take the earliest time of the predicted collision as the result, and obtain the values of F1,
F2 and F respectively. The experimental results are shown in the following Table 4.
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Table 4. Experimental results.

Algorithm F1 F2 F

GBDT 0.952 0.854 0.903

XGBoost 0.951 0.856 0.904

LightGBM 0.958 0.886 0.922

SMOTE + LightGBM 0.975 0.912 0.944

SMOTE + LightGBM + K-means 0.975 0.972 0.974

A single LightGBMmodel is better than other models in results, and the LightGBM
model that uses sampling technology has three indicators higher than other models. The
model results are the best, but it can also be seen that the prediction results for the vehicle
collision time are not very good.

Since the prediction result of the vehicle collision time is not ideal, refer to the
prediction model in Fig. 1, after predicting the vehicle collision state, perform feature
engineering 2 again, convert the time prediction into a two-class model, and use the K-
means algorithm to predict the collision time. The experimental results in Table 4 show
that the best experimental results are obtained by using sampling, LightGBM algorithm
to predict collision status, and K-means algorithm to predict collision time.

5 Conclusion

The vehicle collision prediction model is proposed in this paper, data preprocessing
improves the data quality; sampling improves the accuracy of collision label prediction;
Feature engineering and the LightGBM model improve the robustness of the model;
the K-nearest neighbor model prediction time improves the collision time prediction
accuracy. The running result of the whole model is stable, and the total running time of
the data set code is only 60–90 s.

In the next step, we will optimize the model according to the importance of different
features, perform more detailed processing of the feature space, and further improve the
results of the model. In the current data, the vehicles that have collided are more obvious.
Consider more types of collisions, it is necessary to increase the amount of data in the
training set and the test set to enhance the generalization ability of the model.
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Abstract. This design was aimed at the requirements of the asset tracker’s
working time, abnormal identification, remote alarm, information prompt, using
STM32 as the core MCU for data collection and processing, with a built-in GNSS
wireless communicationmodule, three-axis acceleration sensor, and other sensors,
design and implement an asset tracker device that automatically recognizes and
reports abnormalities. In this design, the GPS positioning information was pro-
cessed, and the positioning accuracy of the device was improved. The acceleration
sensor data was performed by the Kalman filter, which could effectively judge the
movement of assets. The sleep-work-sleep work mode was adopted to reduce the
device’s power consumption and enhance the device’s endurance. The test results
showed that the device could reasonably identify the device’s abnormal condition,
quickly locate the device, and upload the device information to the server. Each
working life could be applied to the tracking of all kinds of assets.

Keywords: Asset tracker · STM32 · Acceleration sensor · GPS · Kalman filter

1 Introduction

With the development of technology, the location tracking was integrated into our daily
life. At present, the positioning tracker in the market has a more miniature asset tracker
[1–3]. This tracker was positioned by Wi-Fi, Bluetooth, and GPS, with high positioning
accuracy and was generally used to track keys, valuables, and pets. Awearable type real-
time location tracker by GSM wireless communication technology [4–6], such trackers
generally only used GPS for real-time positioned, with high power consumption, and
used the elderly and children for location tracking. Traditional logistics tracked was
generally based on warehouse storage for location tracked by online registration [7].
Based on the positioning and tracking function of the above tracker, this design was
based on the embedded system [8, 9] and used the STM32 chip as the primary control
MCU. A vehicle asset tracker was designed with Internet reminder, intelligent anomaly
identification, precise location tracking, convenient disassembly, and use.
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2 The Overall Framework of the System

The research device receives the current environmental information through the periph-
eral sensor modules, including temperature and humidity information, light-sensing
information, GPS information, network signal, and three-axis acceleration information.
The data is then processed by MCU and packaged into an asset information package
(AIP). The device accesses the Internet through the wireless communication module.
Then the MCU packaged AIP was subscribed and published to the MQTT (Message
Queuing Telemetry Transport) server through the MQTT. By subscribing to the same
topic as MCU, the webserver can receive the AIP published by MCU, then parse, pro-
cess, and store it. Finally, the device’s current location and other related information
were displayed on the web map. Figure 1 shows the overall block diagram of the system.

Light sensor 
module

Temperature and 
humidity sensor 

module

Three-axis 
acceleration 

sensor module

MCU
STM32

GPS 
positioning 

module

Wireless 
communication 

module

Server
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MQTT
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Asset tracker device tracking section Server data processing section

UART

UART

I²C

I²C

ADC
3.3V

3.
8V

Fig. 1. Overall block diagram of the system

3 System Hardware Module Design

3.1 Overview of System Hardware

The hardware design of this research device was mainly composed of a light intensity
sensor, temperature and humidity sensor, three-axis acceleration sensor, wireless com-
munication module, GPS positioning module, power management control module and
STM32F105 development board.

STM32 read the temperature and humidity sensor and three-axis acceleration infor-
mation through I2C communicationmode, thewireless communicationmodule andGPS
positioning module communicate and control through UART port and I/O port, the light
intensity and battery information were obtained by ADC sampling, and the indicator
LED was controlled by I/O port.

3.2 Peripheral Hardware Circuit Design

Temperature and Humidity Sensor Module. This module used an SHTC3 temper-
ature and humidity sensor to detect the temperature and humidity of the environment
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where the device was located. SHTC3 is a digital humidity and temperature sensor
integrated with a complete sensor system. Figure 2 shows the circuit diagram of the
temperature and humidity module.

Fig. 2. Temperature and humidity module circuit diagram

Three-Axis Accelerometer Module. This module used LIS3DH three-axis linear
accelerometer to collect the current three-axis acceleration information of the device.
The LIS3DH has a dynamic user-selectable complete scale of ± 2g/ ± 4g/ ± 8g/ ±
16g, can measure acceleration at an output data rate of 1 Hz to 5.3 kHz, and has 6D/4D
direction detection, free-fall detection, and motion detection. Figure 3 shows the circuit
diagram of the three-axis accelerometer module.

Fig. 3. Three-axis accelerometer module circuit diagram

Wireless Communication Module. This module used the BG95 module to access the
wireless network and obtain GPS location information. BG95 is a series of multimode
LTE-Cat M1/Cat-NB2/EGPRS modules with an integrated GNSS function developed
by Quectel. Figure 4 shows the circuit diagram of the wireless communication module.
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Fig. 4. Circuit diagram of the wireless communication module

4 System Software Design

The main body of the system software design was divided into four parts: system archi-
tecture design, sensor data processing algorithm, data transmission control, and web
data processing.

4.1 System Architecture Design

The design architecture of the research software was that after the device is powered
on, MCU initializes and self-tests each module, obtains the relevant information of the
device, and uploads it to the server. After receiving the server’s feedback, the device
enters a dormant state and continues to monitor the status through each module. When
the regularwake-up time arrived, or eachmodule detected an abnormal state of the device,
the devicewas awakened. It then enters the normal tracking process of hibernation-work-
hibernation.

The data collected by this research device were detected and processed by the fol-
lowing program modules: light sensing data detection and processing, temperature and
humidity data detection and processing, GPS positioning information acquisition, sensor
data detection, and processing.

Program Design for Detection and Processing of Light-sensitive Data. The light-
sensing data acquisition only needs to collect the current of the I/O port connected by the
photosensitive sensor then compare it with the light characteristic curve of the sensor.
The luminance of the current environment can be obtained.

STM32 collected the current of the light-sensitive sensor many times and calculated
the average value ils. According to the optical characteristic curve, a light-sensitive
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abnormal thresholdwas iabn.When ils > iabn, the light perception is abnormal; otherwise,
it is normal.

Program Design for Temperature and Humidity Data Detection and Processing.
The temperature and humidity data acquisition was written to the reading address of the
SHTC3device byMCU, and collectedmany times, and calculated that the average values
of the current ambient temperature and humidity data were Tcur and Hcur, respectively,
and determined the standard temperature threshold Tmin, Tmax and humidity threshold
Hmax. When Tmin ≤ Tcur ≤ Tmax, the current ambient temperature is normal; other-
wise, it is abnormal; when Hcur ≤ Hmax, the current ambient humidity is normal, and
vice versa.

Program Design for Obtaining GPS Location Information. GPS positioning infor-
mation was based on the BG95 module for transceiver and collection. Suppose N pieces
of GPS information are obtained, each GPS information is expressed as Bi = {Lati,
Loni}, i = 1,…, N, where Lati and Loni are latitude and longitude, respectively. At this
time, taking B1 as the initial point, the distance di between each point and point B1 is
calculated according to Eq. (1).

haversin(
d

R
) = haversin(Lat2 − Lat1) + cos(Lat1) cos(Lat2)haversin(|Lon2 − Lon1|)

(1)

where R is the radius of the earth, the average value is 6371 km, d is the distance between
two positions, and haversine is Eq. (2),

haversin(θ) = sin2(
θ

2
) = 1 − cos(θ)

2
(2)

Figure 5 shows the block diagram of the GPS information processing algorithm,
where dfen is the radius of the fence with B1 as the center. The distance di relative to the
B1 point is calculated by Eqs. (1) and (2). Then through the comparison of di and dfen,
we can get the number ns and nm of the above location information inside and outside
the fence. η is a static factor. By comparing the magnitude of ns and N*η, we can judge
whether the device is in a static state or a moving state.

C =

ns∑

i=0
Sns

ns
(3)

When the device is in a static state, the current position coordinate D0 of the device
can be calculated by Eq. (3). All the current position information is linearly fitted when
the device moves and the linear equation y = ax + b with B1 as the coordinate origin
is obtained. Then H1, Hnm/2, and Hnm are substituted into the linear equation, and the
position information D1, D2, and D3 are obtained.
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Start

Input:Bi={Lati,Loni},i=1, ,N
j=0,ns=0,nm=0,dfen

The distance di between each position and 
B1 is calculated by the Eq. (1) (2).

di≤ dfen?

ns++;Sns=Bi;j++ nm++;Hnm=Bi;j++

j=N?

ns≥N*η?

The device is in a static state. The device is in a mobile state.

Calculate the location information 
D0 according to Eq. (3).

Output: D0

The linear fitting was carried out 
with Hnm, and the fitting equation 

y=ax+b was obtained.

Select the starting point, midpoint 
and end point, and substitute it 

into the fitting equation to get the 
position information D1, D2, D3.

Output: D1, D2, D3

End

YES

YES

YES

NO

NO

NO

Fig. 5. Program block diagram of GPS information processing algorithm

4.2 Program Design for Acceleration Sensor Data Processing

In this study, Sensor data read three-axis data through the I2C communication module.
In order to be compatible with the characteristics of portable disassembly and assembly
and at the same time achieve simple and effective judgment and recognition, the average
acceleration aave was used to reduce the complexity of the three-axis vector operation.
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In order to filter out the occasional acceleration fluctuation, the average acceleration
state Xt was processed by Kalman filter [10]:

{
X̂−
t = AX̂t−1 + But−1

Zt = HtXt + Vt
(4)

The formula: Ht is the unit matrix, Vt is the measurement noise with mean 0 and
variance R, ut−1 is discrete white noise with mean 0 and variance Q, X̂−

t is the a priori
estimation of time, Zt is the measured value of t-time.

From Eq. (4),

P−
t = APt−1A

T + Q (5)

Kt = P−
t H

T (HPtH
T + R)−1 (6)

X̂t = X̂−
t + Kt(Zt + HX̂−

t ) (7)

Pt = (I − KtH )P−
t (8)

The formula: X̂t is a posteriori estimate of t-time, Pt is a posteriori variance, P
−
t is

a priori variance, Kt is Kalman gain of t-time.
Through the analysis and processing of the posterior estimated value X̂t , we can

accurately judge whether the device is abnormal or not.

4.3 Program Design for Data Transmission Control

Data transmission was mainly based on the connection between the device and the
server through the BG95 communicationmodule, and the BG95 communicationmodule
connects to the network through 4G communication. The device SN number and IMEI
number were used as the unique identification for the server to distinguish and register
the device. Figure 6 shows the block diagram of the data transfer program.

4.4 Program Design for Web Data Processing

Web-side data processing was mainly operated by the webServlet class. Since the mes-
sages forwarded by the back-end server were mainly POST operations, the doPost()
method was used in this class. The front-end web page used a JSP page and set up a
form to determine that the parameter sleepTime that needed to be passed could be entered
on the web page and then transferred to the background using submit().
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Start

Is it the first time to join the network?

Send network connection instructions.

Is it connected to the Internet?

Send command to connect to server.

Is the server connected?

Is it the first time to bind a server?

Send the device SN number data for 
registration.

Did the server respond successfully?

Device registered successfully.

Send device SN data for server login.

Did the server respond successfully?

Does the server issue the configuration?

Make configuration changes.

Send the information of each module of 
the device to the server.

Did the server respond successfully?

Disconnect from the server and go into 
hibernation.

The web-side parses the data and 
displays it on the web page.

End

YES

NO

NO

NO

NO

NO

NO NO

NO

YES

YES

YES

YES

YES
YES

YES

Fig. 6. Block diagram of the data transmission program

In data processing at the back end, the Frameheader of the data string was used to
determine the information category, verify it, and separate the registration, login, device
information, logout, and other information categories. Figure 7 shows the block diagram
of the web-side data processing flow.

5 System Testing

Through the tested of the device, after the device was powered on, it enters the work
cycle of self-tested, uploaded data—dormant—awaken—self-tested, and uploaded data.
Figure 8 shows the simulation results of GPS information processing. It could be seen
that the processed positioned coordinates coincide with the actual coordinates. That was,
the research device could read the positioned information more accurately.

The Kalman filter processed the data collected by the acceleration sensor. Figure 9
shows the results of sensor data simulation. It could be seen that the filtered data could
filter out most of the acceleration fluctuations, which was convenient for the device to
identify the abnormal conditions.
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Start

Receive and parse the data uploaded by 
the device.

Is there any device registration information?

Is there any device login information?

Register the account for the device and 
set up a database.

Continue to wait for the device to upload 
relevant data

Log in to the device account.

Is there a command on device configuration?

Send configuration data to the device.

Does the device answer successfully?

Is there information about each module of the device?

Parsing and obtaining device information.

The device information is stored in the 
database and displayed on the web page.

End

YES

NO

YES

YES

YES

YES

NO

NO

NO

NO

Fig. 7. Data processing flow chart on web-side

Fig. 8. Result of GPS simulation

The data relating to the device’s working time and timingwake-up timewas obtained
through the power consumption test. Table 1 shows the battery test data. The working
days of the device in this study were proportional to the wake-up time interval, and the
maximum working time could be up to 170 days.

Through the above tests, this research device could be applied to all kinds of asset
tracking.
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Fig. 9. Sensor data simulation results

Table 1. Battery test data

Wake-up time
interval/h

Number of wake-ups per
day/times

Device working
days/days

1 24 ≥24

2 12 ≥42

6 4 ≥86

12 2 ≥116

24 1 ≥140

Only dormancy 0 ≥170

6 Conclusion

Integrating the specificity, scalability, reliability, and power consumption of embed-
ded systems, STM32 was used as the data processing core MCU, and other functional
modules were used to design and implement an asset tracker device that automatically
recognizes and reports abnormalities.

The main advantage of this design was that the device could automatically identify
according to the surrounding environment andmovement of the asset, display the relevant
data on the web page, and support users to remotely modify the dormancy time of the
device according to the situation—the data processing method of the accelerometer
provides convenience for device installation. The GPS information processing method
improves positioning accuracy without Wi-Fi and Bluetooth assistance. Acceleration
sensor data and GPS information processing methods are not complex; STM32 could



Design of Abnormal Self-identifying Asset Tracker 541

carry out related processing. The ultra-long life span enables the device to be used in all
kinds of asset tracking.
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Abstract. As social science and technology progressing, people pay more atten-
tion to themselves. Jewelry, whether as a daily design or exquisite art, deeply
carries individual feeling. Commercial space design, as an important embodiment
of tolerance and foil, could show its value and meet people’s emotional needs.
Based on jewelry store design, this paper studies the emotional design contained
in digital commercial space to enrich the emotional experience in space design.
Through the construction and design of jewelry store space, it can better convey
the value and emotion of goods, and apply emotional elements to the layout, color
and form of digital commercial space, so as to build a digital commercial space
full of emotion and design [1].

Keywords: Digital space design · Emotional experience ·Woman · Research
background

1 Introduction

With the development of economic globalization and the outbreak of the epidemic in
early 2020, with social progress and the rapid development of economy and culture,
plain commercial exhibitions and sales can no longer meet people’s pursuit of beauty
and psychological and emotional needs. Therefore, the design of digital stores came
into being, which can meet various needs of consumers [2]. For the design of digital
commercial space, it is necessary to integrate and reasonably use the digital elements
in the layout, framework, color and material of the space, coordinate and integrate the
various elements, make the commercial space, goods and consumers operate and display
as a whole, and design from the perspective of consumers, so as to make the space meet
the emotional needs of consumers [3].

2 Analysis of Concept and Research

2.1 Analysis of Thematic Business Space

Design never comes out of nothing, it needs the people, environment and social back-
ground it serves as its cornerstone [4]. Design derives from different geographical envi-
ronment and cultural background is different. When entering a commercial space, con-
sumers would focus on the commodity itself, while the emotional space design could
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create an appropriate atmosphere, set off the products, and let the consumers entering
the space with spiritual resonance and emotional comfort. Emotional design needs to
impress customers through design and imperceptibly influence users’ cognitive style
of beauty. From the perspective of consumers, it could help consumers better under-
stand products and services, which results in good interaction between consumers and
enterprises. The emotional expression of digital commercial space is displayed through
design, and the emotional experience of consumers is the ultimate goal. The space
design for emotional experience is advanced, an important people-oriented way, and the
exploration and creation of human emotional needs [5].

2.2 Comparative Analysis of Research

Taking jewelry as an example, data show that jewelry consumers in China are concen-
trated in middle and low-end jewelry; The ratio of male to female is about 4:6. It can
be seen that the jewelry market is gradually diversified, but the main consumer is still
women. (See Fig. 1, Fig. 2) Among all the samples collected in the questionnaire survey,
the number of women filling in the questionnaire accounts for a large proportion, most of
them are post-90s, and the samples are mainly middle-aged and young people. Based on
the above, the emotional design of jewelry stores should take groups of mid-low income
and age as the main targeted consumers, take female-friendly as the keynote of design,
take active guidance and de-gender as the direction of design.

Fig. 1. Consumption amount of jewelry
consumers.

Fig. 2. Gender distribution of jewelry
consumers

2.3 Design Concepts

Female-Friendly Digital Design of Business Space. Space is not only the carrier of
thingswithin the philosophy, but also the intermediary of aesthetics [6]. Everything in the
world canbe classified as time and space. It is abstract inmeaning and thought but actually
exists. Architectural space for life is the most common scientific space. The volume,
proportion and shape of buildings are the most direct visual science. Space design is
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gradually developing towards “feminization” [7]. Because the product consumer group
is and will be dominated by women for a long time, people need to design the digital
space from a female and female friendly perspective.

Women have more detailed requirements for the performance and sensory experi-
ence, and pay more attention to emotion and psychology. Due to women’s special needs
for space, their characteristics must also be reflected in the design. According to the
hierarchy theory of needs, human needs from low to high are physiology, security, love
and belonging, respect and self realization. The most fundamental is the realization of
the desire for physiology and safety. For example, the vision should be wide, the action
should be relatively simple and free, the road should be smooth, and so on.

All art must strive for beauty, and its form must be closely centered on its core and
function. Current design should focus on “metaphysics”, such as art, culture, fashion
and style. Both “form obeys function” and “form follows experience” have their own
functions [8]. Consumers’ demand for space is not only limited by the function of
space, but also pursues the experience that space could offer them. The design should be
committed to mobilizing consumers’ emotions towards life. When necessary, it needs
to please women’s mood and make them feel comfortable. It also needs to pay attention
to the psychology and emotion in their emotional needs, so that women could integrate
into the space and get a sense of belonging.

Conceptual Analysis-Spatial Emotional Design. Emotional experience is divided
into three: instinct, behavior and reflection. With the development of modern society,
corporate culture has changed from material culture to spiritual culture. Commercial
space is a place to provide services or products that meet commercial requirements.
Now it has evolved into a commercial trade network system that takes the world as a
stage [9]. In centralization, commercial space has also changed from dynamic to spe-
cific. Because the commercial space is fixed, both parties to the transaction have certain
requirements for the commercial space - have certain commercial facilities, and design
and create culture and speciality. Space itself has special emotional characteristics, which
can stimulate andmeet people’s emotional needs. This is because the psychological needs
of users are everywhere in our life and work. Qualified spatial emotional design can give
full play to this function and summarize people’s emotions. And psychologically and
physiologically, public design can be used tomeet the needs of people in a specific space.

1) Instinct takes precedence over one’s subjective consciousness and thought. The
benchmark of human first impression is instinct. Humanized design will be highly
praised by human beings, while instinctive design focuses on the first impression
and the beauty of the appearance seen for the first time. Therefore, in order to get
a good design that evokes human instincts, we must coordinate and unify external
attributes (such as shape, material and color) to conform to the “aesthetic” standards
of human beings, to integrate the most real and instinctive experiences into human
feelings, to adjust the overall appearance and design, and to find a balance between
all contradictions.

2) Behavior is mainly related to the user experience brought by design. Behavior is
mainly related to the user experience brought by design - whether the function divi-
sion included in the experience is scientific, whether the control system is clear and
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whether human care is achieved. Good behavior can give consumers a sense of iden-
tity and produce pleasant and positive emotions while achieving their expected goals
[10]. Interior design that lacks attention to behavior usually has a negative impact on
consumers. Easy to use, it is a “considerate” humanized design and exquisite design
that pay attention to details. This is the concept of “Empathy” advocated by design
and science.

3) Reflection is related to the meaning of goods. It is affected by environment, culture,
identity and identity. It is more complex and changes rapidly. The most important
thing of reflective design is to help users establish their self-image and social status,
so as to meet their emotional needs. Reflection exists in consciousness and higher-
level feelings and emotions. Only this level can reflect the complete integration of
thought and emotion (Figs. 3 and 4).

Fig. 3. Interactivity, Fig. 4. Selectivity

The Relationship Between Concepts and Emotional Space. The focus of emotional
design includes the following two aspects: (1) emotional stimulation and experience
generated by the design (2) emotion and experience generated by users under specific
use conditions. Resonance with space is the abstract expression of emotion in space
design. This resonance of thought and emotion would not directly caused by any specific
characteristics [11].

3 Design Schemes

3.1 Derivation of Space

Case design scheme is crystal, one of the main materials of jewelry, that is, the process of
crystal development, collection, processing and wearing, and is presented in a narrative
way. The design elements come from the NACA crystal cave in Mexico. Crystal usually
develops in the harsh environment of high temperature and high pressure, and becomes
shining after tens of thousands of years of precipitation. Crystal has been endowed with
tenacity, purity and thoroughness from the very beginning. It symbolizes innocence,
kindness, purity and unyielding. And the ancient Chinese also believed that crystal was
the “Ice of the Millennium” and that crystal was full of energy, which covered the
crystal with a sacred veil. When people give these beautiful words to things, they are
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expecting and confirming the quality of the things they own. From the subject to human
beings, we will apply this idea to the theme of design. Comparing people to crystals
growing under adversity and full of expectations and worship for the world, and they
will eventually shine like crystals after the erosion of time and the challenge of adversity.
The form of design will focus on using crystal cluster, crystal cave, mineral deposit and
other elements, and a large number of common hexahedral biconical and rhombohedral
crystals will be used as blocks in space design [12] (Figs. 5 and 6).

Fig. 5. Hexagonal biconical crystal. Fig. 6. Rhombohedral crystal

It will take the process of people entering the crystal pit, discovering, excavating,
cutting and inlaying as the narrative node in space, and show the process of people
longing for light and finding treasure in the dark and adversity. Under site selection, the
plane of the building would be deduced on the basis of the crystal shape to form a plane
building (Figs. 7 and 8).

Fig. 7. Radine cutting

Fig. 8. The floor plan

3.2 Analysis of Colors in Spaces

In real life, architectural space is an integral part of personal activities. It must have
enough privacy, security and let people comfortable. With the increasing awareness
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of gender equality, modern architecture reduces the gender differences in space and
creates a homogeneous space, which is a breakthrough in balancing the relationship
between men and women. Obviously, color is very important for shaping an overall
commercial space. It maximizes the aesthetic experience and spiritual satisfaction. There
is a certain distance between human vision and the real color of decoration, and the color
of objects is usually scattered and colored in a large area. Therefore, the color in the
space structure should be very pure and harmonious. The gray shadowcanmake the small
space show a sense of intimacy and warmth. The emotional expression of color makes
the commercial space more colorful and meaningful. The specific expression of color
in business space can make customers emotional and stimulate their inner feelings. A
good commercial space will undoubtedly let people move their sight, because color can
quickly and effectively capture people’s mind, and the emotional information conveyed
by color used in buildings could resonate with more customers.

4 Conclusion

In the study of commercial space design, firstly, the design direction is put forward
according to the background, comparing the research at home and abroad, analyzing
the design condition and the users, then determining the location according to the users,
combining with the design principle of space emotional design theory; Secondly, the
theme of digital business design is integrated to describe the design concept of digital
business related to jewelry stores. [13]Finally, make the design theme scheme, from the
overall layout to local details, fully reflect the characteristics and significance of space
emotional design, so that users can resonate emotionally and integrate into the space,
which can be emotionally satisfied and fully reflect the significance of spatial digital
design.
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Abstract. The residential architecture in the process of urban digital development
has become a living complex with real and virtual mirrors, in which people are
the unity of connection between spatial environment, identity and living relation-
ship. In this paper, the new value orientation of community residential design is
analyzed by sorting out the meaning of community; within the design system of
residential space, the intimacy and public consciousness of residents’ neighbor-
hood relationship is enhanced through spatial transition and cultivation of shared
living space. The argument is developed from three levels: individual residents’
self-reconstruction, residents’ new behavioral decisions, and spatial behavioral
output. Through a series of argumentation, the relationship between community
and residential space planning and design is explored, and the data on the inter-
action between users, usage behavior and space usage of different households are
statistically obtained. At the same time, this paper simulates and designs the com-
munity residential space module system based on this data and combined with
the computer 3D model derivation. The residential block formed by the combina-
tion of the smallest modules, as the smallest residential unit, continues to form the
design path of a sustainable residential system through the process of combination
and deformation of space.

Keywords: Digital modeling · Community residential space design ·Modular
space · Lifestyle characteristics · Computer-aided diagnosis

1 The Development of Community Residential Space

1.1 The Evolution of the Connotation of Community

The development of community has its origins in Aristotle’s “idea of the city-state com-
munity: perfectionism”, in which the city-state is a community and all communities are
established for a common good. This concept evolved through a series of connotations
until the end of the twentieth century, when Western liberal theory emerged as both a
reflection of community thought on the problems of real society and an extension of
the Western rational cultural tradition, playing an important role in real social problems.
Focusing on the value of community, which emphasizes the new vision of conceiving the
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state of complementary and harmonious coexistence between self and other, individual
and family, and family and family, is an important ideological resource for enriching
lifestyles and promoting neighborhood relations in the design context. Starting from
spatial justice, American urban sociologist David Harvey proposes the theory of spatial
squeeze, advocating that spatial community is a remedial strategy to safeguard citizens’
basic rights and prevent urban spatial risks. Based on the ontology of residential com-
munity, it is concluded that any community practice is a spatial presence and invariably
shapes the spatial layout of the community At the same time, if the community wants
to form a warm and comfortable place in the process of spatial production and repro-
duction, it can only resort to a spatial effort practice oriented to solidarity and mutual
benefit, and this place is also the third domain where the residents’ material space and
psychological space are transformed.

1.2 The Value of Community Residential Space

Influenced by the idea of community, the function of “connection” of residential space,
the way of thinking and decision making of residents have also undergone important
changes, which are caused by the increasing awareness of diverse life under the influence
of information. Based on this, this paper understands community residential space as
“spatial community” and “housing”. In this paper, it is interpreted as a group of people
living together under the conditions and goals of common residence.

Residential community can be understood through the form of community. The so-
called residential community refers to a family group that is established in the same geo-
graphical, blood, action and neighborhood internal spatial environment, spontaneously
interacts and has a certain sense of sharing; under the same lifestyle, it spontaneously
interacts with its neighbors in the residential space and has a certain sense of sharing,
thus generating an autonomous, interactive and united interaction relationship. In the
design of community housing, considering the emergence of new family structures, it
is first necessary to take into account the segmentation of target users, as well as the
characteristics that influence the gradual change of modern Chinese family structures
into smaller scale, structural nucleation and diversification of types.

1.3 Community Residential Space in Modern Context

In themodern context, themost consistent spatial forms of community residential design
in China are the quadrangle dwellings of Beijing and the earth buildings of Fujian. These
spatial forms are characterized by the public space as the center and the open entry space
and the private living space as the enclosure, so that the public space in the center has a
certain natural privacy and people spontaneously interact in it. In foreign countries, the
main high-rise public housing in use and in line with the concept and spatial form of
community residential space is Singapore,whosedesign is characterizedby the following
six points.

First, it has supporting infrastructure, such as transportation system, schools, stores
and cleanliness and safety; second, it is planned comprehensively between the comple-
tion of the building, divided into three levels of new town, neighborhood and neighbor-
hood; third, it needs to pass through the air street to enter the neighborhood common
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space; fourth, its design system that allows residents to participate; fifth, its use of apart-
ment layout to deal with height difference, and supporting convenience stores, nursing
homes and small plazas to provide a convenient way for the elderly to age in place; sixth,
its introduction of eco-neighborhood models and neighborhood parks.

2 Digital Value of Community Residential Space

2.1 Residents’ New Perception of Individual Self-reconstruction

With the advent of digitalization and informatization, one of the first results is the reawak-
ening of man’s perception of himself, what is the constituent essence of his existence.
The current complete understanding includes three aspects, one is the physical person,
that is, a real person with a body and weight, and belonging to a specific place at any
given time; the second is the information person, who can process the input information
in the behavioral environment on the basis of certain cognition and previous experi-
ence, and finally form behavioral decisions and output; the third is the cyber person,
who lives in the cyber space as a disproportionate incarnation, but whose role is real.In
particular, cyberspace has brought certain changes to the social construction of personal
identity. Specifically, its transformation of individual life patterns that include beliefs,
values and cognitive styles from modernism to postmodernism and the use of these as a
symbol to complete the self-proof of human existence has led to an increased need for
self-attribution in space.

2.2 New Behavioral Decision-making Model of Residents

The cognitive basis of human behavioral decision pattern represents the cognitive and
processing ability of information formed in the brain and varies depending on the spatial
environment, culture and family life of the person as the cognitive subject of the objec-
tive world. In addition, even with a certain cognitive base, the availability, accuracy and
richness of information can produce different behavioral outcomes. The public environ-
ment in residential space plays an important role as the main activity place for residents
in interaction. If a spatial environment suitable for interaction is built in a house, it is
not only important to promote the establishment of good neighborhood relations among
users, but also to enhance parent-child relationships. Behavioral information originates
from the part of the objective environment that people perceive, i.e., the behavioral
environment. Given that the human behavioral decision-making process can be gen-
erally described as “need-information search-information processing-behavioral deci-
sion selection-behavioral output and behavior”, the human behavioral decision-making
process is essentially a process of information flow.

2.3 New Types of Behavioral Output for Residents

In this study, the analysis of the output types of residents’ behaviors is mainly based on
the data statistics of the case study in the user analysis method. First, a representative
sample of five households in Beijing was selected for analysis. By conducting in-home
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interviews and CCTV recording of modern household users, the living behavior and
usage time records of modern households were summarized. At the same time, the
location plan was recorded by camera (as Fig. 1) then the interactions of users, usage
patterns and use space spaces in modern households at different stages were analyzed
sequentially to derive the relatively public spaces in modern household living spaces.
Finally, by integrating the relatively public space in the residence, a residence with
multiple families sharing a common space is established to form a new public shared
environment.

Fig. 1. CCTV settings record tracks

Aweek-long user analysis process was conducted for five representative households,
during which the behavioral characteristics of users in their homes, the current status of
usage problems, and the characteristics of different users’ stage lifestyles were recorded
from 7:00 to 22:00 every day, and this was used to derive the design requirements for the
future residential space. The following is a description of the specific analysis process
for one of the households.

By recording statistics, it can be concluded that the daily demandbehavior of different
families in the same type of space is as follows.

Based on the user behavior, it can be seen that family communication, parent-child
play, and family work are the main events occurring in family interaction, while smart
home, acting, and talking to oneself are the events occurring alone in children’s lives.
Combining the results of the questionnaire, household interviews, and CCTV observa-
tions, it can be analyzed that family interaction education and children’s free growth are
intertwined. Families that do not know each other are more likely to communicate and
interact with each other spontaneously using children as a channel and emerge with a
sense of sharing, more autonomy in the form of interaction, and more solidarity when
problems arise. However, considering the small amount of public space in the existing
residential form and the fact that most of the residential space has only access space out-
side the living space of each household, a community residential space with abundant
public space was selected for the main users of two-child families.
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Table 1. Cases analysis of family lifestyle characteristics in different time periods

Time Behavior trajectory analysis from 7:00 A.m. to 22:00 P.m 

1.Monday 

2.Tuesday 
3.Wednesday 
4.Thursday 

5.Friday 
6.Saturday 
7.Sunday 

Fig. 2. New types of behavioral output for resident

3 Digital Community Residential Space Design

3.1 Prototype of Spatial Design of Community Residential

In this study, based on the spatial forms of the traditional quadrangle dwellings of Beijing
and the earth buildings of Fujian and combinedwith themodern design of the quadrangle
dwellings and earth buildings, the prototype of community residential space is modeled
to derive the spatial form of future communitarian residential design.

At the same time, by adjusting the composition of space in modern houses, appro-
priately reducing the area of public spaces such as kitchen, living room and dining room,
a model centered on public space is established. The open entry space and the private
living space are enclosed, so that the public space in the center has a certain natural
privacy, allowing people to interact spontaneously in it. With regard to the process of
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building residential interiors, the spatial forms are combined and innovated on the basis
of the living space required for the residence, creating a form of residence that guides
people to communicate and enhances neighborhood relations.

3.2 Computerized 3D Space Modular Construction

Regarding the modular construction of computerized 3D space, firstly, the basic house-
hold area of 120 m2 was calculated based on GB 50096–2011, which states that the
core household of four people should have 30 m2 of usable area per person. Given
that there may be elderly people coming to take care of children at home from time to
time, the area of 20 m2 is increased and decomposed in modules of 1000mm*1000mm,
resulting in 140 space modules, and the space modules are given functions to divide the
living room, dining room, kitchen, master bedroom, second bedroom, children’s room
and bathroom. Then, according to the spatial forms and data application of traditional
quadrangle dwellings of Beijing, traditional earth buildings, and modern quadrangle
dwellings, the spatial forms that can accommodate four households are derived. The
public space in each household is integrated to form a new public space in the center,
in which a functional space with parent-child activities, reading and learning, viewing
greenery, audio and video, and urban viewing platform is established; finally, the spatial
system is integrated to leave a 1600mmpassage, and the passage is given the functions of
entry, stairwell and shared activity platform. Ultimately, the spatial form of community
residential space is obtained.

Fig. 3. Modular space generation process

3.3 New Residential space under the role of digitalization

The simulated residential space under the role of digitization is committed to establishing
a unified body of space daily life module, family activity module and neighborhood
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interaction module, where the space module is divided into four levels: functional space,
morphology, combination unit and shared space.

(Classification of spatial function modules: 1. Activity space, 2. Learning space,
3. Experience space, 4. Traffic space, 5. Emotional space, 6. Rest space, 7. Public
communication space).

Fig. 4. Modular community residential space composition

The final space design drawing is as follows.

Fig. 5. Digital community residential space plan

Regarding the design of residential space under the role of digitalization, it is nec-
essary to first construct functional components according to the overall demand ratio
of space, and then retrieve the confidence of household design resources through the
household type resource library; along with the gradual depth of space morphology and
standardized drawing design and refine the space allocation into parent-child activities,
reading and learning, viewing greenery, audio and video viewing and urban viewing
platform functional space and give the wall parent-child interaction and neighborhood
communication. In the process of establishing the combination unit, it is necessary to
create a shared part set of transition space that needs to link public space, and finally
form a complete residential monolithic design scheme.



Research on the Design of Community Residential Space 557

Communication space1 Communication space2 

Learning space Activity space 

Rest space1 Rest space2 

Fig. 6. Digital community residential space renderings

4 Conclusions

The new period of social development has given rise to the increasing perfection of
digital building technology, which brings more possibilities and ways of realization for
residential space. On the basis of sorting out the evolution of the connotation of commu-
nity and analyzing the new value orientation of community residential design, this paper
provides constructive thoughts on the path of constructing a community of residential
space through spatial transition and cultivation of shared space to enhance the intimacy
and public awareness of residents’ neighborhood relationship within the design system
of residential space. At the same time, the modular space scheme in the form of commu-
nity family life is proposed, the unity of daily life module, family activity module and
neighborhood interaction module of residential space is formed through the construc-
tion of digital space model. The combination of computer 3Dmodeling and digital space
design is used to realize the unification of indoor and outdoor residential environment.
According to the residents’ behavior, lifestyle and spatial interactions within the family,
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this paper analyzes and derives diverse living modules applicable to the modern commu-
nity residential space and carries out three-dimensional spatial modular design, which
facilitates the rapid transformation of design ideas to physical space construction and
forms an integrated spatial design logic of “life-design-services”. The above research,
on the one hand, met the diversified needs of modern residents for residential space to a
certain extent and promoted the sustainable development of residential space, and on the
other hand, played an active role in enhancing the economic benefits of the residential
construction industry.
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Abstract. Energy Internet is an important way to solve current energy and envi-
ronmental problems. It combines the planning of multi-energy systems such as
electricity, natural gas, heat and transportation, combines energy conversion and
utilization with comprehensive demand response, and integrates energy supply
network planning with sources and loads. Energy hub planning is combined.
Firstly, through the literature survey method and expert interview method to iden-
tify the factors that affect planning, and establish a factor index system. Secondly,
in order to make the calculation results more meaningful, subjective and objective
weighting are combined, and the expert scoring method and the entropy weight
method are used to determine the weight of the factors at each stage. Finally,
a calculation example is used to verify the rationality of the topsis method for
county-level energy Internet collaborative planning. The results of the calcula-
tion example show that collaborative planning can avoid the shortcomings of
single-subject planning, and the model has certain applicability.

Keywords: County energy internet planning · Influencing factor index system ·
Integrated weighting method · Topsis model

1 Introduction

Due to multiple connotations, and cross-domain characteristics, the concept of the
Energy Internet covers towns, cities, provinces and the country. Therefore, its devel-
opment evaluation also involves many levels and scopes, such as eco-city, development
zone, and park. Due to differences across domains, evaluation often uses indicators of
different dimensions, such as economic, environmental, and social dimensions, energy
supply, transmission, transaction, demand and other dimensions [1], energy quality,
safety and reliability, use and service, etc.; key Technology and innovation capabilities,
etc.

In addition to primary energy coal, petroleum, and natural gas, county energy
resources generally include renewable energy sources such as agricultural and forestry
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biomass, household waste, wind resources, light resources, and geothermal resources.
Except for a few resource-based counties, most counties are short of fossil energy, but
renewable resources such as biomass, wind resources, and light resources are abundant.
Existing research on energy system planningmainly focuses on the location and capacity
of energy station equipment.Multi-energy complementary forms include electro-thermal
coupling [2], electrical coupling [3], and cooling-heat-electric coupling system [4]. Lit-
erature [5] constructed a combined cooling, heating and power system including wind
turbines and photovoltaics, and carried out a multi-objective optimization study on the
capacity of the key equipment of the micro-energy grid.

From the perspective of sustainability and practicality of the project, this paper com-
bines the case with the method of literature survey and expert interview to identify the
factors affecting the planning of the county energy Internet, and builds the topsis collab-
orative planning evaluation model based on each core stakeholder. The effectiveness of
the constructed model is verified through case analysis, and the results of the calculation
example show that the shortcomings of incomplete risk identification and excessively
idealized collaborative planning of similar projects in existing research are avoided.

2 County Energy Internet Planning Impact Index System

2.1 County Energy Internet

Focus on the local utilization of clean energy in counties rich in renewable energy.
The utilization of energy resources is shown in Fig. 1. Its resource utilization methods
generally include: (1) agricultural and forestry biomass: It can be used for cooking,
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Fig. 1. Schematic diagram of county energy supply system
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briquette fuel, gasification, power generation and heating. (2)Domestic waste: Domestic
waste can be used to generate electricity. (3) Light: Light energy can convert into electric
energy, and solar collector plate can convert light energy into heat energy. (4) Wind:
Wind energy can be used to generate electricity. (5) Water: Water energy can be used to
generate electricity. (6) Reclaimed water/geothermal: Reclaimed Water/geothermal can
be used for heating (cold).

2.2 Index System

The terminal energy Internet focuses on flexibly interacting with users through the inte-
gration of heat, electricity, gas and other energy production, transmission, conversion,
storage and other links, to enhance the coupling and complementarity between energy
sources, to smooth the fluctuations caused by high-penetration renewable energy, and
to improve the Renewable energy consumption capacity and users’ energy quality. The
main body of energy Internet construction is power grid, gas grid, heating network, etc.
This paper studies two county energy Internet solutions. Plan 1 is a single gas network,
heating network, and power grid planning, and Plan 2 is a joint planning of gas, heat,
and power grids. According to the four dimensions of green development, smart empow-
erment, safety assurance, and value creation, determine the influencing factors of the
county energy Internet under different planning schemes.

Table 1. Index system of county energy internet planning

Secondary indicators Three-level indicators Plan 1 Plan 2

Green development Proportion of non-fossil energy in
primary energy

64.38% 92.32%

Renewable energy as a proportion of
electricity generation

40% 50%

Electricity accounts for the proportion
of final energy consumption

59.68% 91.33%

Energy consumption per unit GDP 0.26 0.23

Typical daily load peak-valley
difference rate

77.26% 50.23%

Distributed power penetration rate (%) 100% 100%

Distributed clean energy consumption
rate (%)

100% 100%

Security Power supply reliability rate 99.9315% 99.965%

Average annual power outage time of
households (hours)

13.40 3.07

Power quality 99.826% 99.998%

(continued)
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Table 1. (continued)

Secondary indicators Three-level indicators Plan 1 Plan 2

Information security protection
capability

95% 98%

Wisdom empowerment Digital development index 20% 40%

Electric vehicle charging pile vehicle
ratio (%)

85.96 13.55

Service radius of electric vehicle
charging facilities (km)

3 1.5

Value creation Universal service level 100% 100%

Comprehensive energy service business
development index

100% 100%

Business model innovation index 2% 10%

Customer service satisfaction (%) 90% 95%

3 Evaluation Model of Integrated Weighting-Topsis Method

3.1 No Quantitative Treatment of Indicators

The county-level energy Internet benefit impact index system established in this paper
has the characteristics of multiple levels and multiple indicators. In order to facilitate
comparative analysis, it is necessary to eliminate the difference in the unit dimensions
of the evaluation indicators. Generally, the types of indicators generally have benefit
type and cost type. Since the dimensions of different attributes may be different, in order
to eliminate the influence of different dimensions on the decision-making results, the
attribute indicators need to be dimensionless.

For benefit attributes, generally:

rij =
aij − min

i
aij

max
i

aij − min
i

aij
(1)

For cost attributes, generally:

rij =
max
i

aij − aij

max
i

aij − min
i

aij
(2)

The matrix R = (
rij

)
m×n obtained by the above dimensionless processing, which is

called the standardized decision matrix.

3.2 Differential Weighting Method

Entropyweightmethod is an objectiveweightingmethod,whichmainly uses information
entropy to calculate the entropy weight of each indicator according to the degree of
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variation of each indicator, and then corrects theweight of each indicator through entropy
weight to obtain a more objective indicator weight.

Step 1: Calculate the bias coefficient α, β.
According to the basic idea of moment estimation theory, for each evaluation index,

the expected value of subjective weight and the expected value of objective weight are
respectively.

Step 2: Solve the optimal combination weight set.
Taking into account the different weighting coefficients of different indicators, in

order to calculate the feasibility, the weighting coefficients of different indicators are
defined as the same, and the objective function obtained is as follows:

minH = α

n∑

j=1

p∑

s=1

(
wj − wsj

)2 + β

n∑

j=1

q∑

t=1

(
wj − wtj

)2 (3)

The constraint function is:

n∑

j=1

wj = 1

0 ≤ wj ≤ 1, 1 ≤ j ≤ n

(4)

Step 3: Solve the trend optimal combination weight set.
The integrated weight also reflects the importance of the indicators. The weight

results reflect the different importance of the indicators. Optimal objective function:

minG = α

n∑

j=1,k=1,k �=j

p∑

s=1

(
wj

wk
− wsj

wk

)2

+ β

n∑

j=1,k=1,k �=j

q∑

t=1

(
wj

wk
− wtj

wk

)2

(5)

The constraint function is:

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

n∑

j=1

wj = 1

n∑

k=1

wk = 1

0 ≤ wj ≤ 1, 1 ≤ j ≤ n

0 ≤ wk ≤ 1, 1 ≤ k ≤ n

(6)

Step 4: Solve the integrated weight set.
At the same time, considering the two objective functions of the smallest deviation

and the best trend, the two optimization objectives are treated equally, and the final
multi-objective function is obtained:

min Z = 1

2
minH + 1

2
minG (7)
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Obtain the index benchmarkweight setWj based on the optimal combination through
the above formula. When selecting the evaluation method, it was decided to take a
comprehensive evaluation based on the TOPSIS method. The specific formula is as
follows shown:

yi =
m∑

j=1

wj(xij − x∗)2 (8)

Wherein yi is the distance, x∗ is the ideal point. The queuing indicator value is used
to measure the distance from the negative ideal point. The larger the queuing indicator
value, the better the queuing indicator value of this scheme:

ci = y−
i

y−
i + y+

i

(9)

4 Case Analysis

The initial matrix is standardized according to formula (1–2) to obtain a matrix. In order
to avoid the subjectivity of experts’ scoring, the entropy method is used to quantitatively
obtain the weight of each core stakeholder of the county energy Internet that affects the
benefits of the county energy Internet, as shown in Table 2:

Table 2. Index weights of influencing factors in county energy internet planning

Three-level indicators Index label AHP weight Entropy weight Combination weight

Proportion of non-fossil
energy in primary
energy

C1 0.0123 0.03351 0.02291

Renewable energy as a
proportion of electricity
generation

C2 0.0096 0.021871 0.015736

Electricity accounts for
the proportion of final
energy consumption

C3 0.0136 0.03156 0.02258

Energy consumption
per unit GDP

C4 0.0213 0.006407 0.013854

Typical daily load
peak-valley difference
rate

C5 0.013 0.050843 0.031922

(continued)
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Table 2. (continued)

Three-level indicators Index label AHP weight Entropy weight Combination weight

Distributed power
penetration rate (%)

C6 0.0422 0.049504 0.045852

Distributed clean energy
consumption rate (%)

C7 0.0252 0.03156 0.02838

Power supply reliability
rate

C8 0.1155 0.022834 0.069167

Average annual power
outage time of
households (hours)

C9 0.0627 0.03156 0.04713

Power quality C10 0.1351 0.027127 0.081114

Information security
protection capability

C11 0.1948 0.059314 0.127057

Digital development
index

C12 0.0139 0.003714 0.008807

Electric vehicle
charging pile vehicle
ratio (%)

C13 0.1258 0.016048 0.070924

Service radius of
electric vehicle
charging facilities (km)

C14 0.0638 0.08856 0.07618

Universal service level C15 0.0446 0.335995 0.190298

Comprehensive energy
service business
development index

C16 0.0217 0.012277 0.016989

Business model
innovation index

C17 0.0521 0.088765 0.070433

Customer service
satisfaction (%)

C18 0.0328 0.08856 0.06068
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Based on the above formula, the queuing indication value of each scheme can be
calculated, as shown in Table 3:

Table 3. Item queuing indicator value

Plan 1 Plan 2

Distance from positive ideal point 0. 549 0.225

Distance from negative ideal point 7.84 7.45

Queue indication value 0.94 0.97

Comprehensive sort number 2 1

5 Conclusions

This paper establishes an indicator system for the evaluation of county energy Internet
development from four dimensions: green development, smart empowerment, safety
assurance, and value creation, and uses structural entropy-factor analysis to verify the
effectiveness of the indicators, and further constructs a variable weight function based on
policy factors To determine the index variable weight, and use the model to evaluate the
development of the energy Internet in a certain county. The evaluation result objectively
reflects the development of the county energy Internet, verifies the validity of the model,
and can be used for county energy Internet development evaluation.
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Abstract. In order to understand the mechanism of the surf-riding/broaching
profoundly, the four- degree- of-freedom(4DOF) maneuvering equation (surge,
sway, yawand roll) is simplified to a one- degree-of-freedom (1DOF) equation, and
the fourth-order Runge-Kutta method is used to integrate a 1DOF surge equation
in the time domain to analyze the two motion states of the ship during the surging
and surf-riding. The critical Froude number is calculated using the Melnikov
method. Taking a fishing boat as an example, the ship’s surf-riding/broaching
phenomenon is simulated under the condition of wavelength-to-ship-length ratio
and wave steepness, 1 and 1/10 respectively, providing technical support for the
formulation of the second generation intact stability criteria.

Keywords: Surf-riding/broaching ·Maneuvering equations ·Melnikov method ·
Second generation intact stability

1 Introduction

A ship will subject to a large surging moment due to the broaching phenomenon caused
by surf-riding. The centrifugal force generated by serious yaw motion can lead to ships
capsizes, especially for small vessels or high-speed vessels. Surf-riding is a condition
in which a ship is captured by a wave in advance at a wave speed under conditions
of waves or wake waves. Broaching is the violent shaking motion of the ship. Even if
the maximum rudder angle is reversed, the heading phenomenon cannot be changed.
Under normal circumstances, surf-riding is a prerequisite for broaching. The stability
assessmentmethodof surf-riding /broaching is divided into three levels, the safetymargin
is from high to low, and the judgment method is from simple to complex [1]. The
third level needs to be directly evaluated, and there is no standardized conclusion. In
recent years, domestic and foreign scholars have carried out various studies on the
surf-riding/broaching. Spyrou [2] also conducted a nonlinear dynamic analysis for ship
broaching. Umeda et al. [3] attempted to develop a more consistent mathematical model
for capsizing associated with surf-riding/broaching in following and quartering waves
by taking most of the second-order terms of the waves into account. Yu et al. [4] used
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the wave theory to calculate the surge force, utilized Melnikov method to predict the
threshold value of surf-riding and used numerical analysis to solve the thrust and drag
equilibrium equations, and the calculation program of the second-generation weakness
of surf-riding/ broaching is developed. Chu [5] determined the surf-riding phenomenon
by constructing a new Melnikov function of surge system to calculate the first-order
zero threshold value. On the basis of summarizing the previous research results, based
on the 4DOF maneuvering equation, this paper focuses on the surf-riding and surge of
the ship in the following and quartering seas by simplifying it into 1DOF maneuvering
equations. Then, the Melnikov method is used to calculate the critical Froude number
required in the second level criteria and plot the ship’s velocity and displacement phase
diagrams. The study presented in this paper can lay a theoretical foundation for the direct
calculation of the intact stability of the second generation.

2 The Maneuvering Equations for 4DOF

The 4DOF maneuvering equations of the ship can be expressed as [6]:

ξ̇ = {u cosχ − v sin χ − c} (1)

u̇ = {T (u; n) − R(u) + XW (ξG, χ)}/(m+ mx) (2)

v̇ =
{−(m+ mx)ur + Yv(u; n)v + Yr(u; n)r + Yφ(u)φ
+Yδ(u; n)δ + Yw(ξG, χ)

}/
(
m+ my

)
(3)

χ̇ = r (4)

ṙ =
{
Nv(u; n)v + Nr(u; n)r + Nφ(u)φ

+Nδ(u; n)δ + Nw(ξG, χ)

}/

(Izz + Jzz) (5)

φ̇ = p (6)

ṗ =
{
mxZHur + Kv(u; n)r + Kr(u; n)r + Kφ(u)φ

+Kδ(u; n)δ + Kw(ξG, χ) − mgGZ(φ)

}/

(Ixx + Jxx) (7)

δ̇ = {−δ − (χ − χc)}
/
TE (8)

where Xw and Yw are wave force, Nw and Kw are wave moments, ξG is the longitudinal
coordinate of the ship center of gravity. u is the speed of surge, v is the speed of sway,
N is the movement of yaw, K is the movement of roll, the superscripts of u, v, N, K are
hydrodynamic coefficients except for the wave force. χ is the heading angle, χc is the
designed heading angle, r is the speed of yaw, ϕ is the angle of roll, p is the speed of roll,
δ is the rudder angle. There is a dot on the letter that represents the first derivative of
time. T is the thrust, R is the resistance, n is the propeller speed, c is the wave velocity.
m and mx, my represent the hull mass and additional mass, respectively, I and J are the
moment of inertia and the additional moment of inertia, respectively, ZH is the center
of the sway force, g is the acceleration of gravity, GZ is the restorative arm, TE is the
constant of steering gear set as 0.63.
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3 The Analysis of Hull Form Data and 1DOF Model

A fishing boat is selected within this study. The basic parameters of the ship hull shown
in Table 1.

Table 1. The general properties of a fishing boat

Length between perpendiculars/Lpp 34.5 m

Breadth/B
Draft/d

7.60 m
2.65 m

Block coefficient CB 0.597

Wake fraction/ω 0.156

Thrust reduction/tp 0.142

Propeller diameter/Dp 2.60 m

The wave condition used in this study is as follow: Wave steepness h/λ = 1/10,
Wavelength λ = 34.5 m. By reading a large amount of literatures, surf-riding always
occurs when thewavelengthλ is close to the ship length L. Therefore,λ/L= 1 is selected
as the wave condition within this study and the wave steepness is set as 1/10 based on
existing literature.

Since the wave condition calculated in this section is completely random andwithout
tailgating, the heading angle is equal to zero. Then, the Eq. (1) to Eq. (8)will be simplified
as follows. First, the predetermined headingχc, the steering angleχ and the rudder angle
δ are set as zero. The ship has no sway force when sailing along a straight line. Without
considering the capsizing, the yawmoment can also be ignored. Therefore, the simplified
equations can be written as:

ξ̇G = {u − c} (9)

u̇ = {T (u; n) − R(u) + Xw(ξG, χ)}/(m+ mx) (10)

It can be seen from the Eqs. (9) and (10) that the surf-riding motion within the waves
is an 1DOF model.

4 Phase Diagram Analysis

Phase analysis is the main tool to study the mechanism of ship’s surf-riding. What
presents in the phase diagram is a velocity vs. displacement plot. Each curve of the
phase diagram is called a phase trajectory, and each phase trajectory corresponds to
a set of initial conditions. The following will be specifically analyzed by fishing boat
combined with the wave parameters given in Table 2.
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Table 2. The calculation of the critical Froude number

Method Values

The Melnikov method 0.306

Direct method 0.308

4.1 Change the Propeller Speed with the Given Initial Conditions

This sectionwill first calculate the critical Froude number of the fishing boat byMelnikov
method. The results are shown in Table 2.

It can be seen from the Table 2 that the results calculated with Melnikov method is
almost as good as the results calculatedwith direct method. Therefore, Table 2 is selected
as the reference for calculating the initial state in this section. Next, the calculation results
of the maneuvering equation are used for argumentation as followed.

T (c; n) − R(c) + XW (ξG) = 0 (11)

It can be seen from Fig. 1(a) that the trajectory tends to a certain point slowly,
indicating the position and state of surf-riding. To show this, the calculation time is
increased to 250 s. As shown in Fig. 1(b), it is easy to find that the phase diagram
trajectory is finally fixed at one point with coordinates (−0.922, 7.335). The speed is
close to thewave speed, and thedisplacement have a certain gap from−1.2048mentioned
above.

(a) calculated for 100 seconds (b) calculated for 250 seconds

Fig. 1. Surf-riding phase diagram

In this case it is very difficult to simulate the wave motion exceeding the ship’s
surge motion. Next, the propeller speed is changed to 6 m/s, the remaining values are
unchanged and calculated for 100 s, as shown in Fig. 2. It’s easy to catch the direction of
the trajectory in the surf-riding phase diagram, that is, the initial point is finally focused
on one point. The surging phase diagram will be an infinitely long curve. Therefore, the
arrow given in Fig. 2 is the direction of the trajectory. The ship speed increases shapely
before 40 s and reaches a stable state. The reason for occurring an oscillation state is
that the ship constantly passes through the wave crests and troughs and is constantly
subjected to positive wave forces and negative wave forces.
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Fig. 2. The surging phase diagram at n = 6 Fig. 3. A comparison of the surf-riding and
surging phase diagrams

Next, the Fig. 1(a) and Fig. 2 are now placed in the same phase diagram for com-
parison, as shown in Fig. 3. The two trajectories start from the same point and finally
enter two completely different motion states. The major similarity for these two curves
is that the two trajectories’ speeds are increasing at first. However, the orange curve is
ultimately affected by the wave force, and the ship speed approaches the wave speed,
while the blue curve cannot maintain a stable speed affected by the wave exciting force.

4.2 Change the Initial Speed with the Given Initial Conditions

Fig. 4. The ship’s surging phase diagram Fig. 5. The ship’s surf-riding phase diagram

Figure 4 shows that the ship is captured by the waves, accelerated by the wave force
but does not reach the wave speed and finally becomes a surging motion mode. Figure 5
shows that the propeller thrust cannot be maintained at the current speed and decelerated
and is captured by thewaves and eventually accelerated to thewave speed. In conclusion,
the closer the ship speed is to the wave speed, the easier the ship is surf-riding.

4.3 The Calculation of the Critical Froude Number Using the Phase Analysis
Method

Through analysis, it can be found that the propeller speed and the initial speed of the
ship are the two important parameters affecting a ship’s surf-riding. In this section, the
phase analysis method is used to obtain the critical Froude number.

After changing the initial speed, it is obvious that it takes longer to calculate and
judge the ship’s motion. This is because the ship will perform a surging motion firstly
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Fig. 6. The ship’s surging phase diagram Fig. 7. The ship’s surf-riding phase diagram

when the ship speed accelerates to a speed close to that in still water. At this time, the
state of motion will change. Taking the fishing boat as an example, the simulation time
is approaching 300 s. The result shows that the ship tends to surf-riding. The surging
movement shows a completely periodic change. If the surging of the periodic variation is
to be simulated, a longer calculation time is required. The propeller speeds in Fig. 6 and
Fig. 7 are 2.7 and 2.9, respectively, with very little difference. However, the ship presents
a completely different motion state, and its motion parameters also change greatly.

Fig. 8. A comparison of surging phase diagram and surf-riding phase diagram

As can be seen from Fig. 8(a), before the ship moves to the wave-300 m, the form of
motion is similar. When the ship speed accelerates to 6 m/s, the two diagrams bifurcate.
In the surging phase diagram, the ship speed is still changing alternately between accel-
eration and deceleration with little change trend. In the phase diagram of surf-riding,
the ship speed suddenly increases from 5 m/s to 9 m/s and finally stabilizes at the wave
speed. The black line in the figure is equivalent to the asymptotic line of the two trajec-
tories, and the phase diagram of the section from −330 m to −300 m is magnified to
compare, as shown in Fig. 8(b).

5 Conclusion

In this paper, the 4DOF maneuvering equation is simplified into a 1DOF maneuvering
equation to study the critical conditions for the ship’s surf-riding and surging in waves.
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According to the phase diagram, it can be found that the critical speed is the intermediate
value of the changed phase diagram, which is between 2.7 and 2.9. This is consistent
with the critical propeller speed 2.8642 calculated by the Melnikov equation. According
to the analysis above, 2.8642 is an approximation, not the critical value, in the phase
diagram, and the phase diagram can determine the range of the value. It is noteworthy
that if a real threshold is input, the phase diagram should enter the surf-riding at the
unstable equilibrium point.
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Abstract. The construction of maintenance test scenes is the premise of accurate
assessment of equipment maintenance. In order to reduce the cost and simulate
the actual maintenance scene of the product with high fidelity, the construction
method of virtual and real fusion maintainability test scene based on partial phys-
ical devices is studied in depth. The position and posture of the physical equip-
ment are recognized by binocular vision, and the virtual environment is registered
around the physical equipment. Firstly, the ORB (Oriented FAST and Rotated
BRIEF) feature extraction of the physical product is carried out and compared,
the ICP (iterative closest point) method is then used to perform the matching
of physical product features and digital prototype features. Secondly, the virtual
maintenance environment is register accurately. Thirdly, the experimental eval-
uation method of qualitative and quantitative indexes of virtual and real fusion
maintainability is formulated. Finally, a case study of a virtual and real fusion
maintainability test is carried out with an engine as an example, which verifies the
effectiveness and feasibility of the maintenance evaluation based on the virtual
and real fusion test scene.

Keywords: Maintainability assessment · ORB feature extraction · Virtual and
real fusion · Augmented reality

1 Introduction

Maintainability is important to reflect whether product maintenance is convenient, fast
and economical [1]. In order to ensure that the product has high availability and low life
cycle cost, the product must have good maintainability, so as to reduce the maintenance
requirements formanpower, time and resources [2, 3]. Therefore, during the development
process of industrial products, sufficientmaintainability testsmust be carried out to verify
and evaluate their maintainability to ensure that they meet the required maintainability
requirements.
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The traditional method of physical maintainability evaluation relies too much on
physical prototype, which is expensive and sometimes impractical [4]. The method of
virtual maintainability simulation evaluation using digital prototypes is difficult to accu-
rately evaluate the maintenance force characteristics and maintenance time indicators
due to the difficulty of accurate human-machine force interaction. However, virtual and
real fusion can present the real world and the virtual world at the same time, providing
information extensions for real scenes. In the field of maintenance and assembly, the
application of virtual and real fusion has made certain progress. Deshpande designed
AR-assisted visual features and interactive modes for support-as-assembly (RTA) furni-
ture [5], and developed an application onMicrosoft Hololens™ headsets, which enabled
users to quickly conceive the spatial relationship of their components and can support
assembly tasks that require high spatial knowledge. And it was tested on the users of
RTA furniture for the first time. Vicomtech studies the creationmethod of ARworkspace
with interaction and visualization mode as the core, and provides more effective sup-
port means for the assembly task of hybrid man-machine production line [6]. It can be
considered that the virtual and real fusion maintainability test has good accuracy and
economy by reducing the hardware scale, which has a huge application prospect. The
key issue here is to integrate the physical equipment and the virtual environment accord-
ing to the actual positional relationship. The three-dimensional pose of the physical
equipment must be accurately identified and then the virtual environment is superim-
posed. The paper focuses on this research and conducts the application ofmaintainability
evaluation.

2 Overall Solution

In the process of a virtual and real fusion maintainability test, a full set of digital pro-
totypes of the product are usually provided as the basic information for the test. The
digital prototypes reflect the relationship between the physical product and the surround-
ing environment. In order to superimpose the virtual maintenance environment model
on the periphery of the physical product object and make it sure that it is a part of the
maintenance environment, it is necessary to identify the physical product and make the
virtual world fully aligned with the physical world. In this paper, the binocular camera
is used to obtain the video stream of the real maintenance scene and the characteristics
of the video image are extracted on the basis of calibrating the internal parameters of
the camera. The transformation matrix is solved for pose estimation. Then, the virtual
scene is registered to the real scene through coordinate transformation to complete the
construction of virtual and real fusion maintainability test scene. The overall process is
shown in Fig. 1.
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Fig. 1. Overall process of maintainability assessment based on virtual and real fusion.

3 Key Technology Implementation

The key problem to achieve seamless integration of virtual and real maintenance scene
is how to accurately identify physical objects and match them with virtual models. In
order to construct a realistic scene of virtual and real fusionmaintainability test, the main
research is based on the ORB feature extraction method, and ICP matching is carried
out with the corresponding equipment model in the digital prototype. On this basis, the
qualitative and quantitative maintainability index evaluation method based on virtual
reality information fusion is formulated.

3.1 Image Feature Extraction of Maintainability Test Object Based on ORB

At present, many local features such as SIFT, SURF, ORB, BRISK, FREAK, etc. are
widely used in the fields of image matching and object recognition [7]. Since the object
of the maintainability test process is usually a mechanical product, its surface sometimes
lacks rich texture features. Considering the stability and rapidity based on feature point
extraction and matching, the ORB local feature is selected here. ORB local features use
FAST as the feature point detector, and use the improvedBRIEF as the feature descriptor,
and use the BF pattern matching algorithm for feature descriptor matching.

FAST feature points are not directional, and thedirectional parameters are determined
by obtaining the center of gravity of the feature point neighborhood. The neighborhood
moment is:

mpq =
∑

x,y

xpyqI(x, y) (1)
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where I(x, y) is the gray value at point (x, y), x, y ∈ [−r, r], r is the radius of the circle,
p and q are non-negative integers, when p is 1 and q is 0, the value Ix of I in the x
direction can be obtained, when p is 0 and q are 1, the value Iy of I in the y direction can
be obtained, and the C coordinate of the image center of gravity can be obtained as:

C =
(
m10

m00
,
m01

m00

)
(2)

The angle between the feature point and the center of gravity is defined as the
direction of the FAST feature point:

θ = arctan(
m01

m10
) = arctan(

∑
x,y

yI(x, y)

∑
x,y

xI(x, y)
) (3)

ORB extracts the BRIEF descriptor according to the direction parameters obtained
in the above formula. However, due to environmental factors and the introduction of
noise, the direction of feature points will change, and the correlation of random pixel
block pairs will be relatively large, thereby reducing the discrimination of the descriptor.
ORB adopts a greedy algorithm to find random pixel block pairs with low correlation.
Generally, 256 pixel block pairs with the lowest correlation are selected to form a 256-bit
feature descriptor. Note two descriptors:

K1 = x0x1 · · · x255,K2 = y0y1 · · · y255

3.2 Matching of Physical Equipment Characteristics and Virtual Environment
Registration

The ORB feature set is extracted from the real maintainability test object and the virtual
maintenance environment model, and the corresponding feature descriptors K1,K2 are
obtained. The similarity between two ORB feature descriptors is characterized by the
sum of the exclusive ORB Hamming distances:

D(K1,K2) =
255∑

i=0

xi ⊕ yi (4)

The smaller the D(K1,K2), the higher the similarity, and the greater the probability
that the two describe the same feature. Conversely, the lower the similarity, the more
likely they are not describing the same feature.

UseBFmatcher to get all possiblematching feature pairs, assuming that theminimum
Hamming distance of feature pairs is MIN_DIST. In order to select the best matching
pair and improve the operating efficiency, an appropriate threshold is selected and the
matching pair smaller than the threshold is selected for the next camera pose estimation.
The threshold value cannot be too small, which will affect the final effect, and it is
necessary to select the best threshold value through experiments on the image frame.
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Given the point k1i in K1, find the point k2i with the shortest Euclidean distance of
k1i from K2, and take k1i and k2i as the corresponding points to obtain the transforma-
tion matrix. Through continuous iteration, the following formula is minimized and the
iteration is terminated, and finally the most Optimal transformation matrix is obtained
to make them coincide.

f (R,T ) = 1

n

n∑

i=1

‖k1i − (Rk2i + T )‖2 (5)

In the formula, R indicates the rotary transform matrix, T indicates the translation
transform matrix.

The essence of the ICP algorithm is to calculate the transformation matrix between
the feature sets, minimize the registration error between the two through rotation
and translation and then achieve the best registration effect. Assuming two feature
point sets K1 = {

k1i ∈ R3, i = 1, 2, · · · , n
}
and K2 = {

k2i ∈ R3, i = 1, 2, · · · , n
}
, the

registration process using the ICP algorithm is introduced below:

(1) Sample set K1, K10 ⊂ K1, K10 represents a subset of set K1;
(2) Search in set K2, find the closest point to each point in K10, and get the initial

correspondence between K1 and K2;
(3) Remove the wrong corresponding point pairs using algorithms or constraints;
(4) Calculate the transformation relationship between the two according to the corre-

sponding relationship in step (2), minimize the value of the objective function and
apply the calculated transformation matrix to K10 to obtain the changed new K

′
10;

(5) Determine whether the iteration is terminated according to d = 1
n

n∑
i=1

‖K2i − K1i‖2.
If d is greater than the preset threshold, return to step (2) to continue the iteration; if
d is less than the preset threshold or reach the set number of iterations, the iteration
stops.

By obtaining the transformation matrix through the above steps, the pose transfor-
mation relationship between the physical equipment and the virtual maintainability test
environment can be obtained, and then virtual registration can be performed to complete
the construction of the virtual and real fusion maintainability test environment.

4 Experimental Verification

Take the auxiliary engine room of a ship as a case to carry out the test verification to
verify the correctness and applicability of the virtual and real fusion maintainability
test evaluation method studied in this paper. The auxiliary engine room is powered by a
diesel engine,which is composed of a crank connecting rodmechanism, a gas distribution
structure, a fuel system, a lubrication system, a cooling system, a starting system,etc.
The engine needs to replace consumable parts such as fuel filter and air filter, and the
cylinder and starter motor have a certain failure rate. It needs to be well designed for
maintenance to ensure rapid maintenance at the crew level.
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In the ship cabin environment, the equipment maintenance process has certain com-
plexity, and other equipment around the equipment and peripheral pipelines and cables
are easy to cause insufficient accessibility of the maintenance objects and insufficient
operating space. Therefore, in the process of maintainability test of the engine, it is nec-
essary to be able to simulate actual cabin maintenance scenes and maintenance space,
and fully consider the impact of various operational obstacles on maintainability, so as
to obtain more accurate maintainability test results.

Since the establishment of a 1:1 full-physical maintainability test condition is very
costly and has a long cycle, the virtual and real fusion maintainability test evaluation
method studied in this paper is adopted, and a small part of the physical equipment and
a large number of virtual environments are used to realistically simulate a complete test
scene. During the test, the available test conditions include the YN92 physical diesel
engine and the complete digital model of the auxiliary engine compartment, as shown in
Fig. 2 and Fig. 3. Next, take the repairing and replacing the starting motor as an example
to verify.

Fig. 2. YN92 diesel engine.

Cooling water 
pump set

Chiller

Electric control 
box

YN92 diesel 
engine

Fig. 3. Virtual maintenance scene of ship auxiliary engine cabin.
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4.1 Verification of the Establishment Method of Virtual and Real Fusion Test
Scene

In order to build a realistic virtual and real fusion maintenance scene, it is necessary to
consider the impact of multiple factors on the registration accuracy of the virtual envi-
ronment. The feature extraction method is an important factor affecting the registration
accuracy.

Firstly, the feature extraction and recognition of diesel engine are carried out. Dif-
ferent feature extraction methods have different feature extraction results. The feature
extraction of the same object (diesel engine) is performed using SIFT, SURF, and ORB
methods respectively, and the comparison of the diesel engine feature extraction results
of the three methods is shown in Fig. 4.

(a) SIFT (b) SURF (c) ORB

Fig. 4. The comparison of the diesel engine feature extraction results of the three methods.

The data results of the three methods for feature extraction are shown in Table 1.

Table 1. Experimental results of different feature extraction methods.

Physical feature points Model feature points Match points Consume time (ms)

SIFT 502 522 112 62.90

SURF 454 426 168 21.76

ORB 1023 1004 136 13.92

Through experimental analysis and comparison, the feature points detected by SIFT,
SURF and ORB are 502, 454 and 1023 respectively under the same experimental con-
ditions. The feature points matched by SIFT, SURF and ORB are 112, 168 and 136
respectively. It can be found that although the number of feature points matched by the
three methods is roughly the same, the time required for ORB matching is significantly
shorter and the operation efficiency is obviously higher.

Inject the above two algorithms into AR glasses, obtain the three-dimensional visual
information of the physical equipment through the binocular lens of the glasses, and
then perform feature extraction and match them with the virtual model one by one. The
resulting virtual and real fusion ship cabin repair scene is shown in Fig. 5.
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The virtual 
maintenance 
environment

The real YN92 
diesel engine

Fig. 5. The obtained virtual and real fusion ship engine maintenance scene.

4.2 Maintainability Test Operation and Result Analysis

Next, according to the established virtual and real fusion maintainability test scene of
YN92 physical diesel engine, the maintainability operation test of the replacement of
the starting motor is carried out. The tester wears AR glasses to carry out maintainability
test operation and obtain basic test data.

A total of 5 groups of tests are carried out, and each group of tests is carried out
in three scenes of real environment, virtual and real fusion and without surrounding
environment respectively, and the comparison of maintenance operations in three scenes
is shown in Fig. 6.

(a) realenvironment (b) virtualandrealfusion (c) withoutsurrounding
environment 

Fig. 6. The comparison of maintenance operations in three scenes

In the virtual and real integration maintenance test, the maintenance personnel can
feel the existence of the surrounding cabin equipment through vision. During mainte-
nance, in order to avoid collisions with the virtual cabin equipment, the bending angle
of the arm will be smaller and the movement range will not be large. The posture
of the maintenance personnel should be adjusted accordingly to be closer to the real
maintenance situation, so the maintainability evaluation error is smaller.
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5 Conclusion

This paper proposes a method of constructing a maintainability test scene based on
the fusion of virtual and reality for maintainability evaluation. The ORB feature of the
equipment is extracted based on binocular vision, and then the ICP method is used for
feature matching and recognition according to the feature extraction results, and the
virtual environment is registered to complete the construction of virtual reality fusion
maintainability test scene. Experiments show that the use of orb features can effectively
extract equipment features, with high speed and high precision. The ICP method can
be used to realize the registration of the physical object and the virtual environment,
thereby completing the registration of the virtual environment. The maintainability test
is carried out and evaluated in the built virtual and real fusion test scene. The results
show that the surrounding virtual environment has a certain impact on the maintenance
process, and the maintainability verification is closer to the maintenance process in the
real maintenance environment.

The virtual and real fusion maintainability test method studied in this paper provides
a novel and efficient method for simulating the real maintenance performance of the
products under complexmaintenance conditions. It can carry out themain test operations
on the real object and simulate the spatial characteristics at low cost, so as to make the
index evaluation of visibility, accessibility and maintenance time more accurate.
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Abstract. AI In this era, scene based translation and intelligent word segmenta-
tion are not new technologies. However, there is still no good solution for long and
complex Chinese semantic analysis. The subjective question scoring still relies on
the teacher’s manual marking. However, there are a large number of examina-
tions, and the manual marking work is huge. At present, the labor cost is getting
higher and higher, the traditional manual marking method can’t meet the demand
The demand for automatic marking is increasingly strong in modern society. At
present, the automatic marking technology of objective questions has been very
mature and widely used. However, by reasons of the complexity and the difficulty
of natural language processing technology in Chinese text, there are still many
shortcomings in subjective questions marking, such as not considering the impact
of semantics, word order and other issues on scoring accuracy. The automatic scor-
ing technology of subjective questions is a complex technology, involving pattern
recognition, machine learning, natural language processing and other technolo-
gies. Good results have been seen in the calculation method-based deep learning
and machine learning. The rapid development of NLP technology has brought a
new breakthrough for subjective question scoring. We integrate two deep learning
models based on the Siamese Network through bagging to ensure the accuracy
of the results, the text similarity matching model based on the birth networks and
the score point recognition model based on the named entity recognition method
respectively. Combining with the framework of deep learning, we use the sim-
ulated manual scoring method to extract and match the score point sequence of
students’ answers with standard answers. The score recognition model effectively
improves the efficiency of model calculation and long text keyword matching.
The loss value of the final training score recognition model is about 0.9, and the
accuracy is 80.54%. The accuracy of the training text similarity matching model
is 86.99%, and the fusion model is single. The scoring time is less than 0.8s, and
the accuracy is 83.43%.

Keywords: Subjective question automatic scoring · Text similarity · Siamese
network · Named entity recognition · Natural language processing · Machine
learning

1 Introduction

The scale of China’s online education market is increasing year by year. As a test method
for learning effect and knowledge mastery, due to the large number and scale of various
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training examinations, the demand of education and training institutions for automatic
marking is increasingly strong, so that manual marking can’t meet the demand. At
present, there is no formed Chinese marking system applied to the market. Because of
the complexity of Chinese text and the differences in semantic level, the development of
Chinese subjective intelligent marking system is frequently hindered. By reasons of the
complexity and the difficulty of natural language processing technology in Chinese text,
most of the automaticmarking systems stop at the objective questionmarking and simple
English composition marking. Due to the growth of data and the improvement of com-
puting power, deep learning has made a great breakthrough. The deep learning methods
based on neural network have been applied into NLP field. At the same time, information
extraction, part of speech tagging, named entity recognition and other research directions
have been improved, which greatly improves the accuracy of automatic marking.

With the development of computer and network technology, a lot of subjective mark-
ing systems about English have sprouted abroad, such as PEG, IEA, Criterion and so on.
However, the domestic research on subjective question marking has only been carried
out gradually in the past 20 years. At present, no formed Chinese marking system has
been applied to the market. Due to the complexity of Chinese text and the differences
in semantic level, the development of Chinese subjective question intelligent marking
system is frequently hindered.

Three main technical methods about the automatic marking system are introduced
at present: the method based on templates and rules, based on the traditional machine
learning method, based on the deep learning method.

(1) Rule based and template-based method: this method relies on artificial features and
templates, and the trained model does not have generalization. For example, auto
mark system [1] makes multiple scoring templates of correct or wrong answers for
each question in advance, matches the candidates’ answers with the templates one
by one, judges the correctness and gives scores, which is in line with people’s way
of thinking. Bachman et al. Proposed that [2] generate regular expressions auto-
matically according to the reference answers, and each regular expression matches
a score. When the students’ answers are consistent with the generated expressions,
they get a score. This method is suitable for students with low diversity of answers
and low difficulty of questions. Jinshui Wang et al. [3]. introduced professional
terms in the field of power system analysis into the dictionary to improve the abil-
ity of word segmentation of professional terms. At the same time, they introduced
ontology and synonym forest in the field of power system analysis to improve the
word similarity calculation ability between common words and professional terms.
However, the disadvantage is that it costs huge human resources to build the scor-
ing data set, which makes it impossible to comprehensively evaluate Objective to
evaluate the effectiveness and universality of the automatic scoring method. Fang
Huang proposed [4] to design a new text translation information automatic scoring
system based on XML structure. By setting weights, the valuable information in
the answers is extracted, the closeness between candidates’ answers and standard
answers is analyzed, and the corresponding scores are given.

(2) Based on the traditional machine learning method. In traditional machine learning,
we usually need to define features manually, and use regression, classification or
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a combination of them to get a score. For example, Sultan et al. [5]. constructed a
random forest classifier using text similarity, termweight and other features. Kumar
et al. [6]. defined a variety of features including key concept weight, sentence
length and word overlap features, and scored them by decision tree, and achieved
good results on ASAP dataset. Jie Cao et al. [7]. proposed that after preprocessing
the student answer text and the reference answer text, the similarity of the topic
probability distribution between the student answer and the reference answer can
be calculated through LDA model training, so as to realize the evaluation.

(3) With the rapid increase of big data storage capacity and computing power, deep
learning has been successfully applied into the field of image recognition and natu-
ral language processing. Shuai Zhang [8] Based on the Siamese Network subjective
question automatic scoring technology, at the same time input student answers and
reference answers for similarity calculation, so as to estimate the score of student
answers, improve the similarity calculation method based on sentence surface fea-
tures, and improve the accuracy. Yifan Wang et al. [9]. used the extended named
entity recognition method to extract some keywords from the candidate answers of
subjective questions, and used the improved synonym forest word similarity calcu-
lation method to calculate the similarity between the candidate keywords and the
target keywords in the standard answers of subjective questions. The method solves
the problem of low matching efficiency in similarity calculation of long text words
and preferentially extracts keywords for similarity calculation, which effectively
improves the performance of similarity calculation of key words in shortening the
calculation time compared with the traditional word similarity methods.

Subjective question scoring faces many challenges. How to calculate the similarity
between standard answers and students’ answers is an important problem in subjective
question scoring model. Traditional models only consider the surface features of sen-
tences by using words, words and other indicators to calculate text similarity, so the
accuracy is not high. There are some researches on the automatic score of composition
by analyzing text coherence in China. Due to the limitation of short text in the answer
text of subjective question, accuracy is not effectively improved by simply increasing
the coherence of the text. In addition, the method of word similarity calculation based
on synonym forest has achieved good results in Chinese text, while applying into long
text may lead to the decline of the method performance and accuracy.

In order to solve the mentioned problems, this paper proposes a fusion method based
on Siamese Network and named entity recognition. On the basis of general lexical fea-
tures, SiameseNetworkmodel is added to judge the similarity between students’ answers
and reference answers, so as to score students’ answers. Compared with other neural
network models, Siamese Network is special in that it inputs two subnets at the same
time Network, and these two subnetworks share weight. The characteristics of Siamese
Network make it have a good effect in measuring similarity. But the disadvantage is
that as a kind of neural network, Siamese Network can only get the scoring results, and
can’t make a reasonable explanation for the scoring results. The extended named entity
recognition method is used to extract some keywords from the candidate answers of
the subjective questions, and the improved synonym forest word similarity calculation
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method is used to calculate the similarity between the candidate keywords and the tar-
get keywords in the standard answers of the subjective questions, which improves the
performance of the original algorithm and effectively shortens the calculation time.

2 Model Presentation

Neural network can accurately measure the similarity between standard answers and
students’ answers. To simulate the process of manual scoring and make a reasonable
explanation for the results of the model, this paper proposes a text similarity matching
model (TSMM) based on Siamese Network, Text similarity matching model and scoring
point identificationmodel (SPRM) based on named entity recognition are used to fuse the
models. Themodel is able to score according to the scoring points of user answers and the
interpretation in the answers. We adopt a two-pronged strategy: on the one hand, we use
deep learning method to extract the scoring points of user answers and highly simulate
“manual marking” to realize the judgment of scoring points hit; on the other hand, we
use Siamese Network model to compare the standard answers with students’ answers.
The final subjective score results are obtained through the fusion of dual-strategy model,
and the overall route diagram is shown in Fig. 1.

Fig. 1. Overall technology roadmap.

3 Related Technologies

Text similarity calculation is the core of the intelligent evaluation system of subjective
questions. The method of text similarity calculation is related to the accuracy and practi-
cability of the whole intelligent evaluation system of subjective questions. The following
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is the text similarity calculation technology involved in the development of the subjec-
tive question automatic evaluation model, including long-term and short-term memory
(LSTM), conditional random field (CRF), pre-training model, Siamese Network and
other text similarity models.

3.1 Long Short-Term Memory (LSTM)

The normal RNN has no solution to the long-termmemory function. For example, trying
to predict the last word of “I majored in logistics when I was in University… I will be
engaged in logistics after graduation.” Recent information shows that the next word may
be the name of an industry. However, if wewant to narrow the selection range, we need to
include the context of “logistics major” and infer the following words from the previous
information. Similarly, in terms of score point prediction, whether the user’s answer or
the standard answer is a long text, the interval between the relevant information and
the predicted position It’s quite possible. However, RNNs are incapable of solving this
problem. As one of the most popular RNNs, long-short term memory network (LSTM)
successfully solved the defects of the original recurrent neural network which has been
applied into many fields such as speech recognition, picture description, and natural
language processing. LSTM is quite suitable for processing and predicting important
events with relatively long interval and delay in time series [10].

3.2 Conditional Random Field (CRF)

In order to make our scoring point recognition model perform better, the marking infor-
mation of adjacent data can be considered when marking data. This is difficult for
ordinary classifiers to do, and also a good place for CRF. CRF is the conditional random
field, which represents the Markov random field of another group of output random
variables y given a group of input random variables X. the attribute of CRF is to assume
that the output random variables establish the Markov random field [11].

The CRF is refered as the speculation of the Maximum Entropy Markov model
in the labeling problem. The CRF layer can be used to predict the final result of the
sequence labeling task, some constraints are added to guarantee that the predicted label
is reasonable. During the training process, these constraints can be adapted consequently
through CRF layer [12].

• The first word in the sentence is constantly begun with the name “O-” or “B-”, rather
than “I-”.

• Label stands for name entity (person name, organization name, time, etc.). The label
“B-L1 I-L2 I-L3 I-…”, L1, L2, L3 are supposed to be entity of the same type.

• A tag sequence that starts with “I-label” is usually unreasonable. A logical sequence
would start with “B-label”.

These constraints will greatly reduce the probability of unreasonable sequence
occurrence in label sequence prediction.
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3.3 Pretraining

The pretraining model is a deep learning architecture, which has been prepared to per-
form explicit assignments on a lot of data. This kind of training is relatively hard to
implement, and always requires a great deal of resources. Therefore, the large number
of parameters it gets make the model implementation results closer to the actual results.
The pretraining model learns a context-dependent representation of each member of
an input sentence using almost unlimited text, and it implicitly learns general syntactic
semantic knowledge. It can migrate knowledge learned from the open domain to down-
stream tasks to improve low-resource tasks, and is also very helpful for low-resource
language processing [13].

The pretraining model has achieved good results in most of NLP tasks, and the
BERT model is a language representation model released by Devlin et al. [14] (Google)
in October 2018. the BERT swept the optimal results of 11 tasks in the NLP field, which
can be considered as the most important breakthrough in NLP field recently. Because
of its flexible training mode and outstanding effect, the BERT model has been deeply
studied and applied in many tasks of NLP. This paper applies few BERT modules for
pretraining tasks.

3.4 Siamese Network

Siamese Network is a kind of neural network architecture which contains two or more
identical subnetworks, which sets the same configuration, same parameters and weights
[15]. Parameter updating is carried out in two subnets. The structure of Siamese Network
is shown in Fig. 2.

Siamese Networks are popular in tasks involving finding similarities or relationships
between two comparable things [15]. Examples of how similar the input or output of
two signatures are from the same person verify whether they are. Usually, in such a task,

Fig. 2. Schematic diagram of siamese network.
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two identical subnetworks are used to process two inputs, and another module will take
their output and produce the final output.

The advantages are as follows: 1. Subnet sharing weight means that training needs
less parameters, which means that it needs less data and is not easy to over fit. 2. Each
subnet essentially produces a representation of its input. It makes sense to use a similar
model for the same type of input (for example, matching two images or two paragraphs).
Representation vectors with a similar semantics, making them simpler to compare.

4 Model Composition and Fusion

For the sake of scoring user’s answers reasonably, this paper proposes an automatic
evaluation model of subjective questions, which is composed of text similarity matching
model (TSMM) and score point recognition model (SPRM). The TSMM calculates the
semantic similarity between the standard answer with the user’s answer. The SPRM is
used to extract the scores of the answers,which is regard as “manualmarking” simulation.
Finally, the final subjective score is obtained by the model fusion.

4.1 The Automatic Evaluation Model of Subjective Questions

Input the standard answer text and student answer text into the score recognition model
after training respectively, then we can extract the score point sequence of two strings
of text, and further match the score points of the two strings of text through the text
similarity matching model after training, so as to calculate the score of each score point
and accumulate it to get the final score X; at the same time, the standard answer and
student answer text are compared Students’ answer text is directly input into the text
similarity matching model to get the overall similarity, that is, the score Y.

Ensemble learning is a paradigm of machine learning. Training multiple models to
solve the same problem and combining them to get better results [16]. One of the most
important assumption is that when the weak models are combined correctly, we can get
more accurate and more robust models.

Considering that both TSMM and SPRM are homogeneous weak learners, bagging
can be used to learn these weak learners independently and in parallel. This method does
not operate the model itself, but acts on the sample set. We use the random selection
training data, then construct the classifier, and finally combine them. Different from the
interdependence and serial operation among classifiers in boosting method, there is no
strong dependency between base learners in bagging method, and parallel operation is
generated at the same time [16].

We use bagging based method to get the final model fusion result through TSMM
and SPRM model, that is, bagging the two scores obtained from the score recognition
model and the text similarity matching model to get the final score.

4.2 Scoring Point Recognition Model (SPRM)

Named entity recognition is to identify entities with specific meaning in text. From
the perspective of knowledge map, it is to obtain entities and entity attributes from
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unstructured text [17]. Therefore, we consider using named entity recognition method
to extract score points. Bi-LSTM refers to bidirectional LSTM;CRF refers to conditional
random field. In SPRM, Bi-LSTM is mainly used to give the probability distribution of
the corresponding label of the current word according to the context of a word, which
can be regarded as a coding layer. The CRF layer can add some restrictions on the final
prediction labels to ensure that the results are valid. These limitations can be learned
from the CRF layer’s automatic training data set during the training process. The text
sequence is processed by Bi-LSTMmodel, the output result is transferred to CRF layer,
and finally the prediction result is output [18].

The part of preprocessing prediction data, that is, sequence labeling has been
completed in data preprocessing.

Take a sentence as a unit, record a sentence with n words as:

x = (x1, x2, ......, xn)

xi represents the ID of the ith word of a sentence in the dictionary, thus obtaining the
one-hot vector of each word (dimension is the dictionary size).

Look-up layer is the first layer of the model, each word xi in a sentence is mapped
from a one-hot vector to a low dimensional character embedding using a pretrained or
randomly initialized embedding matrix xi ∈ Rd , d is the dimension of embedding. Set
dropout to ease over fitting before entering the next layer [19].

Bidirectional LSTM layer is the second layer of themodel that automatically extracts
sentence features. The char embedding sequence (x1, x2, ......, xn) of each word of a
sentence is used as the input of each time step of bidirectional LSTM, and then the

hidden state sequence
(−→
h 1,

−→
h 2, ......,

−→
h n

)
of forward LSTM output and the hidden

state sequence of reverseLSTM
(←−
h 1,

←−
h 2, ......,

←−
h n

)
output in eachposition are spliced

according to the position ht =
∣∣∣−→h t;←−

h t

∣∣∣ ∈ Rm to obtain a complete hidden state
sequence

(h1, h2, ......, hn) ∈ Rn×m

After dropout is set, a linear layer is connected, and the hidden state vector is mapped
from m dimension to k dimension. K is the number of tags in the annotation set, so the
automatically extracted sentence features are obtained and recorded as matrix P =
(p1, p2, ......, pn) ∈ Rn×m. Each dimension pij of pi ∈ Rk can be regarded as the scoring
value of the j-th tag. If softmax is used for P, it is equivalent to k-class classification for
each position independently. However, it is impossible to make use of the information
that has been labeled when labeling each position, so a CRF layer will be connected to
label next [19].

CRF layer is the third layer of the model, which is used for sequence annotation at
sentence level. The parameter of CRF layer is a matrix A of (k + 2) × (k + 2), and Aij

represents the transfer score from the i-th tag to the j-th tag. When labeling a location, it
can use the previously labeled data. The reason for adding 2 is to add a start state to the
beginning of the sentence and an end state to the end of the sentence. If we remember a
tag sequence y = (y1, y2, ......, yn) whose length is equal to the length of the sentence,
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the score of the model for the tag of Sentence x equal to y is as follows [19]:

score(x, y) =
∑n

i=1
Pi,yi +

∑n+1

i=1
Ay−1,yi

The score of the whole sequence is equal to the sum of the scores of each position,
and the score of each position is obtained by combining pi of LSTM output and transfer
matrix A of CRF. Then, the normalized probability can be obtained by Softmax:

P(y|x ) = exp(score(x, y))∑
yexp

(
score

(
x, y‘

))

By maximizing the log likelihood function in the model training, the log likelihood
of a training sample (x, yx) is given by the following formula:

logP
(
yx|x ) = score

(
x, yx

) − log

(∑
y
exp

(
score

(
x, y‘

)))

In the process of prediction (decoding), The Viterbi algorithm of dynamic program-
ming is used to solve the optimal path:

y∗ = argmax
y

score
(
x, y‘

)

The structure is shown in Fig. 3 SPRM structure diagram [20–22]:

Fig. 3. Scoring point recognition model structure

4.3 Text Similarity Matching Model (TSMM)

Themain idea of TSMM is: mapping the input to the target space through a function, and
comparing the similarity in the target space using distance. During the training stage,
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Fig. 4. Text similarity matching model structure.

we minimize the loss function values of a pair of samples from the same category and
maximize the loss function values of a pile of samples from different categories. Its
feature is that it receives two pieces of text as input instead of one piece of text as input.

It can be summarized as the following three points:

• Input is no longer a single sample, but a pair of samples, no longer give a single sample
exact label, and given a pair of sample similarity labels.

• Designed as like as two networks, the network shared weight W, and the distance
measurement of output, L1, L2, etc., were carried out in two.

• According to whether the input sample pairs come from the same category or not, a
loss function is designed in the form of cross entropy loss.

In the Siamese Network, the loss function is comparative loss, which can effectively
deal with the relationship of paired data in the t Siamese Network. The expression of
contrastive loss is as follows [23]:

L = 1

2N

N∑
n=1

yd2 + (1 − y)max(margin − d, 0)2

The specific purpose of Siamese Network is to measure the similarity of two input
texts [24]. In the process of training and testing, the encoder part of the model shares
weight, which is also the embodiment of the word “Siamese”. The choice of encoder is
very wide, traditional CNN, RNN and attention, transformer can be used.

After getting the features u and V, we can directly use the distance formula, such as
cosine distance, L1 distance, Euclidean distance, to get the similarity between the two
texts. However, a more general approach is to build feature vectors based on u and V to
model the matching relationship between them, and then use additional models (MLP,
etc.) to learn the general text relational function mapping.

5 Experiment and Results

5.1 Experimental Data

The data of this paper comes from the official logistics industry corpus and professional
questions provided by China outsourcing service competition in 2020. The data features
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are as follows: short answer questions in the field of logistics vocational education are
basically noun explanation and concept explanation questions, and the sentence structure
is relatively simple; the composition of a piece of data includes serial number, question
description, answer, keyword and keyword description, and the data is divided into three
parts 600.

For the above 600 pieces of data, we expanded the data according to the score
points, and got 5924 pieces of augmented data as the data set for the training of TSMM
model. The characteristics of this training set are: it belongs to the field of Logistics
Vocational Education, and the data composition includes question number, question,
standard answer and user answers with 0 to 10 points.

5.2 Analysis of SPRM Experimental Results

First, we preprocess the existing 600 pieces of data, mainly including sequence anno-
tation, word segmentation, and data cleaning and formatting. For the preprocessed 600
pieces of data, 70% is used as training set, and the remaining 30% is used as test set and
verification set.

Table 1. Scoring point recognition model training results

Accuracy Precision Recall

SPRM 80.54% 57.12% 58.75%

Experimental results: the model loss in the training set is reduced from 53.138512
to 0.93004, and the accuracy rate is 80.54%. For SPRM, the processing in each layer is
relatively simple compared to the existing work, and there is room for improvement in
the future. For instance, the initialization method of word vector embedding we used in
the experiment is simple random initialization. Besides, due to the small size of corpus,
we can consider the pretraining value on a larger corpus. SPRMmay over fit in this case
because of the large number of iterations, so it is necessary to draw a verification set for
early stopping.

5.3 Analysis of TSMM Experimental Results

For the expanded 5924 data, 70% is used for training set, and the remaining 30% is used
for test set and verification set. The loss value of the model is reduced from 174.2736382
to 21.5801761, and the accuracy rate reaches 86.99%. It can be seen that the calculation
effect of using twin network to input standard answers and student answers at the same
time is higher than that only based on the surface features of sentences.

5.4 Experimental Analysis of the Automatic Evaluation Model for Subjective
Questions

After the recognition of the score point sequence by SPRM model, through the word
similaritymatching calculation based on SynonymyThesaurus andCNKI, the subjective
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score can be obtained, which can be used as the comparison between TSMM model
and fusion model. This experiment uses real short answer questions of logistics final
examination, a total of 10 questions as experimental data. After scoring by SPRM,
TSMM and model fusion, the calculated evaluation indexes are as follows lower.

Table 2. The performance of the grading approaches.

MSE RMSE MAE

SPRM 1.96 1.40 1.16

TSMM 0.80 0.89 0.60

Fusion model 0.32 0.57 0.57

Table 2 compares the calculation results of SPRM, TSMM and fusion model under
different indexes. Results show that the fusionmodel has the advantages ofMSE, RMSE,
MAE is the minimum, which shows that the fusion model has more advantages than the
single model of SPRM and TSMM, and the score sequence of SPRM is interpretable to
the fusion model.
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Abstract. There is an urgent need of developing grape picking robot with intel-
ligent recognition function due to the decrease of grape picking workers’ popu-
lation. Acquiring the 3D information of picking coordinate is the key process of
constructing intelligent picking equipment. In this paper, based on SSDMobileNet
neural network model, transfer learning and central deviation angle method were
used to realize the positioning of picking coordinate points of facility cultivation
grape by machine vision. After testing 720 fruit labels, 633 stem labels and 603
leaf labels labelled by pretreatment, the general precision was 79.5%, which was
close to the inherent accuracy of the original model before transfer learning.

Keywords: Agricultural equipment · Object detection · Automatic picking ·
Transfer learning

1 Introduction

Grape picking is one of the most important links in grape production, which directly
affects the market value of grapes. Picking is time-consuming and laborious, and its
labor input accounts for 50% to 70% of the labor input in the entire grape planting
process. The aging population of China is increasing, on the other hand the number of
agricultural workers is decreasing. The inefficient manual picking will inevitably lead
to higher and higher picking costs, and with the prevalence of large-scale and facility
viticulture, the previous manual picking operations are difficult to adapt to the needs of
market development. Therefore, the development of a grape picking robotwith intelligent
recognition function has become a hot research issue for scholars at home and abroad.
One of the key issues in the development of intelligent recognition picking robots is the
recognition and positioning of the target fruit. ZhiyongXie and others used RGB channel
recognition technology to realize the contour recognition of strawberry fruit, with an
accuracy rate higher than 85%. Using the characteristic spectrum of apple reflection,
Zhaoxiang Liu and others used PSD three-dimensional calibration technology to realize
the positioning of the apple fruit, and the maximum deviation was controlled within 13
mm. Traditional optical recognition technology has the advantages of fast recognition
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speed and low structural complexity. However, it has insufficient processing capacity
for obscured branches and leaves and overlapping fruits in a complex environment, and
is difficult to use in actual production.

In recent years, there have been related researches on target positioning based on
deep learning. Grishick proposed R-CNN (Regions with Convolutional Neural Network
Features), which is a regional convolutional neural network [1]. The neural network uses
a selective search algorithm to select 2000 candidate regions in the input image, and uses
the volume of the image of each candidate region, producting neural network for feature
extraction and recognition. This method is the first to combine deep learning with object
detection algorithms. After that, Fast R-CNN and Faster R-CNN were successively
proposed. Fast R-CNN solves the repeated convolution of candidate regions in R-CNN,
and addsROI pooling (Region of interest pooling) to the last layer of the extracted feature
network [2], which significantly speeds up the recognition speed. Faster R-CNN builds
RPN (Region Proposal Networks) on the basis of Fast R-CNN, which directly generates
candidate regions and realizes high-accuracy end-to-end detection [3–5]. Its derivative
iterative network model includes SSD (Single Shot Multibox Detector) etc.

Based on the SSD network model, this paper conducts further transfer learning
and transformation, and uses the mode of multi-image combined analysis to study the
location of grapes cultivated in facilities.

2 Materials and Methods

2.1 Image Acquisition

The image of grapes to be picked was collected as the training set and test set of SSD
MobileNet model transfer learning training. The image of the training set would directly
affect the microstructure of the model, and then affect the final accuracy [6]. Therefore,
when selecting the image, it was necessary to collect representative and wide coverage
images, and pay attention to the complexity of the background to avoid over fitting. The
model of image acquisition equipment was Sony IMX363 with CMOS resolution of
4032 × 3024 pixels, using a lens with an equivalent focal length of 28 mm. In order
to ensure the robustness of the target network model under various light sources, the
light sources were not strictly limited. In the process of image acquisition, the light
sources were randomly distributed. 30 clusters of Pujiang grapes with different shapes
were selected as the experimental object. The cluster height was distributed between
17.3 cm–31.1 cm. The grapes were hung vertically downward perpendicular to the cross
bar of facility cultivation. With the grape stem as the axis center, the lens was 50 cm
away from the axis center. An image was taken every 15°, and a total of 720 color images
were taken.

2.2 Image Pretreatment

The image analysis and processing platform was a computer equipped with windows10
operating system, Intel i7-7700 CPU, 8 GB ram, NVIDIA Quadro P620 2 GB VRAM
professional graphics card.
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The training mode adopted in this paper is supervised learning, that is, it is necessary
to input the label and previous frame content into SSD MobileNet model, and use the
model to construct the mapping function of grape object detection. Manually mark the
collected image with labelimg tool, place the grape fruit string in the rectangular box
of the marking tool, and the upper, lower, left and right edges need to coincide with the
rectangular box. Mark the position of grape stem. The edge marking is the same as that
of fruit string. If the stem is blocked by fruit or leaves, it will not be marked. At the same
time, if there are blades, the blades shall also be marked accordingly. A total of 720 fruit
string labels, 633 fruit stem labels and 201 leaf labels were marked (Fig. 1).

Fig. 1. Manual marking of fruit.

Before the transfer learning training of the image, it is necessary to preprocess the
image to remove some noise that may affect the accuracy, or lift the weight of some low
weight training sets to prevent under fitting [7]. Because the number of 201 leaf labels
collected wasmuch less than the other two types, and there were large differences among
leaves in different viewing angles, this paper oversampled the images with leaves. We
transformed each image with a clockwise tilt of 10° and a counterclockwise tilt of 10°,
so that the images with leaves were expanded to 603. After amplification, label the new
samples manually with labelimg tool. Because there were images captured at various
angles with the grape stem as the axis center, the training set samples were no longer
subject to geometric preprocessing.

2.3 Transfer Learning

In this article, we used a programming environment with Tensorflow 1.14.0-gpu and
CuDNN 7.6.0 to build a new SSD MobileNet.

SSD MobileNet is a neural network model combining MobileNet and SSD algo-
rithm. MobileNet is used for image classification in the front end of the model, and SSD
algorithm is placed in the back end to realize object detection [8]. MobileNet belongs to
a lightweight convolutional neural network structure with relatively low network com-
plexity. It can obtain better recognition rate on platformswith low computing power, such
as mobile processor or embedded chip carried by agricultural machinery. This network
contains the depthwise separable convolution [9]. In the conventional convolution calcu-
lation process, the total number of parameters is the number of channels plus the size of
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the convolution cores. A mature neural network model often involves the combination
of several dozens of layers of convolution and pooling layers, so the size of parameters is
large and will affect its rate. Depth Separable Convolution divides the traditional convo-
lution calculation into two steps. First, Depthwise Convolution is performed, a separate
feature map is generated in each channel. Then Pointwise Convolution is implemented
by using a 1 × 1 convolution core. The weighted operation of the individual feature
map in the depth direction gives a feature map consistent with the number of traditional
convolution processes [10]. Because the number of parameters is significantly reduced
during channel-by-channel convolution, thismethod can significantly reduce the number
of parameters, improve the recognition rate, increase the network depth and increase the
recognition accuracy in the neural network architecture mode with the same number of
parameters.

The MobileNet V1 network structure has 28 layers. The entire network uses only
an average pooling layer of 7 × 7 × 1024 size at the end and a SoftMax classifier
at the front. A serial combination of multiple convolution layers and deep detachable
convolution layers is used at the front, which reduces the computing time required for
pooling. This network model also introduces two superparameters: Width Multiplier α

and Resolution Multiplier β, Width Multiplier α in the convolution result operation is
Dk × Dk × αM × Df × Df + αM × αN × Df × Df, where α ∈ (0,1], when α is 1, for
standard MobileNet model, when α is less than 1, it is a reduction model. Width factor α

can make each layer in the network smaller, further accelerate training and recognition
speed, but will affect accuracy. Resolution Multiplier β is to reduce the length and width
of the input parameter, which can reduce the length and width of the output feature map
in equal proportion [11].

The back-end SSD networkmodel is a modification of the VGG16 network. SSD has
11 blocks, converting the sixth and seventh layers of the VGG16 full connection layer
to a 3 × 3 convolution layer, removing the eighth layer of the Dropout layer and the full
connection layer, and adding a new convolution layer to increase the number of feature
maps. SSD uses a combination of feature maps of multiple resolutions to monitor. For
different size targets, small size feature maps have low resolution and can be used for
large-scale object detection. For fine texture targets, there is also a corresponding large
size feature map to detect. This network is end-to-end, no longer requires candidate
areas, and is more efficient than Faster R-CNN.

In transfer learning, the source domain is the built-in classification in the recognition
classifier inherent in theMobileNet part [12], while the target domain is the classification
set containing fruit strings, fruit stems and leaves. First, the labelled XML identification
file needs to be converted to Tensorflow identifiable TFRecord format data. This paper
divides 80%of the sample data into training set, 10% into test set and 10% into validation
set. When configuring files and pipeline profiles, it is necessary to adjust the parameters
of one training sample according to the size of graphics card’s video memory. The size
used in this paper is 16. We used fixed feature extractor for transfer learning. Solidify
network structures such as mature convolution layers at the front end of the model, were
used as feature extractors for the process required by the target domain. At last, train
classifiers at the end of the network and related parts of the structure for constructing
new classifiers [13–15].
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2.4 Position Calibration

After getting the network model completed by transfer learning, the network model can
identify the contents of the target domain in the image and provide the coordinate points
of the rectangular vertex of the recognition box in the image. During the harvesting
process, the end executor uses the method of cutting the fruit stem and receiving at the
bottom of the fruit string. Therefore, this paper mainly carries out location calibration
on the center of the fruit stem and the bottom of the fruit string.

Depth distance acquisition was carried out with a micro laser range finder. The
measurement accuracy of the range finder is < 1 mm, the measurement range is 0.03–
80.00 m, the spot diameter is less than 0.6 mm under normal working conditions, and
it was parallel to the camera on a 360° rotatable electronic pedestal. The camera lens
center had a horizontal distance of 2.5 cm from the center of the transmission module
of the distance sensor.

When collecting the 3-D coordinate data of the target object, the fruit stem is located
by the return value of the object detection. When the picture combination is only fruit
strings and blades, it prompts for moving until the fruit stem appears. After the object
detection identifies the fruit stem, the target object is placed in the center of the picture
by rotating the rotatable support, and the horizontal and vertical rotation angles of the
support are recorded at this time. Sweep left and right to get the return value characteristic
spectrum of the range sensor. The minimum value x of the characteristic spectrum is
determined as the depth distance, then the three-dimensional coordinate of the target
point is (x·cosβ·sinα, x·sinβ, x·cosβ·cosα) (Fig. 2).

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

-4 -2 0 2 4

D
is

ta
n

ce
 (

m
)

Offset angle ( )

Fig. 2. Characteristic spectrum of distance.
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3 Experimental Results and Analysis

3.1 Object Detection Results

The model was migrated using fixed feature extraction, which included 576 training
sets, 72 test sets and 72 validation sets of fruit strings; 506 training sets of fruit stems, 63
testing sets and 63 validation sets; 482 training sets of leaf blades, 60 testing sets and 60
validation sets. Setting batch size to 16, initial learning rate to 0.003, maximum training
times to 10,000, when iterating training at 5000 times, the recognition accuracy reached
a maximum of 82.9%. Where IOU > 0.85, it was determined correct (Table 1).

Table 1. Results of object detection.

Number of iterations Comprehensive accuracy (%) Loss

1000 56.6 3.117727

2000 62.8 2.222301

3000 75.7 2.473103

4000 76.8 1.623363

5000 82.9 1.607318

6000 80.1 1.509823

7000 76.3 1.586632

8000 75.1 1.593135

9000 77.6 2.698133

10000 73.2 2.553231

When the batch size was reduced to a smaller scale, loss begins to fluctuate greatly
with the increase of the number of iterations, so it is difficult to carry out good normal-
ization conversion, and it is impossible to accurately calculate the mean and variance of
all data. At the same time, the recognition accuracy will also decline significantly [16].
As the batch size increased, the number of parameter updates was less and the gradient
decreases more accurately. However, because of a too large batch size, the training stops
due to the insufficient display memory. At the same time, too large batch size also affects
the performance of the random function [17, 18].

3.2 Comprehensive Test Results

Due to the combination of object detection output, comprehensive image analysis, and
side-axis ranging data, the final three-dimensional coordinate points need to be deter-
minedwith the accuracy of the data. 20 strings of fruits weremeasuredwith a camera and
a ranging sensor installed on a rotatable support. A single target was repeated 10 times,
totaling 200 times. The target recognitionmodel identified the stem and the bottom of the
string. When the IOU is >0.85, the recognition is correct. When the error between the
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three-dimensional coordinate points and the actual measurement was less than 1.5 cm,
the calculation was correct. Among them, the correct number of target recognition was
159, the accuracy was 79.5%, and the accurate number of three-dimensional coordinate
positioning was 159, that is, the error of coordinate calculation of all correctly identified
targets was within the allowable range, and the overall accuracy was 79.5%.The aliasing
frame rate remains around 20 fps, which achieved good recognition results.

4 Discussion

In Tensorflow platform, SSD MobileNet V1 was used to transfer and learn the charac-
teristics of grape picking samples, and the recognition accuracy was close to the original
model. Through the central deviation angle method and the depth data of rangefinder,
the picking three-dimensional coordinate information is constructed.

Transfer learning significantly speeds up the efficiency of model construction, and
eliminates the process of repeatedly adjusting network structure, optimizing network
node parameters, collecting and labeling a large number of sample sets. In the fixed
feature extraction process, there is a better generalization ability of the original mature
network for feature extraction, which makes the recognition rate and accuracy of the
target domain task close to or even exceed the original model. It is very suitable for the
model construction of target recognition of grapes and other fruits and vegetables.

In this paper, the three-dimensional coordinate information obtained by the combi-
nation of object detection and central deviation angle method is constructed from the
orientation of the image receiving end. In the future construction of picking machinery,
the coordinate information can be transformed into the final coordinate point required
for the positioning of the end effector by re-calibration. When the object detection is
completed, the calculation accuracy of three-dimensional coordinate information is close
to 100%. The focus of further improving the comprehensive accuracy lies in the further
transformation and optimization of the object detection model.

5 Conclusion

According to the subdivision steps of grape picking process, SSDMobileNetV1 network
model is used for grape picking sample transfer learning by usingfixed feature extraction.
Combined with the central deviation angle method, we achieved 79.5% comprehensive
accuracy in 200 physical samples, which is close to the inherent accuracy of the original
model before transfer learning. It shows that the method in this paper has achieved ideal
migration effect in the target domain.
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Abstract. In order to solve the problem of single utility between system data
in simulation experiment, the simulation experiment method and experimental
framework of equipment system development are analyzed. This paper constructs
the experimental framework of big data technology in equipment system sim-
ulation, uses big data analysis technology, analyzes the application process in
equipment system simulation experiment, and puts forward the shortcomings and
difficulties of applying big data technology in equipment system simulation exper-
iment. By introducing big data technology, it provides a reference basis forweapon
equipment system development demonstration.

Keywords: Big data · Simulation experiment · Data application

1 Introduction

In recent years, the Key Laboratory of complex ship system simulation has accumulated
a large amount of equipment system demand demonstration data, equipment construc-
tion scheme data, equipment performance data, and equipment performance data in the
process of using the simulation experiment system for equipment system development
to provide support for equipment combat demand demonstration [1], equipment devel-
opment strategy demonstration, equipment planning plan demonstration and equipment
key technology demonstration Force deployment data, equipment combat effectiveness
data, battlefield environment data, key technology data and other multi type data [2–4].
Due to the different use characteristics and storage structure of the data of each system
in the experimental environment, the utility of each system is single, and the value of
the data can not be fully realized [5–7]; Therefore, the author introduces big data tech-
nology to find out the relationship in the process of operational demand demonstration,
development strategy demonstration, planning plan demonstration and key technology
demonstration,mine andgive full play to themaximumutility of existing data, and realize
the integrated and collaborative demonstration among operational demand, development
strategy, equipment construction and key technology [8].
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2 Application Mode of Big Data Technology in Simulation
Experiment

A simulation experiment system has been built with the operational experiment database
and key technology management platform as the data support and the operational deduc-
tion research, operational simulation research, military value analysis method, system
evolution simulation method and technology maturity evaluation method as the theoret-
ical support, so as to complete the demonstration from equipment operational require-
ments to equipment development strategy, and then to equipment construction planning,
Until thewhole process andmulti angle demonstration process of equipment key technol-
ogy demonstration, so as to realize the construction and development of weapon equip-
ment demonstration system [9]. Equipment system of systems experimental framework
is shown in Fig. 1.

Fig. 1. Equipment system of systems experimental framework

The operational experiment database mainly provides data support for operational
deduction research and operational simulation research. Operational deduction research
and operational simulation research jointly provide theoretical support for the equipment
system of systems confrontation simulation experimental environment to support the
demonstration of operational requirements.
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Military value analysis method and system evolution simulation method jointly
provide theoretical support for the simulation analysis experimental environment of
equipment development planning.

The key technology management platform provides data support for the technology
maturity evaluation method, and together constitutes the equipment key technology
evaluation experimental environment to support the key technology demonstration.

The equipment system of systems confrontation simulation experiment environ-
ment, equipment development planning simulation analysis experiment environment,
equipment key technology evaluation experiment environment and combat experiment
database support each other and cooperate organically, which constitute the experimental
framework for the development of equipment system of systems.

3 Application Process of Big Data Technology in Simulation
Experiment

In the demonstration process for the development of equipment system, a set of inte-
grated demonstrationmethods are provided by using the above experimental framework.
There is still no actual coordinated demonstration in the data flow, and the systems only
achieve logical consistency.When facing the demonstration task, they mostly rely on the
experience analysis of arguers, Independently use each system to provide corresponding
experimental support.

Introduce big data technology, adopt big data storage and management technology,
break through the data barriers between systems, comprehensively analyze the heteroge-
neous data ofmultiple systems and scenarios by using big data analysis technologies such
as data mining and in-depth learning, identify valuable information from massive data
information, analyze and judge the laws of strategic and tactical application, equipment
development and construction According to the evolution law of equipment structure
and the iteration law of key technologies, starting from the top level of operational
requirements, clarify the equipment development strategy, put forward the equipment
construction plan, sort out the framework system and development roadmap of key
supporting technologies, and provide scientific experimental support for the better and
faster development of weapon equipment system. The application process of big data
technology is shown in Fig. 2.
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Fig. 2. Application process of big data in equipment system of systems simulation experiment

4 Application Analysis of Big Data Technology

At this stage, the data in the equipment system simulation experiment fails to meet
the requirements of big data characteristics, the data volume is not enough, the data
acquisition process is slow, the real-time contact with the real equipment state cannot be
established, and the battlefield environment data is one-sided and untrue. To make full
use of the advantages of big data technology, we must recognize the shortcomings and
difficulties of applying big data technology in the current equipment system simulation
experiment.
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1) Data acquisition channels are blocked.
At present, major units have established multiple data centers. Due to the poor

organizational relationship, the interconnection between data centers has not been
solved.Many important data are basically distributed in the hands of business organs,
and a complete and easy-to-use data warehouse has not been formed.

2) Poor real-time data.
In the equipment system simulation experiment, the data sources includemilitary

exercises, major subject research, data engineering construction, scheme evaluation,
etc. the real-time performance of the data is difficult to be guaranteed, especially
the equipment strength statistics, which is updated once a year. Even if the data
is obtained, it is the equipment state one year ago, and the research and analysis
conclusions can not reflect the latest equipment situation.

3) The doubling of data volume challenges data storage capacity.
Video, audio, battlefield environment monitoring data and other huge data

sources require the use of special database technology and special data storage
equipment. The doubling of the amount of data is a great challenge to the data
storage capacity.

4) Diverse data types challenge data processing capabilities.
With the increase of multi-source data storage, data types become more com-

plex, including not only traditional relational data types, but also unprocessed, semi-
structured and unstructured data in the form of web pages, video, audio and doc-
uments. The diversification of data types challenges the traditional data analysis
platform.

5) Data heterogeneity and incompleteness challenge the ability of data management.
Equipment system of systems simulation experiments involve a wide range

of data. The data directly obtained or precipitated by experiments are generally
heterogeneous, which is difficult to describe with a simple data structure.

6) Data security challenges organizational management.
Data is faced with security risks in the process of storage, processing and trans-

mission. Formilitary data, data security is the top priority. In order to achieve big data
security and ensure the efficient and rational use of data, it has brought challenges
to the current organization and management mode.

5 Conclusion

In the simulation experiment for the development of equipment system, big data tech-
nology is introduced to mine and analyze the hidden laws of equipment application,
development and evolution according to systematic thinking, so as to provide a scien-
tific basis for the demonstration of system development of weapons and equipment. It
can break the traditional modeling and simulation technology based on accurate calcu-
lation, and realize the fuzzy The new scientific research paradigm without hypothesis
injects new vitality into the equipment system of systems simulation experiment.
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Abstract. The goal of the recommendation system is to recommend products to
users whomay like it. The collaborative filtering recommendation algorithm com-
monly used in recommendation systems needs to collect explicit/implicit feedback
data, and new users do not leave behavioral data on the product, which leads to
cold-start problem. This paper proposes a parallel network structure based on
user interaction, which extracts features from user interaction information, social
media information, and comment information and forms a matrix. The graph neu-
ral network is introduced to extract high-level embedded correlation features and
the role of parallelism is to reduce computing cost further. Experiments based on
standard data sets prove that this method has a certain degree of improvement in
NDCG and HR indicators compared to the baseline.

Keywords: Recommendation system · Cold-start problem · Parallel GCN ·
High-level correlation features

1 Introduction

With the widespread deployment of the Internet and mobile Internet, billions of people
have experienced online shopping. In online shopping applications like Amazon, one
of the most important intelligent systems is the recommendation system, that is, the
system recommends potential products to users or expands users’ interests in other
areas; recommendation systems are also widely used in social networks to automate the
social process of recommending friends or news to users [1].

One kind of recommendation system connect two different areas together, Zero-Shot
learning (ZSL) and Cold-Start Recommendation (CSR) use their own Low-rank Linear
Auto-Encoder (LLAE) [2]. The important challenge faced by online recommendation
systems is the well-known cold start problem: how to provide advice to the new user?
The embedded Influential-context Aggregation Unit (ICAU) as their ways to solve the
problem for CSR. Their ICAU-based Heterogeneous Relations for Sparse model was
presented in the passage to learn the user’s behaviour and give appropriate recommenda-
tions [3]. In the recommendation system, a MAML-based user preference estimator for
movie recommendation. The MeLU model was separated into several layers that could
be constantly updated to suit for new users based on its fast-learning speed. When user
plug in their basic information, the model will adjust the movies for users to evaluate
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based on their ages and work previously collected by the system, then give the recom-
mended movies based on the ratings the user gives. The feature or advantage of the
model could give better results than regular methods, such as PPR and Wide & Deep,
when encounter new users or new items [4]. Another approach of meta-learning to deal
with CSR questions. This model proposed in the paper has the features of fast-learning
speed and offers satisfying results just based on small datasets. Another unique feature
of this model is its adaptive learning based on HINs to cope with different tasks easily.
The result of the researcher’s experiments shows that, in both normal and new condi-
tions, the HIN-based meta-learning model gives better results than regular models used
in previous researches [5].

The recommendation complete current condition of the CSR problems and proposes
their two separate solutions. The first solution is the framework of investigating the CF
approach and machine learning algorithms to improve the performance for CS items.
Then the second solution proposed is based on the first solution’s general framework. The
original timeSVD++ model was presented by researchers to deal with the problem. This
model make uses of CCS items with non-CS items’ similarity, and make use of different
biases predictors to fully demonstrate the ability of the model. The results show that the
timeSVD++ based IRCD-ICS model has the best performance of the five tested model
[7]. The paper [9] proposed one linear-based model to deal with the CSR problems. To
begin their researches, this paper analyzes three popular models that commonly used in
solving CSR recommendations, and leads to the result that they are all the special case
of the linear content-based model. Based on this results, the researchers gives their own
model, the Low-Rank Linear CSR model.

This paper proposes a parallel network structure based on user interaction. The paral-
lel graph neural network structure is used to process a matrix containing user interaction
information, social media information and comment information at the same time. The
purpose is to form a unified information among the three. The embedded structure fully
captures the high-level relevance of the three, and reduces the computational dimension
through parallel GNN. Experiments based on standard data sets prove that this method
is better than baseline in standard measures and has a certain improvement in efficiency.

The rest of this paper is: the part II gives the general method of cold start of the
recommendation system; the part III introduces the parallel network structure based on
user interaction; the fourth part is the score results on the dataset; the last part gives the
conclusion.

2 Cold-Start Recommendation Structure

In the recommendation system application, there are two types of entities, which we call
users and items. Themain purpose of the recommendation system is to filter based on the
user’s preference for a certain item (such as a movie or book), generally using content-
based item features or user social data based on collaborative filtering. The general
structure of the recommendation system is shown in Fig. 1. In the past ten years, due to the
popularization of the Internet, the massive amount of data generated has provided a rapid
development opportunity for the recommendation system. The increasing demand for
recommendation systems has caused many difficulties and challenges. Methods similar
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to cluster filtering and enhanced collaborative filtering have been proposed as a rich
research field, recommendation system still needs continuous improvement.

Bi-clustering and Fusion [12] is a method that combines clustering and scoring
to provide accurate recommendations for social recommendation systems. It tries to
construct dense areas of the item-user rating matrix to solve the cold start problem.
First, the method determines the popular items and extracts the scores into the item-user
rating matrix; next, the role of Bi-clustering is to reduce the sparseness problem, smooth
the ratings and aggregate similar users/items to form clusters, so that the items can be
recommended to the classified customers Bi-clustering and Fusion. Its advantage is that
it improves the accuracy of the recommendation while further reducing the dimension
of the item-user rating matrix. In addition, the solution to the cold start problem is to
remove the impact of sparseness and cluster users/items for smoothing.

Fig. 1. Recommendation system framework [10].

The starting point for the design of neural networks is that computers learn to a
certain extent similar to the way the human brain processes information. For the cold-
start problem of the recommendation system, neural network [13] could optimize the
similarity scoring process, which especially in the hybrid recommendation system by
using neural network to learn user parameters or in the cluster recommendation system
to learn voting information, such as Widrow-Hoff and other methods are used to learn
user/item information to refine user parameter granularity.

The mathematical description of the cold start problem is as follows [8]: U is the
group of users and P is the group of products. au′ represents whether current user
purchased p. Each u ∈ U connected with P and has a timestamp. A small number of
U linked to their social media content. A denote the social media features and each
account has a |A| size vector. The social media account u /∈ U is a new user to the
e-commerce platform because it has no record of purchasing on the platform. In order
to generate a unique product purchase recommendation ranking for each account from
its social media account, due to the heterogeneous problem of social media and product
purchase, the information from the social media account cannot be directly useful for
product recommendation. Change the user’s social account information to feature Vu′ ,
where the purpose of u is to make platform recommendations.
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Common inputs in collaborative filtering include user set U = u1, u2, …, un and
item J = v1, v2,…, vm. The recommendation level in the system can be represented
by a matrix Y ∈ Rm×n that each item yij corresponds to the score of i by j. The general
CF matrix decomposition is based on the rank Y ≈ UV form, where U ∈ R

m×k and
V ∈ R

k×n characterization matrices represent potential factors, and the error is mainly
obtained by minimizing reconstruction [11].

3 Parallel Network Structure Based on User Interaction

The latent factormodel for users is one of the usefulmethods of the user recommendation
system [6], but the interaction between users is often sparse, that is, there is a cold start
problem, which limits the role of the latent factor model. The improved methods include
normalized matrix decomposition for more relationship information similar to those
embodied on social media, which to establish a standardized user-comment similarity
evaluation model, and the use of word2vec to build an embedded model.

Graph representation is a method of describing data structure objects and their rela-
tionships in the form of nodes and edges [14, 15]. In recent years, many researchers
have used machine learning to achieve graph representation, that is, graphs can be used
to represent data structures in complex systems such as social networks for classifi-
cation, Prediction and clustering operations. The graph neural network based on deep
learning has interpretability and good performance. GNN draws on the ability of con-
volutional neural networks to express multi-scale spatial features, but CNN can only
process European data (Fig. 2).

Fig. 2. User interations and expected social connections [6].

Aiming at the problem of data sparseness caused by cold start, this paper proposes
a parallel network cold start recommendation method based on user interaction infor-
mation, social media information, and comment information, which is shown in Fig. 3.
The purpose is to extract the embedded structure between the three types of information
at the same time and obtain more information of high-level correlation inference. The
purpose of the parallel structure is to compress further sparse data to achieve the purpose
of reducing the computational dimension.
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Fig. 3. Parrallel GNN structure based on three information.

In the input part, the user interaction information, social media information and
comment information are combined to extract the embedded structure and form an
embeddedmatrix. In the parallel GNN,multiple Spatio-Temporal GCNparallel methods
are mainly used to divide the matrix into multiple sub-matrices through the connection
structure, where each most sub-matrix is adjusted to achieve parallel compression of
sparse data and reduce the amount of calculation. Finally, loss optimization is performed
and the recommended ranking result is output.

4 Experimental Results

E-commerce platforms like amazon can provide a large amount of user and product data.
Founded in 2004, Yelp is a well-known merchant review website in the United States,
covering merchants in restaurants, shopping malls, hotels, tourism, etc. from all over the
world. Users use the Yelp website to rate merchants and submit reviews.

This paper selects Yelp’s 2014 dataset [16], which has more than 40k business items
and 110k text comments fromPhoenix and other regions. Yelp Reviews format is divided
into two types: JSON and SQL, which contains user/check-in/business/tip/review saved
in JSON files with specified ID. Comments for different business categories maybe very
different in their contents. Therefore, it is necessary to clean and preprocess the data set
to ensure the consistency of the data distribution.

First, we selected 100,000 reviews and converted the JSON format of these reviews
into CSV format. From these reviews, we selected Cold-start users, that is, users with
less than 5 user-item interactions. The model we used was pre-trained on the adjusted
2014 dataset training set. In order to verify the performance of this network structure, we
compared and evaluated the baseline and themethod proposed in this article on the above
data set, and then selected part of the data for parameter fine-tuning, and the number of
iterations in the fine-tuning stage is determined based on experience, and finally tested
on the test dataset (Table 1).
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Table 1. NDCG/HR score and average improvement of two methods.

NDCG@10 HR @10

NeuMF structure 0.1285 0.2671

Proposed structure 0.1324 0.2798

Average improvement 3.0% 4.8%

Normalized Discounted Cumulative Gain is the evaluation index of the sorting result
to evaluate the accuracy of the sorting, where Gain represents the relevance score of each
item in the list, and Cumulative Gain represents the accumulation of the gain of K items.
The calculation formula is nDCGp=DCGp/IDCGp. Here for p< 0.05, the improvement
is statistically significant compared to all other methods.

The baseline in this paper uses Neural collaborative filtering [17], which is a col-
laborative filtering method in recommendation systems. Unlike other algorithms that
use neural networks to extract auxiliary features, user and item are still calculated using
matrix inner products.

Table 1 shows the NDCG and HR scores obtained under the condition of cold start
underNeural collaborative filtering (NeuMF) and the structure proposed in this paper. On
the sparse Yelp dataset selected based on the cold start problem, the percentage improve-
ments on the NDCG@10 andHR@10 indicators were 3.0% and 4.8%, respectively. This
result shows that the proposed structure obtains better scores than the classical NeuMF
method.

5 Conclusion

In online recommendation systems, products are recommended based on a large amount
of user information. The cold start problem has always been one of the thorny issues that
commercial recommendation platforms need to solve. Commonly used collaborative
filtering methods are very unsuccessful for new users who do not have a lot of informa-
tion. This paper proposes a parallel graph neural network based on user interaction, and
extracts the embedded information of the user interaction letter/social media/comment
information matrix to obtain high-level correlation. The parallel method further reduces
the computational cost. Experiments based on the yelp data set prove that the standard
index of this method under cold start conditions has certain advantages compared with
NeuMF.
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Abstract. In this work, the agglomerative hierarchical clustering and K-means
clustering algorithms are implemented on small datasets. Considering that the
selection of the similarity measure is a vital factor in data clustering, two mea-
sures are used in this study - cosine similarity measure and Euclidean distance
- along with two evaluation metrics - entropy and purity - to assess the cluster-
ing quality. The datasets used in this work are taken from UCI machine learn-
ing depository. The experimental results indicate that k-means clustering outper-
formed hierarchical clustering in terms of entropy and purity using cosine simi-
larity measure. However, hierarchical clustering outperformed k-means clustering
using Euclidean distance. It is noted that performance of clustering algorithm is
highly dependent on the similarity measure. Moreover, as the number of clusters
gets reasonably increased, the clustering algorithms’ performance gets higher.

Keywords: Clustering · K-means · Hierarchical clustering · Clustering
comparison · Cosine · Euclidean

1 Introduction

Clustering algorithms are a vital techniques of machine learning, and are widely used
in almost all scientific application including databases [1, 2], collaborative filtering [3],
text classification [4], indexing, etc. The clustering is an automatic process of assem-
bling of data points into similar assembles so that points in the same cluster are highly
similar to each other, and maximally dissimilar to points in other assembles. With the
constantly-increasing volumes of daily data and information, clustering is being unde-
niably helpful technique in organizing collections of data for an efficient and effective
navigation [1]. However, with the dynamic characteristics of the collected data, the clus-
tering algorithms have to be able to cope and deal with the newly-added data in every
second so it would help in discovering knowledge effectively and timely. As one of the
most commonly known techniques for the unsupervised learning, clustering comes with
the main objective finding the natural clusters among the assigned patterns. It simply
groups data points into categories of similar points.

This paper is organized as follows: inSect. 2, relatedwork is briefly covered. Section3
covers methodology including clustering algorithms and similarity measures used in
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this work. Section 3 introduces performance evaluation including experimental setup,
datasets description, evaluation metrics and results. Discussion is concisely covered in
Sect. 4. Finally, conclusions and future work is given in Sect. 5.

2 Related Work

In literature, the Hierarchical clustering is often seen to give solutions of better quality
than k-means. However, it is limited due to its complexity in terms of quadratic time.
Opposed to hierarchical, K-means has a linear time complexity. It is linear in the number
of points to be assigned. However, it is seen to give inferior clusters comparing with
hierarchical. Most of earlier works used both algorithms with K-means algorithm (with
Euclidean distance) is used more frequently to assemble the given data points. In its
nature, K-means is linked with the finding of centroids. The centroids comes from the
Euclidean Geometry itself. K-means also enjoys its being scalable and more accurate
than hierarchical clustering algorithm chiefly for document clustering [5].

In [5], on the other hand, the experimental results of agglomerative hierarchical and
K-means clustering techniques were presented. The results showed that hierarchical
is better than k-means in producing clusters of high quality. In [6] authors compared
two similarity measures - cosine and fuzzy similarity measures - using the k-means
clustering algorithm. The results showed that fuzzy similarity measure is better than
cosine similarity in terms of time and clustering solutions quality. In [7], severalmeasures
for text clustering were described approaches using affinity propagation. In [8] different
clustering algorithms were explained and implemented on text clustering. In [9] some
problems that that text clustering have been facing was explained. Some key algorithms,
and their merits and des-merits were discussed in details. The feature selection and the
similaritymeasurewere the corner stones for proposing an effective clustering algorithm.

3 Methodology

3.1 Term Weighting

TheTermFrequency (TFIDF) technique, as themostwidely used, ofweighting is adapted
in this work.

3.2 K-Means Clustering Algorithm

The k-means clustering algorithm is widely used in data mining [1, 4] for its being more
efficient than hierarchical clustering algorithm. It is used in our work as follows;

1. The number of clusters is one of these K values [2, 4]. That means K-means is run
three times with one different K value each time.

2. The centroids has been chosen at first step randomly.
3. The standard k-means is run by getting all the data points involved in the first loop.

The results are saved for next iteration and centroids are modified. Then, the clus-
tering process run over for successive iteration by setting all points of clusters free,
and randomly selecting new centroids.

4. Step 3 is iteratively continued till either number of iterations reach 30 iterations or
each cluster has been seen in stable state.
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3.3 The Hierarchical Clustering (HC)

Initialization:Given a set of pointsN, the data pointmatrix between points, initial clusters
were initiated by randomly picking head for each cluster [10]. Then, in each loop, for any
new data point, the data point cost between the new point and each cluster is calculated.
The cluster whose average cost is the lowest would contain the relative point at hand.
The step (1) is repeated till all points were clustered. Like K-means, number of clusters
is selected to be one of these K values [2, 4]. That means hierarchical clustering is run
three times with one different K value each time.

3.4 Similarity Measures

The similarity measures, used in this study, are Cosine and Euclidean [1].

Euclidean Distance (ED). In ED, each document is seen as a point in 2D space based
on the term frequency of N terms that would represent the N dimension. ED measures
the similarity between each point pair in this space using their coordinate based on the
following equation:

DEuc(x, y) =
∑√

x1 − y1)2 + x2 − y2)2 + · · · xn − yn)2 (1)

Cosine Similarity Measure. The Cosine similarity, as one of the most widely-used
measure, computes the pairwise similarity between ach document pair using the dot
product and the magnitude of both vectors of both documents. It is computed as follows:

SimCos(x, y) =
∑n

i=1 (x ∗ y)√∑n
i=1 x

2 ∗ √∑n
i=1 y

2
(2)

The union is used to normalize the inner product. Where x and y are the point pair
needed to be clustered.

3.5 Experimental Setup

Machine Description. Table 1 displays themachine and environment descriptions used
to perform this work.
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Table 1. Machine and environment description.

Task Tool Specification

Clustering Language Python 3, Development Software: Jupyter Notebook

OS Windows 8 (64 bit)

Memory RAM 4 GB

CPU Intel I Core ™ (i5)

Dataset Glass & Iris

3.6 Dataset Description

Tables 2, 3 hold the datasets description which is taken literally from UCI (Machine
Learning Repository).

Table 2. Iris dataset

Dataset
characteristics:

Multivariate Number of
instances:

150 Area Life

Attribute
characteristics:

Real Number of
attributes:

4 Date donated 1988–07-01

Associated tasks: Classification Missing
values?

No Number of web
hits:

3536252

Table 3. Glass identification dataset

Data set characteristics: Multivariate Number of instances: 214

Attribute characteristics: Real Number of attributes: 10

Associated tasks: Classification Missing Values? No

3.7 The Clustering Evaluation Criterions

The evaluation metrics used to assess clustering quality are Entropy and Purity.

Purity (also known as Accuracy): It determines how large the intra-cluster is, and how
less the inter-cluster is [1]. In other words, it is use to evaluates how much coherent the
clustering solution is, and is formulated as follows;

Purity = 1

N

k∑

i=1

maxj|ci ∩ tj| (3)
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where N is the number of objects (data points), k is the number of clusters, ci is a cluster
in C, and tj is the classification which has the max count for cluster ci.

Entropy. It is used to measure the extent to which a cluster contain single class and not
multiple classes. It is formulated as follows:

Entropy =
∑c

i=1
ci ∗ log(ci) (4)

Unlike purity, the best value of entropy is “0” and the worst value is “1”.

4 Results and Discussion

In this section, we provide the obtained results of running both algorithms on both
datasets using both measures – Cosine and Euclidean. Three K values for clusters – 2,
4, and 8 – along with using two evaluation metrics.

Table 4. Iris dataset - Cosine

AHC

Metric/K 2 4 8

Entropy 4.60517 4.60937 3.70626

Purity 0.66667 0.66667 0.68

K-means

Metric/K 2 4 8

Entropy 4.60517 4.47621 4.81686

Purity 0.66667 0.97333 0.95333

Table 5. Iris dataset - Euclidean

AHC

Metric/K 2 4 8

Entropy 3.91202 3.93659 3.82572

Purity 0.66667 0.68667 0.7

K-means

Metric/K 2 4 8

Entropy 3.97029 4.68630 4.7789

Purity 0.66667 0.88667 0.97333

For Iris dataset, k-means with cosine outperformed AHC. However, AHC with
Euclidean outperformed k-means. On the other hand, for Glass dataset, AHCwith cosine
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Table 6. Glass dataset - Cosine

AHC

Metric/K 2 4 8

Entropy 4.72739 4.60619 4.62534

Purity 0.48131 0.49065 0.53738

K-means

Metric/K 2 4 8

Entropy 4.96284 4.99857 5.09285

Purity 0.67757 0.71963 0.85981

Table 7. Glass dataset - Euclidean

AHC

Metric/K 2 4 8

Entropy 0.69315 4.93907 4.85886

Purity 0.36449 0.62617 0.67290

K-means

Metric/K 2 4 8

Entropy 4.68213 4.98090 5.09710

Purity 0.51402 0.74766 0.83178

and Euclidean outperformed k-means in terms of entropy. In contrast, k-means out-
weighed AHC in terms of purity for both cosine and Euclidean. If we took this analysis
as points for both algorithm, Table would hold these points.

Table 8. K-means and AHC in points

AHC

Dataset/Measure Cosine Euclidean

Iris 0 1

Glass 1 1

K-means

Dataset/Measure Cosine Euclidean

Iris 1 0

Glass 1 1
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From Table 8, it can be noted that both algorithms have similar trend performance
on both datasets. However, AHC preferred giving smaller entropy than k-mean, when
k-means preferred giving higher purity.

In next Tables 9, 10, 11 and 12,Mean and Standard Deviation (STD) of both Entropy
and Purity were taken in an average of all K values (2, 4, and 8) of each algorithm
with respect to each evaluation metric -Entropy and Purity. Booth Mean and STD are
interpreted using the basic values of entropy and purity that are drawn in Tables 4, 5, 6
and 7).

Table 9. Iris dataset - Cosine

AHC

Mean STD

Entropy 4.30693 0.42474

Purity 0.67111 0.00629

K-means

Metric/K Mean STD

Entropy 4.63275 0.14043

Purity 0.86444 0.14009

Table 10. Iris dataset - Euclidean

AHC

Mean STD

Entropy 3.89144 0.04754

Purity 0.68444 0.01370

K-means

Metric/K Mean STD

Entropy 4.47851 0.36135

Purity 0.84222 0.12908

Table 11. Glass dataset - Cosine

AHC

Mean STD

Entropy 4.65297 0.05320

Purity 0.50312 0.02453

(continued)
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Table 11. (continued)

K-means

Metric/K Mean STD

Entropy 5.01809 0.05484

Purity 0.75234 0.07791

Table 12. Glass dataset – Euclidean

AHC

Mean STD

Entropy 3.49703 1.98291

Purity 0.55452 0.13572

K-means

Metric/K Mean STD

Entropy 4.92035 0.17509

Purity 0.69782 0.13443

Mean (Purity) in k-means is always better than AHC. However, Mean (Entropy)
in AHC is always better than K-means. This confirms our previous analysis that AHC
always produces solutions of lower entropy andK-means always gives solutions of higher
purity. However, STD in AHC is better than K-means on both Iris and Glass datasets for
both Euclidean and Cosine respectively. On the other hand, K-means is better than AHC
on both Iris and Glass datasets for both Cosine and Euclidean respectively. As a rule
of thumb, when STD is >=1, that implies a relatively high variation. However, when
STD <=1, it is seen low. This means that the distributions with STD higher than 1 are
seen of high variance whereas those with STD lower than 1 are seen of low-variance. In
General, STD is better when it is kept as much low as possible which means that data
has less variations around the mean with different K values for clusters.

5 Conclusions and Future Work

In this paper, we tried to briefly investigate the behavior of hierarchical and k-means
clustering algorithms using cosine similarity measure and Euclidean distance along with
using two evaluation metrics – Entropy and Purity. In general, AHC produced cluster-
ing solution of lower entropy than k-means. In contrast, k-means produced clustering
solution of higher purity than AHC. Both algorithms look to have a similar performance
trend on both datasets with AHC being slightly superior in terms of clustering solu-
tion quality. On the other hand, although we have not discussed the run time, we found
from experiments that AHC suffers from the computational complexity comparing with
K-means which was faster. However, the hierarchical clustering produced a clustering
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solutions of slightly high-quality than K-means. As a matter of fact, the performance of
both algorithms on both “small” datasets could not be taken as a decisive factor for the
report on behavior of both algorithm.

Therefore, the future work is directed towards extending this study significantly by:
(1) Proposing new clustering algorithm, (2) including medium-sized and big datasets,
(3) investigatingmore similaritymeasures [12], (4) consideringmore evaluationmetrics,
and finally, (5) studying one more clustering algorithm [13]. The ultimate aim of future
work is to draw a valuable comparison study between all algorithms on target datasets
so that the best combination of clustering algorithm and the relative similarity measure
is captured. Moreover, the effect of using a different incremental number of clusters “K”
is investigated.
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Abstract. In recent years, meteorological environment has become a topic of
concern to people. Various meteorological disasters threaten human life and pro-
duction. Accurate and timely acquisition of meteorological data has become a
prerequisite for dealing with various aspects of production and life, and also laid
a foundation for weather prediction. For a long time, meteorological data acquisi-
tion system combined with modern information technology has gradually become
a hot spot in the field of meteorological monitoring and computer research. The
continuous development of NB-IoT technology has brought new elements to the
research of meteorological monitoring system. This paper designs a weather sta-
tion system based on NB-IoT, including data acquisition module, main controller
module, NB-IoT wireless communication module, energy capture module, low
power consumption scheme, etc.

Keywords: NB-IoT ·Meteorological monitoring · Low power consumption
scheme · Internet of Things platform

1 Introduction

Due to the changeable climate and environment of the Earth, People’s Daily production
and life are greatly affected. In order to obtainmeteorological data accurately and timely,
meteorological stations are established all over the world for meteorological monitoring
[1]. In order to develop meteorological monitoring, our country has also made great
efforts to build meteorological stations, most of which are centralized and the system
used is relatively backward. Because there are many manufacturers of domestic weather
stations, their quality is mixed and their technology is uneven, so there is no certain
standard for meteorological data. In addition, China has introduced a variety of foreign
weather stations for direct application. Due to geographical and human factors [2], these
weather stations are really not suitable for China’s actual situation.

The rapid development of Internet of Things (IoT) technology has triggered more
scholars to explore the application of NB-IoT in industrial and commercial fields. The
current wireless data transmission modes, such as WiFi and Bluetooth modes, have a
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series of disadvantages, such as high power consumption and unstable data transmission
efficiency [3, 4]. The existence of this phenomenon makes it necessary for the Internet
of Things to study a new wireless data transmission technology to solve the above
disadvantages [5]. NB-IoT technology is well suited for data transmission in IoT related
applications. Driven by operators and device manufacturers, it has developed rapidly,
and in a very short period of time [6], pilot projects have been opened in many cities.
It can be seen that NB-IoT technology has developed rapidly in a very short period of
time, from project landing to pilot in a very short time. The biggest factor is that NB-IoT
technology has the advantages of low power consumption, low cost and long distance.

In this paper, STM32L051C8T6 development board is used as the master con-
troller to connect with the weather sensor, and NB-IoT technology is used for wireless
communication to optimize the traditional weather station. The main work is as follows:

(1) Design a low-consumption system scheme, so that the system can keep running for
a long time, low power demand.

(2) Solar panels and ultracapacitors are used to construct energy capture and storage
of the system, and NB-IoT wireless communication module is built based on BC35
series chips, which has the characteristics of low cost and stable communication.

(3) The cloud platform for data upload to the Internet of Things is realized to provide an
interface for real-time acquisition of meteorological data, with the goal of building
smart weather.

2 Related Work

Literature [7] proposes a multi-functional integrated weather station, which is mainly
applied to precision agriculture and urban climate. Compared with the reference station,
it is very consistent in most standard weather variables, and has the characteristics of
low cost, low maintenance cost and low power demand. Literature [4] proposes portable
automatic weather station, which is mainly used to measure glaciers, and includes three
important components: The data recorder records wind direction, wind speed, relative
humidity, atmospheric pressure, freezing temperature, temperature, solar radiationmete-
orological elements. The power system consists of a 10 W, 20× 30 cm solar panel. The
tripod is made of carbon fiber and stainless steel, a recyclable material. Literature [8]
proposes the ZigBee-based intelligent weather station, which is mainly used to provide
data for weather prediction. It is composed of the measurement unit based on the SiLab
C8051F020microcontroller to measure the data of temperature, relative humidity, atmo-
spheric pressure and solar radiation,which is sent to the base station by theXBeemodule.
Then the base station will store the data to the Access database. Literature [9] based on
Internet of things technology and automatic meteorological monitoring system, embed-
ded system is mainly used in monitoring of air and weather conditions, to collect the
meteorological data such as temperature, relative humidity and atmospheric pressure,
and then sends the data to the remote application or database, finally the data, can be
in the form of graphics and tables to visualize, Provides remote access and mail alerts.
Literature [10] proposes wireless portable meteorological monitoring station, which is
mainly used to collect weather data and provide shared data. The meteorological sen-
sor is connected with THE PIC16F887 microcontroller to measure wind speed, wind
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direction, relative humidity, atmospheric pressure, rainfall, solar radiation, ground and
environmental temperature, and the industrial standard Modbus communication proto-
col is realized. Upload data to the onlineMYSQL data server for data sharing. Literature
[11] is proposed based on NB-IoT communication model and the Internet of things
technology of automatic meteorological station, is mainly used in intelligence, wis-
dom, meteorological city, based on the technology of digital sensors and independent
power supply, intelligent sensor run independently and wireless data transmission, data
through data platform for data analysis, data interface for networking meteorological
information.

In this paper, the NB-IoT wireless data transmission technology is adopted to opti-
mize the weather station and upload the acquired data to the cloud platform for users to
monitor the meteorological data in real time [12]. The research results solve the disad-
vantages of traditional weather stations to a certain extent, and have a certain research
significance for the development of weather stations and NB-IoT.

3 Hardware Design

The hardware design of intelligent weather station based on NB-IoT is BME680 sensor,
ZPH02 dust sensor, VEML6070 ultraviolet sensor used to collect data, and the main
controller module STM32L051C8T6 is used to ensure the stability of data transmission
[13], signal control order, and program implementation efficiency. The energy capture
module uses 3 W 9 V small solar panel to capture energy, and the NB-IoT wireless
communication module uses BC35G chip to transmit data to the Cloud platform of the
Internet of Things (Fig. 1).

Fig. 1. Overall hardware architecture

The main controller module is the core of the whole hardware. It is connected
with the data acquisition module through the serial port to collect meteorological data.
The main controller module is connected to the wireless data transmission module to
realize data uploading to the cloud platform [7]. As for the main controller module,
STM32L051C8T6 development board is selected, which can carry out high-speed data
processing under the condition of low power consumption and is equipped with high-
speed embedded storage and memory protection unit and rich input and output data
interfaces. In order to ensure the stable operation of the hardware part of the system, it is
necessary to design the circuit, and the stable voltage required by each device is different.
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The design of low-power system is carried out. Themain controller of STM32L051C8T6
uses 1.8 V voltage. The working voltage of NB-IoT wireless communication module is
3.3 V; BME680 sensor and VEML6070 sensor in the data acquisition module need 3.3 V
working voltage, while ZPH02 sensor needs 5 V power supply; The MICROcontroller
uses XC6206P182 ultra-low pressure difference 1.8 V LDO to supply power; The sensor
and wireless communication module use the automatic pressure raising chip TPS63070,
and the PM2.5 sensor needs 5 V power supply. To sum up, the system circuits need to
be designed to allow each module to operate at a normal operating voltage (Fig. 2).

Fig. 2. Circuit design of voltage regulation scheme

The energy capture module uses a 3 W 9 V small solar panel to capture energy, and
two 2.8 V 3000 F supercapacitors in series to store energy. The LM2596S stabilized
power module can stabilize the output voltage of the supercapacitor. The NB-IoT wire-
less communication module selects BC35G chip, which has the characteristics of wide
coverage, low power consumption, low cost and large connection. It can transmit the
data in the data acquisition module to the Cloud platform of the Internet of Things. In the
data acquisition module, BME680 sensor was used to detect temperature and humidity,
air pressure and smoke resistance, ZPH02 dust sensor was used to collect PM2.5, and
VEML6070 ultraviolet sensor was used to detect ultraviolet. The hardware PCB design
of the system adopts AD20, which ensures the normal working voltage of the whole
system module when the main control board is designed. In addition, the pins of the
main controller are directly set out to facilitate the access of the data acquisition module.
In order to ensure the small size of the intelligent weather station, the SIM card slot is
welded on the back of the PCB board (Fig. 3).
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Fig. 3. System PCB

4 Software Design

In the system software design stage, mainly including: data acquisition module design,
low power design, NB-IoT wireless communication module design. On the basis of
low-power design, the data acquisition module collects temperature, relative humidity,
atmospheric pressure, smoke resistance, PM2.5, ultraviolet data and transmits it to the
Cloud platform of the Internet of Things through the NB-IoT wireless communication
module to realize data storage.

4.1 Data Collection Module

Temperature, relative humidity, atmospheric pressure, smoke resistance collection: The
SDA and SCL of BME680 sensor in the data acquisition module communicate with
the IIC interface of PB15 and PB13 of the master controller respectively. When PB15
and PB13 are used as the IIC bus interface, the IIC working mode needs to be config-
ured for MCU. Turn on the GPIO Clock using the built-in firmware library function
RCC_APB2Periph Clock Cmd() and set PB15 and PB13 to IIC mode with GPIO_Init
struct.pin. At the same time, use GPIO_Init struct. Speed to set the transfer Speed to
GPIO_SPEED_FREQ_LOW, use gpio_initstruct. Mode to set the open output Mode,
and use HAL_GPIO_Init() to initialize the GPIO port. Collect environmental parameters
after port configuration (Fig. 4).

Collection of PM2.5 concentration: The COLLECTION of PM2.5 concentration is
mainly connected to the PA2 pin of the main controller module through the RX pin of
the ZPH02 dust sensor. The pin outputs electrical signals in serial port mode, which
is converted into digital signals through the A/D of the main controller, and outputs
the CONCENTRATION of PM2.5 after processing. PM2.5 detection procedures are as
follows:
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Fig. 4. Flow chart of BME680 sensor subsystem

int Get_dust25(void)
{ 

if(USART2_RX_BUF[0]==0xff&&USART2_RX_BUF[1]==0x18)
 { 

dust25=(USART2_RX_BUF[3]*100)+USART2_RX_BUF[4];
return 1;

} 
else

return 0;
} 

Ultraviolet parameter collection: In the design of ultraviolet data acquisition pro-
gram, the VEML6070 ultraviolet sensor itself can directly convert the ultraviolet light
sensitivity into digital signal.VEML6070UVsensor detection procedures are as follows:
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u16 VEML6070_ReadValue(void)
{ 

u8  value_h=0;
u8  value_l=0;
VEML6070_ReadData(VEML6070_ARA);

value_h = VEML6070_ReadData(VEML6070_READ_VALUE2);
VEML6070_ReadData(VEML6070_ARA);

value_l = VEML6070_ReadData(VEML6070_READ_VALUE1);
veml6070_val = (value_h<<8) + value_l;
VEML6070_ReadData(VEML6070_ARA);
VEML6070_WriteCmd(VEML6070_SLAVE_ADDRESS,VEML6070_SET

_VALUE);
return veml6070_val;

} 

4.2 Low Power Solution

The main function module is the program design of the whole main controller module
to control other devices, which is mainly reflected in two aspects of system power
consumption processing and data processing. The program design of the main controller
module mainly realizes the clock setting, the use of serial port initialization and the
process of data sending and receiving. After the system is powered on, the clock and
peripherals of the system are automatically initialized. After that, the low-power mode
of the system exits, and RTC is used for periodic wake up. After wakeup, I/O and
peripherals to be used are reconfigured to send data. After the data acquisition module
obtains the environmental data from the area to be tested, data transmission is carried
out through IIC communication or UART communication.

In the design of low power consumption, wireless data transmission is adopted. The
single chipmicrocomputer turns off the power of The ZIGBEEmodule, sets all IO except
the burning port to analog input mode, and turns off the clock of all peripherals. Then
the single chip microcomputer enters the STOP mode and uses RTC to wake up at a
certain time. Wake up and reconfigure IO and peripherals to be used and send data.

4.3 NB-IoT Wireless Communication Module

The NB-IoT module connects to the Cloud platform of the Internet of Things. The
implementation code is as follows:
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void NB_SetCDPServer(uint8_t *ncdpIP,uint8_t *port)
{ 

memset(cmdSend,0,sizeof(cmdSend));
strcat(cmdSend,"AT+NCDP=");
strcat(cmdSend,(const char *)ncdpIP);
strcat(cmdSend,",");
strcat(cmdSend,(const char *)port);
strcat(cmdSend,"\r\n");
NB_SendCmd((uint8_t*)cmdSend,(uint8_t*)"OK",DefaultTimeout,1);

} 

The wireless data module needs the CoAP protocol to transmit data to the cloud
server, and the BC35G device is designed to register with the route T/R of the Cloud
server of the Internet of Things. The CDP server subscribes to the T/D resources of the
BC35G device and waits for the BC35G device to send CoAP instructions to it. If the
BC35G device receives the +NMGS instruction, it transmits data to the CDP server
through the CoAP instruction.

The CDP server serves as the CoAP client and the BC35G serves as the CoAP server.
The CDP server sends downlink data to the T/D resource of the BC35G device through
THE POST method.

5 Tests and Results

After the design and implementation of the software and hardware of the system, the
design of energy capture module, data acquisition module, main controller module and
wireless communication module is completed. In order to verify the feasibility and
stability of the system in practical application, we need to test the data collection, NB-IoT
communication and power consumption of the system.

Comparing the temperature data collected by the sensor with the readings of the
traditional thermometer, it is found that the readings are basically the same, and the
humidity, pressure, smoke resistance, PM2.5 and ULTRAVIOLET data are basically the
same as the data obtained by the traditional weather station (Table 1).

Table 1. Part of the data

Temperature Relative
humidity

Atmospheric
pressure

PM2.5 Ultraviolet
light

Smoke
resistance

Time

24.67 °C 65.21% 100448.0 Pa 10.2 ug 4 uW 1069.0h� 20210519
14:58

24.22 °C 65.85% 100342.0 Pa 12.3 ug 2 uW 837.0h� 20210519
17:34

(continued)
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Table 1. (continued)

Temperature Relative
humidity

Atmospheric
pressure

PM2.5 Ultraviolet
light

Smoke
resistance

Time

24.79 °C 60.76% 100756.0 Pa 9.8 ug 5 uW 894.0h� 20210520
12:44

25.36 °C 62.27% 100568.0 Pa 10.4 ug 3 uW 952.0h� 20210521
15:27

25.42 °C 62.97% 100543.0 Pa 10.3 ug 3 uW 992.0h� 20210521
15:51

5.1 Collect Data

Before the system data acquisition test, you need to usemultimeter on every pin detection
circuit of the system, respectively, in order to confirmwhether can normal between circuit
electricity, and need to check each device in the circuit board welding in normal state,
the electricity, note that each sensor, the main controller and wireless communication
module if there is a fever more serious phenomenon, To ensure the normal operation of
the hardware circuit, the data acquisition function of each sensor is tested.

5.2 Wireless Communication Module Data Transmission Test

As the terminal software is programmed to upload data once every minute (for the
convenience of testing, usually once an hour), after testing, the data collected by the
data acquisition module can be normally uploaded to the cloud platform within a certain
collection time through the wireless communication module after being processed by
the primary controller.

5.3 System Power Test

The solar energy capture module is connected to the data acquisition module, and the
3W9V solar panel is used to capture the electricity, and two 2.8 V 3000 F supercapacitors
are used to store the electricity, so as to realize the long-term automatic power supply of
the system, which has a very long battery life and low maintenance cost.

Through the current test of the whole system, the electricity situation table of the
system is obtained (Table 2).

Table 2. System power usage

Current of the system in standby mode Working state current of the machine

About 5 uA About 80 mA
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6 Conclusion

Through the design and development of hardware and software, the NB-IoT meteoro-
logical monitoring station is realized. The hardware is composed of standard weather
sensors and interfaces with the STM32L051C8T6 master controller to detect tempera-
ture, humidity, air pressure, smoke resistance, PM2.5 and ULTRAVIOLET data in the
environment, and upload the data to the cloud platform of the Internet of Things through
the NB-IoTwireless transmissionmodule. In the design, solar panels and ultracapacitors
are used to build the energy capture module of the system [14], NB-IoT wireless com-
munication module is built based on BC35 series chips, and a low-power system scheme
is designed with the characteristics of low cost, low power demand, low maintenance
cost and easy to use [15, 18]. Future research directions are as follows:

Solar energy capture method is adopted in this system design, and the volume of
ultracapacitors is large. In addition, solar energy capture is easily affected by weather, so
a more environmentally friendly power generation method can be adopted in subsequent
studies.

Add the NB-IoT wireless data transmission module to the storage system to prevent
the failure of data uploading to the cloud platform due to network connection failure.

Acknowledgments. This work was supported by the Industry Collaborative Innovation Fund of
Anhui Polytechnic University and Jiujiang District under Grant No. 2021cyxtb4, and the Science
Research Project of Anhui Polytechnic University under Grant No. Xjky2020120.

References

1. Kull, D., Riishojgaard, L.P., Eyre, J., Varley, R.A.: TheValue of Surface-basedMeteorological
Observation Data. World Bank 2021-01-01

2. Liu, T., Zhang, D.: Advances in the quality control methods of air temperature data at surface
automatic weather stations. IOP Conf. Ser. Earth Environ. Sci. 769(2), 022060 (2021)

3. Tian, G.P.: Application of wireless communication technology in automatic weather station.
Electron. Meas. Technol. 44(07), 154–158 (2021). (in Chinese)

4. Netto, G.T., Arigony-Neto, J.: Open-source automatic weather station and electronic ablation
station for measuring the impacts of climate change on glaciers. HardwareX 5, e00053 (2019)

5. Bian, Z.Q., Liu, X., Shao, L.J., et al.: Design and implementation of wind tunnel for wind
resistance test of meteorological sensor. Electron. Meas. Technol. 43(21), 15–18 (2020). (in
Chinese)

6. Guerrero Osuna, H.A., Luque-Vega, L.F., Carlos-Mancilla, M.A., Ornelas, V.G., Castañeda
Miranda, V.H., Carrasco-Navarro, R.: Implementation of a MEIoT weather station with
exogenous disturbance input. Sensors 21(5), 1653 (2021)

7. Dombrowski, O., Hendricks Franssen, H.J., Brogi, C., Bogena, H.R.: Performance of the
ATMOS41 all-in-one weather station for weather monitoring. Sensors (Basel Switzerland)
21(3), 741 (2021)

8. Haefke, M., Mukhopadhyay, S.C., Ewald, H.: A Zigbee based smart sensing platform
for monitoring environmental parameters. In: Conference Record IEEE Instrumentation &
Measurement Technology Conference, pp. 1–8 (2011)



Based on Internet of Things Platform Using NB-IoT Communication 643

9. Mabrouki, J., Azrour, M., Dhiba, D., Farhaoui, Y., El Hajjaji, S.: IoT-based data logger for
weather monitoring using Arduino-based wireless sensor networks with remote graphical
application and alerts. Big Data Min. Anal. 4(01), 25–32 (2021)

10. Devaraju, J.T., Suhas, K.R., Mohana, H.K., Patil, V.A.: Wireless portable microcontroller
based weather monitoring station. Measurement 76(5), 189–200 (2015)

11. Chen, J., Sun, Y., et al.: Research on application of automatic weather station based on Internet
of Things (2017)

12. Wellyantama, P., Soekirno, S.: Temperature, pressure, relative humidity and rainfall sensors
early error detection system for automaticweather station (AWS)with artificial neural network
(ANN) backpropagation. J. Phys. Conf. Ser. 1816(1) (2021)

13. Benghanem, M.: Measurement of meteorological data based on wireless data acquisition
system monitoring. Appl. Energy 86(12), 2651–2660 (2009)

14. Zeng, Y., Ji, B.Y.: Design of automatic weather station system with self-checking function.
Foreign Electron. Meas. Technolo 39(10), 88–93 (2020). (in Chinese)

15. Fausto, R.S., Abermann, J., Ahlstrøm, A.P.. Annual surface mass balance records (2009–
2019) from an automatic weather station on Mittivakkat Glacier, SE Greenland. Front. Earth
Sci. 8, 251 (2020)

16. Wu, H.Y., Li, Z.H., Li, W.Y., et al.: Characteristics analysis of extremely severe precipitation
based on regional automatic weather stations in Guangdong. Meteror. Mon. 46(6), 801–812
(2020). (in Chinese)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Complex Relative Position Encoding
for Improving Joint Extraction of Entities

and Relations
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Abstract. Relative position encoding (RPE) is important for transformer based
pretrained language model to capture sequence ordering of input tokens. Trans-
former basedmodel can detect entity pairs alongwith their relation for joint extrac-
tion of entities and relations.However, priorworks suffer from the redundant entity
pairs, or ignore the important inner structure in the process of extracting entities
and relations. To address these limitations, in this paper, we first use BERT with
complex relative position encoding (cRPE) to encode the input text information,
then decompose the joint extraction task into two interrelated subtasks, namely
head entity extraction and tail entity relation extraction. Owing to the excellent
feature representation and reasonable decomposition strategy, our model can fully
capture the semantic interdependence between different steps, as well as reduce
noise from irrelevant entity pairs. Experimental results show that the F1 score
of our method outperforms previous baseline work, achieving a better result on
NYT-multi dataset with F1 score of 0.935.

Keywords: Complex relative position encoding · Pretrained language model ·
Joint extraction

1 Introduction

Transformer recently has drawn great attention in natural language processing because of
its superior capability in capturing long-range dependencies [1]. Extracting entity pairs
with relations from unstructured text is an essential step in the construction of automatic
knowledge database. Joint extraction of entities and all the possible relations between
them at once, which considers the potential interaction between the two subtasks and
eliminates the error propagation issue in traditional pipeline method [2, 3]. A typical
joint extraction scheme is ETL-Span [4], which transforms information extraction into
a sequence labelling problem with multi-part labels. It also proposed a novel decompo-
sition strategy to decompose the task into simpler modules, that is, to decompose the
task into several sequence label problems hierarchically. The key point is to distinguish
all candidate head entities that may be related to the target relation starting from the
beginning of the sentence, and then mark the corresponding tail entity and relation for

© The Author(s) 2022
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each extracted head entity. This method achieves excellent performance in overlapping
entity extraction.

Despite the efficiency of this framework, it is weak for the limited feature repre-
sentation comparing with other complex models, especially transformer-based encoder
BERT [5]. Using BERT to encode sentence extraction features could share feature rep-
resentation with advanced semantic information. However, the Transformer [6] based
network structure is a superposition of self-attention mechanism, which is inherently
unable to learn the sequential relations of sentences. The position and order of words
in the text are very important features, which will affect the accuracy of information
extraction task in which the target is determined by the boundary.

To address the aforementioned limitations, we present our cRPE-Span model, which
makes the following contributions:

1. The shared embedding module is improved through BERT, and the complex field
relative position encoding is added to represent the relative position information
between entities, so that the extractor can consider the semantic and position
information of the given entity when marking the tail entity and relation.

2. The hierarchical boundary marker only marks the entity start and end position in
a cascade structure and ignores the entity category, which could reduce the task
difficulty for one step prediction process, and then alleviate the accumulated error.

3. Our method achieves consistently better performances on three benchmark datasets
of entity and relation joint extraction, obtaining a better result on NYT-multi dataset
with F1 score of 0.935.

2 Related Works

The entity-relation extraction task has always been widely concerned for its crucial role
in information extraction. For most traditional methods ignore the interaction between
entity recognition and relationship extraction, researchers have proposed a variety of
joint learning methods with end-to-end neural architectures [4, 7–9]. Unfortunately, due
to the shared encoder limitation, thesemethods cannot fully exploit the inter-dependency
between entities and relations.

Introducing powerful transformer-basedBERT to encode the input information could
enhance the capability of modeling the relationship of tokens in a sequence. The core of
transformer is self-attention, however, the self-attention has an inherent deficiency that
it does not contain sequential order information of input tokens, so that it needs to add
positional representations to encode information explicitly. The approaches for positional
representations of transformer-based network can fall into two categories. The first one
is the absolute position encoding, which inject the positional information to themodel by
encoding the positions of input tokens from 1 to maximum sequence length. Typically,
sinusoidal position encoding in Transformer and learned position encoding in BERT,
GPT [10]. However, such absolute positions cannot model the interaction information
between any two input tokens explicitly. Therefore, the second relative position encoding
(RPE) extends the self-attentionmechanism to consider the relative positions or distances
between sequential elements. Such as the model NEZHA [11], Transformer-XL [1], T5
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[12] and DeBERTa [13]. As such information is not necessary for non-entity tokens, and
may introduce noise on the contrary. Different from the relative positions mentioned
above, we introduce complex relative position encoding (cPRE) into BERT for entity
and relation joint extraction.

3 Method

cRPE-Span joint extraction structure is an end-to-end neural architecture, which jointly
extracts entities and overlapping relations. We first add the cRPE to the powerful
transformer-based BERT, and then use it to encode the input information for more
accurate representation of the relative position information between entities. In the joint
extraction structure, we use span-based tagging scheme as well as the reasonable decom-
position strategy. In essence, the framework reduces the influence of redundant entity
pairs, and captures the correlation between the head entity and the tail entity, thus obtain-
ing better joint extraction performance. Figure 1 shows the framework diagram of our
cRPE-Span extraction system.

Fig. 1. Framework diagram of our cRPE-Span extraction system

3.1 Shared Feature Representation Module

Intuitively, the distance between entities and other context tokens provides important
evidence for entity and relation extraction. So we inject location information for this
network structure by adding position encodings to the input token embedding. In Trans-
former, absolute positional encoding in the form of sine and cosine function is generally
used, which can ensure that each position vector is not repeated and there is a relationship
between different positions. However, Yan et al. [14] found that the location information
of trigonometric function, which is commonly used in Transformer, will lose its relative
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relationship in the process of forward propagation. Similarly, the embedding vectors of
different positions have no obvious constraint relationship in transformer-based BERT.
Because the embedding vectors of each position are independently trained in BERT, so
they canonlymodel absolute position information, andnotmodel the relative relationship
between different positions (such as adjacency and precursor relationship).

In order to make the model capture more accurate relative position relationship, we
add the cRPE to the input of BERT except its origin learned position embedding. The
continuous function of complex field is adopted to encode the representation of words
in different positions. In this paper, the input embedding vector of BERT is the super-
position of four embedding features, namely piece-wise word embedding, segmentation
embedding, learned position embedding and complex field position embedding.

Relative Position Embedding in Complex Field. Typically, the method to encode the
relative position between the token xi and xj into vectors pVij , p

Q
ij , p

K
ij ∈ R

dz is encoding the
positional vectors into the self-attention module, which reformulates the self-attention
module as

zi =
∑n

j=1
αij(xjWV + pVij ) (1)

each weight coefficient αij is computed using a softmax:

αij = exp
(
eij

)
∑n

k=1 exp(eik)
(2)

where eij is calculated using a scaled dot-product attention:

eij =
(
xiWV + pQij

)(
xiWV + pQij

)T

√
dz

. (3)

Instead of simply adding the word vector and the position vector, we use a function
to add the position information modeling the relative position of words. This function is
continuously changing with the position. Like complex relative position representations
proposed by Wang et al. [15], we first define a function to describe the word in the text
with position pos and index j as:

f (j, pos) = gj(pos) ∈ R
D (4)

g is a vector-valued function, which satisfies the following two properties:
1. There exists a function T : C × R → R such that for all pos ≥ 0, n ≥ 0,

gi(pos + n) = T(n,gi(pos)). Namely, if we know the word vector representation of a
word at a certain position, we can calculate the word vector representation of it at any
position. That is to say, linear transformation has nothing to do with position, but only
with relative position.

2. There exists δ ∈ R+ such that for all position pos, gi(pos) <= δ. That is, the
norm of the word vector is bounded.

If T is a linear function, then gi(pos) admits only one solution in vector:

rjei(wjpos+θ j) (5)



648 H. Cai et al.

it can also be written in the form of components as:
[
rj,1e

i(wj,1pos+θj,1), rj,2e
i(wj,2pos+θj,2), . . . , rj,De

i(wj,Dpos+θj,D)
]

(6)

In this way, we hope to get the word order modeling in this smooth way. Where rj
is the amplitude, θ j is the initial phase, wi is the angular frequency. Amplitude is only
related to the index of words in the sentence, which represents the meaning of words
and corresponds to ordinary word vectors. Phase wjpos + θ j is not only related to the
word itself, but also related to the position of the word in the text. It corresponds to the
position of a word in the text. When the angular frequency is small, the word vectors of
the same word in different positions are almost constant. In this case, the word vector in
complex field is not sensitive to position, which is similar to the ordinary word vector
without considering position information. When the angular frequency is very large, the
complex-valuedword vector is very sensitive to the position andwill change dramatically
with the change of position.

3.2 Joint Extraction of Entities and Relations

The joint entity and relation extraction task is transformed into a sequential pointer
marking problem. Firstly, the hierarchical boundary marker is used to mark the start and
end positions in a cascade structure, and then the multi span decoding algorithm is used
to jointly decode the head entity and tail entity based on the range marker, and the index
of the start and end positions is predicted to identify the entity boundary.

Joint Extractor. The extractor consists of a head entity extractor (HE) and a tail entity
and relationship extractor (TER). For entity extraction, the HE and TER are decomposed
into two sequential marking subtasks. The subtasks are to identify the entity starting and
end position by using pointer network [16]. The difference HE and TER is that the TER
would predict the relations at the same time. It is worth to note that the entity category
information does not involve in this sequential marking process, that is, the model is no
need to predict the entity category first, and then predict the relationship according to
the category, and only need to predict the relationship according to the entity location
information. Therefore, the task difficulty is reduced for the only one step prediction
process, as well as the accumulated error is alleviated.

The purpose of HE extractor is to distinguish candidate entities and exclude irrele-
vant entities. Firstly, the triple library is constructed by training set, and after that the
embedding vector sequence hi is obtained by embeddingmodule. Then, the training data
is searched remotely to obtain the prior information representation vector p. Finally, the
feature vector xi = [hi; p] is obtained by connecting the feature coding vector sequence
with the prior information representation vector. hHE(hHE = {x1, . . . , xn}) is used to
represent the vector representation of all the words used for HE extraction. Inputting
hHE into HE to extract the head entity, which includes all the head entities in the sentence
and the corresponding entity location labels.

Similar to HE extractor, TER also uses basic representation hi and prior information
vector p as input feature. However, the combination of hi and p is insufficient to detect
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tail entities and relationships with specific head entities. The key information needed
for TER extraction includes: (1) words in tail entities (2) dependent header entities (3)
context representing relationships. In a comprehensive way, we combine the head entity
and context-related feature representation. That is, given a header entity h, xi is defined
as follows:

xi = [hi; p;hh] (7)

Here, hh = [hsh;heh]. hsh and heh are the index of the beginning and end position
of the head entity h, respectively. [p;hh] is the auxiliary feature vector of tail entity and
relation extraction. We will take hTHE(hTHE = {x1, . . . , xn}) as the input of hierarchical
boundary annotation, and the output is obtained as {(h, relo, to)}, which contains all
triples in sentence s given header entity h.

In general, for a sentence with m entities, the whole joint decoding task includes two
sequence annotation tasks for HE tags and 2 m for TER tags.

Loss Function. In the training process, we aim to share the input sequence among tasks
and carry out joint training. So for each training instance, we do not input sentences
repeatedly in order to use all the triple information in the sentences, but randomly select
a head entity from the labeled head entities as the input of TER extractor. At the same
time, two loss functions are used to train the model, one is LHE for HE extraction, and
the other is LTER for TER extraction.

L = LHE + LTER (8)

This optimization function can make the extraction of head entity, tail entity and
relationship interact with each other, so that the element in each triplet can be constrained
by another element. LHE and LTER can be defined as the sum of negative logarithm
probability of real start tag and end tag:

LHE,TER = −1

n

∑n

i=1

(
logP

(
ystai = y

∧sta
i

)
+ logP

(
yendi = y

∧end
i

))
(9)

Here, y
∧sta
i and y

∧end
i are real tags that represent the beginning and end positions of

the i-th word, respectively. n is the length of the sentence. Psta
i and Pend

i represent the
prediction probabilities of the starting and ending positions of the i-th word as the target
entity respectively.

Psta,end
i = sigmoid

(
wsta,end xi + bsta,end

)
(10)

ysta,endi = χ{psta,endi >thresholdsta,end } (11)

Here, χ is an indicator function such that χA = 1 if and only if A is true.

4 Experiments

4.1 Datasets

We have conducted experiments on three datasets: (1) CoNLL04 was published by Dan
et al. [17], we used segmented dataset with 5 relation types defined by Gupta and Adel
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et al. [18, 19], which contains 910 training data, 243 evaluation data and 288 test data. (2)
NYT-multi was published by Zeng et al. [20]. In order to test the overlapping relation
extraction in 24 relation types, they selected 5000 sentences from NYT-single as the
test set, 5000 sentences as the verification set, and the remaining 56195 sentences as the
training set. (3)WebNLGwas released by Claire et al. [21] and used for natural language
generation task. We used the WebNLG data preprocessed by Zeng et al. [20], including
5019 training data, 500 evaluation data,703 test data and 246 relation types.

4.2 Experimental Evaluation

We follow the evaluation metric in previous work [4, 22]. If and only if the relation type
and two corresponding entities of a triple are correct, the triple is labeled as correct. If
the head and tail position boundaries are correct, the entity is considered to be correct.
We used standard Micro Precision, Recall and F1 scores to evaluate the results.

4.3 Experimental Parameters

We use the mini-batch mechanism to train our model, the batch size is 8, using the
weighted moving average Adam to optimize the parameters. The learning rate is set to
be 1e−5 and the stacked bidirectional transformer has 12 layers and 768 dimensions of
hidden state. We used pretrained BERT base model [Uncased-BERT-Base]. The max-
imum length of the input sentence in our model is set to be 128. We did not adjust
the threshold of the joint extractor, and set the threshold to 0.5 by default. All super
parameters are adjusted on the validation set. In each experiment, we use an early stop
mechanism to prevent the model from over fitting, and then report the test results of the
optimal model on the test set. All our training and test results were performed on 32 GB
Tesla V100 GPU.

5 Results and Analyses

5.1 Comparison Models

Wemainly compare our model with the following baseline models: (1) Multi-Head [22]
and (2) ETL-Span [4]. We reimplement these models on CoNLL04, NYT-multi and
WebNLG datasets, marked with * in Table 1 and Table 2.
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Table 1. Comparison of model results on CoNLL04 dataset (%)

Model Prec. Rec. F1

Biaffine-attention [23] – – 64.4

Relation-Metric [24] 67.9 58.2 62.3

Multi-Head* [22] 70.5 57.8 63.5

ETL-Span* [4] 66.0 68.1 67.1

cRPE-Span 67.1 68.7 67.6

Table 1 reports the results of ourmodels against other baselinemethods onCoNLL04
dataset. Our model achieved a comparable result with F1 score of 67.6%, and with the
recall of 68.7%. We found that the result of our model is better than the method based
on sequence-by-sequence encoding, such as Biaffine-attention and Multi-Head. This is
probably due to the inherent limitation for RNN expansion to generate triples.

In Table 2, It can be seen that our proposed joint extraction based on complex position
embedding method, cRPE-Span, significantly outperforms all other methods, especially
on NYT-multi dataset with precision, recall and F1 score of 94.6%, 92.5% and 93.6%,
respectively.

Table 2. Comparison of model results on NYT-multi and WebNLG datasets (%)

Model NYT-multi WebNLG

Prec. Rec. F1 Prec. Rec. F1

Multi-Head* [22] 84.4 79.3 81.7 85.5 79.9 82.6

ETL-Span* [4] 85.9 73.8 79.4 86.8 82.2 84.4

TPLinkeLSTM [25] 86.0 82.0 84.0 91.9 81.6 86.4

TPLinkeBERT [25] 91.4 92.6 92.0 88.9 84.5 86.7

SPN [26] 92.5 92.2 92.5 – – –

cRPE-Span 94.6 92.5 93.6 89.1 84.8 86.9

Compared with ETL-Span, a joint extraction method based on span scheme, the F1
scores of cRPE-Span on NYT-multi and WebNLG datasets have increased by 17.9%
and 2.9%, respectively. In comparison with Multi-Head, the F1 scores of cRPE-Span
on NYT-multi and WebNLG datasets increased by 14.6% and 5.2%, respectively. We
consider that it is because (1) we decompose the difficult joint extraction task into several
more manageable subtasks and handle them in a mutually enhancing way, this suggests
that our HE extractor and TER extractor actually work in a mutually enhancing manner;
(2) our shared feature extractor based on BERT with cRPE effectively captures the
semantic and position information of the dependence of the first entity, while ETL-Span
uses LSTM to shared encoding, and it needs to predict the category of entity, and then
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predict the relationship based on the category, that may cause error propagation issues.
Overall, these results demonstrate that our extraction paradigm first extracts the head
entity, and thenmarks the corresponding tail entity, and can better capture the relationship
information in the sentence.

5.2 Ablation Study

To demonstrate the effectiveness of each component, we conducted ablation experiments
by removing one particular component at a time to understand its impact on the perfor-
mance. We study the influence of cRPE (complex relative positional encoding) and RSS
(remote supervised search) on the WebNLG dataset, as shown in Table 3.

In the table we can find that: (1) when we delete the cRPE, the F1 score drops
by 1.4%. This shows that relative position encoding plays a vital role in information
extraction, allowing the tail entity extractor to know the position information of a given
head entity, so as to filter out irrelevant entities through implicit distance constraints.
Secondly, by predicting the entities in the HE extractor, we can explicitly integrate the
entity location information into the entity representation, which is also very helpful for
subsequent TER mark; (2) after removing the remote supervised search strategy, the F1
score dropped by 0.2%. The above comparison tests once again confirm the effectiveness
and rationality of our cRPE and RSS strategy.

Table 3. Comparison of simplified model results (%)

Model WebNLG

P R F1

cRPE-Span 89.1 84.8 86.9

- cRPE 85.8 85.6 85.7

- RSS 85.9 84.9 85.5

5.3 Model Convergence Analysis

In order to analyze the convergence of our model, we conducted further experiments
on three test datasets and selected our baseline model RSS-Span for comparison. The
RSS-Span model is with the remote supervised search strategy, but without the complex
relative positional encoding. To differentiate the test results of baseline and cRPE-Span
model, the baseline results are drawn with black hollow circles, and the cRPE-Span
results are drawn with blue solid circles, as shown in Fig. 2. The dash lines in the
table are benchmark scores which are relatively smaller scores value in the best F1
scores. For the NYT-multi dataset, we select 92.8% of the F1 score between cRPE-
Span and the baseline model, which is the smaller of 93.6% and 92.8%. Similarly, for
the CoNLL04 and WebNLG datasets, the selected F1 benchmark scores are 66.1% and
85.7%, respectively. That is to say, we analyze the number of training epochs at this time
when the benchmark score is reached.
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Fig. 2. Comparison results of model convergence

From Fig. 2, we observe that the convergence of cRPE-Span is slightly inferior
to that of RSS-Span. After training for about 100 epochs, RSS-Span reaches the F1
benchmark score, while cRPE-Span needs to be iterated to about 1000 epochs. This
is because the cRPE-Span position embedding layer is a continuous function in the
complex domain to encode the representation of words at different positions, which
involves to be learned new parameters including amplitude, angle frequency and the
initial phase. The parameters will increase the parameter amount of the embedding
vector, and furthermore, it takes longer to train iteratively. In addition, we also observe
that the performance stability is better than RSS-Span. The possible reason is that the
increase in the number of parameters makes the model have better generalization ability,
which further proves the superiority of our embedding method based on the relative
position of complex domain.

6 Conclusion

In this paper, we improve a joint extraction method of entities and relationships based
on an end-to-end sequence labeling framework with complex relative position encoding.
The framework is based on a shared encoding of a pre-trained languagemodel and a novel
decomposition strategy. The experimental results show that the functional decomposition
of the original task simplifies the learning process and brings a better overall learning
effect. Compared with the baseline model, it reaches a better level on the three public
datasets. Further analysis proves the ability of ourmodel to handlemulti-entity andmulti-
relation extraction. In the future, we hope to explore similar decomposition strategies in
other information extraction tasks, such as event extraction and concept extraction.
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Abstract. With the development of the State Grid, the power lines, equipment
and transmission scale are expanding. In order to ensure the stability and safety
of electricity, it is necessary to patrol and inspect the power towers and other
equipment. With the help of deep learning, neural networks can be used to learn
the features in patrol image. In this paper, feature learning model named CNN
Transformer Detect Anomalies (CTran_DA) is proposed to detect anomalies in
patrol images. CTran_DA uses CNN to learn local features in the image, and
uses Transformer to learn global features. This paper innovatively combines the
advantages of CNN and Transformer to learn the local details as well as the global
feature associations in images. By comparing experiments on out self-constructed
dataset, the model outperforms state-of-the-art baselines. Moreover, the Floating
Point Operations (FLOPs) and parameters of the model in this paper are smaller
than other algorithms. In general, CTran_DA is an efficient and lightweight model
to detect anomalies in images.

Keywords: Deep learning · Convolution neural network · Transformer · Feature
learning · Lightweight

1 Introduction

With the rapid development and construction of the State Grid, all kinds of circuit
equipment and power transmission equipment are constantly on the rise. As the power
line equipment are in the outdoor, and by the natural environment and human factors,
the pole tower will appear interface rust, collapse, wear and other phenomena. In order
to ensure the proper transportation of electricity, frequent patrol inspections of outdoor
power towers and other equipment are required. Determining whether there are any
anomalies in power equipment by analyzing patrol photos is a very problematic issue.

Deep learning of images in performing analysis is currently a popular topic in the
field of artificial intelligence. The method of machine learning not only can significantly
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improve the efficiency of detection also reduces the cost. Due to the specificity of patrol
images, the vast majority of images captured are fault-free and only a few have anoma-
lies. Most researchers base on improving the quality of raw data acquired by image
acquisition terminals to obtain the transmission equipment patrol images needed for
intelligent analysis. Thus,many framing correction techniques based on angle perception
and research end devices have emerged. Researchers are devoted to realizing real-time
detection of some abnormal feature quantities and fast filtering of low-quality repetitive
images. However, the limited computational resources of the terminal equipment limit
the researchmethods for analysis of transmission equipment inspection images. Thus, an
effective, fast and low-power method for image detection is essential for circuit device
inspection.

This paper focuses on feature learning analysis of power tower transmission equip-
ment detection images, which is essentially the problem of detecting anomalies in the
images on the dataset. The model proposed in this paper named CNN Transformer
Detect Anomalies (CTran_DA) which combines the advantages of Convolution Neural
Network (CNN) [1] and Transformer [2]. We use CNN to learn local features in the
image, and Transformer to learn global features. According to data characteristics, we
construct three datasets from the data set of total patrol photos samples. Compared with
traditional computer vision classification methods, CTran-DA achieve the best perfor-
mance in our dataset. CTran_DA is also much smaller than other algorithms or models
in terms of the number of parameters. Finally, various experimental results prove that
the model proposed in this paper is not only efficient in detecting anomalies in images
but also lightweight.

2 Related Work

In recent years, Convolutional Neural Networks (CNNs) has achieved breakthrough
results in various fields related to pattern recognition [3]. Especially in the field of image
processing, CNNs can reduce the number of parameters of artificial neural networks,
which motivates researchers to use large CNNs to solve complex tasks. One of the
biggest points of CNNs is that they can learn local features in images very well and
work very well with image details, and only a small number of samples are needed to
learn a well-designed model.

The basic functionality of CNNs can be divided into four key sections: the input layer,
the convolutional layer, the pooling layer and the fully connected layer. The convolutional
layer, as the core layer in CNNs, can significantly reduce the complexity of the model by
optimizing its output, which can be achieved by setting three hyperparameters: kernel
size, stride and padding. Through the inspiration of CNNs, more and more effective
models such as AlexNet [4], VGG [5], GoogleNet [6] and ResNet [7] have emerged
accordingly. All these models have achieved excellent results in the field of computer
vision and are constantly being improved.

Transformer was first applied in the field of natural language processing and was a
deep neural network mainly based on a self-attentive mechanism [2]. Many recent NLP
scenarios have applied the Transformer structure and have achieved excellent results
in various NLP tasks [2, 8, 9]. Inspired by the significant success of the transformer
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architecture in the field ofNatural Language Processing (NLP), researchers have recently
applied transformer to computer vision (CV) task [10]. Alexey Dosovitskiy et al. [11]
have proposed vision transformer (ViT)model, which applies a pure transformer directly
to sequences of image patches [10].WenhaiWang et al. [12] proposed the PyramidVision
Transformer (PVT) model based on the fact that ViT consumes a lot of computational
resources and the computational parameters are too large. PVT not only can effectively
filter some redundant information in ViT model to achieve the lightweight of the model,
it also achieves better results in various tasks of CV. Microsoft Asia Research used the
structural design concept of CNN to reconstruct a new transformer structure named Swin
Transfomer [13]. The current borrowing of better models from various fields and then
transferring learning [14] to other tasks all provide a newway of thinking for researchers
in the current field [15].

3 Method

3.1 Overall Architecture

Fig. 1. Overall architecture of the proposed CTran_DA.

Our goal is to fully learn the features and the relationships between features in an
image. An overview of CTran_DA is depicted in Fig. 1. Our model consists of three
stages as CNN block, Transformer Encoder and Fully Connected Layers. The output of
each stage is the input of the next stage, and the final result is obtained by the output of
the fully connected layers.

3.2 CNN Block

In the first stage, given an input image with the size of H × W × 3. Then, we use CNN
to learn local features and details of the images. The CNN block contains convolution
layers (Conv), batch normalization layers (BN), activation layers (LeakyReLu [16]) and
max pooling layers. The process of CNN block is shown in Fig. 2.
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Fig. 2. Flow char of CNN block.

Convolution Layer. The convolutional layer is a feature extraction of the input data,
and its process of processing images is just like the human brain recognizes images.
It first perceives each feature in the image locally, and then performs a comprehensive
operation to get the global information [3]. This convolution operation can be expressed
as:

Pi
out = f (P ∗ W ) + b. (1)

where P ∈ R
h×h denotes the image input, W and b are the parameter matrix and bias of

the convolution kernel respectively. Pi
out denotes the convolution output of the ith layer.

Batch Normalization Layer. TheBN layer is to first find themean and variance of each
batch data, then subtract the mean and divide the variance by the data, and finally add
two parameters [17]. BN layer has the following three roles: 1. speed up convergence.
2. prevent gradient exploding and gradient vanishing. 3. prevent overfitting. The result
of the convolution, Pi

out , as the input to the BN layer can be expressed as:

Bi
out = BN

(
Pi
out

)
. (2)
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Activate Layer. One of the important roles of the activation function is to incorporate
nonlinear factors, to map features to high-dimensional nonlinear intervals for interpreta-
tion, and to solve problems that cannot be solved by linearmodels. In nonlinear activation
layer, we use LeakyReLu [16] as the activation function and the formula is as followed:

LeakyReLU (x) =
{
x, if x ≥ 0
αx, otherwise

. (3)

Max Pooling Layer. The pooling layer, also known as the downsampling layer, reduces
the resolution of the features to reduce the number of parameters in the model and the
complexity of the computation, enhancing the robustness of the model.

After the CNN module, we get the feature map of the local features of the image.
Each feature map reshaped to an m-dimensional vector, and then combine them into
n*m-dimensional embeddings based on the number of channels n to be used as the input
of Transformer encoder.

3.3 Transformer Encoder

Transformer was first used in the field of neural language processing on machine trans-
lation tasks [2]. Our encoder contains Layer Normalization (LN) Layer, multi-head
attention layer, Dropout layer and MLP block.

Layer Normalization. LN and BN work similarly. Since the length of each piece of
data may be different when processing natural language, LN is used to process input
embeddings.

Multi-Head Attention. Multiheaded attention is a mechanism that can be used to
improve the performance of the self-attention layer. In self-attention layer, the input
vector is first transformed into three different vectors: the query vector q, the key vector
k and the value vector v. These vectors are packed into different matrices Q, K and V.
The attention function of the input vectors is the calculated as followed:

Step 1: Compute scores between query matrix Q and key matrix K with: S = Q · KT

Step 2: Normalize the fraction of gradient stability with: Sn = S/
√
dk

Step 3: Convert scores to probabilities using softmax function P = softmax(Sn).
Step 4: Obtain the weighted value matrix with Attention = V · P.

This whole process can be unified into a formula such as:

Attention(Q,K,V ) = softmax

((
Q · KT

)
√
dk

)
· V (4)

However, self-attention is not sensitive to position information, and there is no posi-
tion information in the calculation of the attention score. To solve this problem, the same



CTran_DA: Combine CNN with Transformer to Detect Anomalies 661

dimensional position encoding is added to the original input embedding, and the position
encoding is given by the following equation:

PE(pos, 2i) = sin

(
pos

10000
2i

dmodel

)
(5)

PE(pos, 2i + 1) = cos

(
pos

10000
2i

dmodel

)
(6)

where pos represents the position of the word in the sentence and i denotes the current
dimension of the positional encoding. dmodel is the dimension initially defined by our
model.

On the multi-headed attention mechanism, we are given an input vector and the
number of heads h. The input vectors are then converted into three different groups
of vectors: the query group, the key group and the value group. In each group, the
dimensions for a group are equally divided according to h heads. So, the total attention
then consists of the combination of the attention of multiple heads with the following
equation:

MultiHead
(
Q

′
,K

′
,V

′) = Concat(head1, . . . , headh)W
O (7)

where headi = Attention(Qi,Ki,Vi) and WO ∈ R
dmodel×dmodel is a linear projection

matrix.

DropPath. DropPath is a regularization strategy that randomly deactivates the multi-
branch structure in a deep learning model [18].

MLP. MLP a traditional neural network that is designed to solve the nonlinear problem
that cannot be solved by a single layer perceptron. In addition to the input and output
layers, it can have multiple hidden layers in between.

3.4 Model Optimization

In this model, due to the specificity of patrol photos, cb_loss [19] is selected as the
method to process the data set in this paper, and then Focal Loss [20] is selected as the
loss function.

4 Experiment

In the experiments, the learning rate is 0.001 and batch size equals 64. Our experiments
were done on Pytorch 1.6 and GeForce RTX 3080.
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4.1 Datasets

We obtained a total sample of 1,886 by manually screening the patrol photos, of which
270 were positive samples. In order to solve the problem of imbalanced sample distri-
bution, we used two different methods to construct two new datasets. Firstly, we filtered
and then removed some images with less obvious features from the negative samples to
get a small dataset which we named SMALL [21]. In this dataset, the negative sample
was removed to only 282 images, and the positive sample was 270 images to reach a
balanced sample. Secondly, we replicate the 270 negative samples of the original data
6 times to reach 1620. This results in a balanced set of 1616 positive samples, which is
called LARGE [21]. The original dataset is named MIDDLE [21]. The specific data set
is shown in Table 1. In our experiments we divide the datasets into training set, validation
set and test set in the ratio of 8:1:1, respectively. We train the model on the training set,
tune the parameters by the validation set, and finally test the model on the test set [21].

Table 1. Summary of the datasets.

Samples Positive Negative

SMALL [21] 522 270 282

MIDDLE [21] 1,886 270 1,616

LARGE [21] 3,236 1,620 1,616

4.2 Result

In the field of computer vision,manymethods used for image classification have achieved
excellent results. Therefore, we choosemany of thesemodels andmodify the final output
layer to serve as a reference comparison object for our experiments. Due to the specificity
of the image and the specificity of the task, we are required to detect whether the positive
sample from photos.

The residual network solves the degradation problem of deep neural network well,
and achieves great results on image tasks such as ImageNet and CIFAR-10. The residual
network also converges faster with the same number of layers. [7] VGG [5] is a very
classical network structure, which adjusts the model effect by constructing different
layers of CNN. Therefore, VGG11 and VGG13 are selected as the reference objects for
comparison. MLP-mixer [22] builds a pure MLP architecture and communicates in two
different dimensions. ViT [11] is a network model that takes a pure Transformer, which
applies a pure transformer directly to sequences of image patches. PVT [12] introduces
the pyramid structure into Transformer on the basis of ViT, which not only achieves good
results but also greatly reduces the number of model parameters. The Swin Transformer
is a hierarchical Transformer structure built by learning the hierarchical structure of
CNN. In ViT, PVT and Swin Transformer, we set the same parameters, the attention
heads to 12 and the depth of transformer blocks to 6.
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Table 2. Comparison results of proposed model and other methods on three different datasets.

SMALL MIDDLE LARGE

AUC Recall ACC AUC Recall ACC AUC Recall ACC

ResNet [21] 0.856 0.926 0.732 0.658 0.963 0.259 0.963 0.981 0.917

VGG11 [21] 0.815 0.963 0.696 0.666 0.889 0.434 0.890 0.957 0.809

VGG13 [21] 0.685 0.926 0.536 0.671 0.889 0.455 0.832 0.975 0.710

Mlp-mixer 0.613 0.963 0.554 0.646 0.852 0.497 0.680 0.944 0.565

ViT 0.566 0.961 0.518 0.556 0.926 0.275 0.668 0.988 0.556

PVT 0.510 0.926 0.554 0.540 0.519 0.582 0.640 0.963 0.546

Swin Transformer 0.605 0.963 0.536 0.535 0.926 0.233 0.674 0.675 0.540

CTrans1 0.815 0.963 0.696 0.766 0.926 0.566 0.910 0.994 0.867

CTrans3 0.833 0.926 0.732 0.798 0.852 0.640 0.931 0.994 0.830

CTrans5 0.890 0.889 0.750 0.497 0.963 0.185 0.898 0.975 0.781

Webuild ourmodel based on the number of layers of transformer blocks in ourmodel.
We set the number of layers of the Transformer Encoder to 1, 3 and 5, and name them
CTran-1, Ctran-3 and CTran-5 respectively. We compare our model with above methods
on three metrics: Recall scores, Area Under ROC Curve (AUC) and ACC scores. The
results of compared with above methods are shown in Table 2.

Table 3. Font sizes of headings.

Params(M) FLOPs

ResNet 21.29 3.68

VGG11 128.77 7.63

VGG13 128.96 11.34

MLP-mixer 18.59 1.0

ViT 43.27 8.48

PVT 2.84 0.41

Swin Transformer 18.19 2.27

CTrans-1 5.3 1.21

CTrans-3 5.8 1.22

CTrans-5 6.3 1.21

The experimental results on the three different data sets demonstrate that the method
of obtaining the total number of balanced samples by replication achieves the best results.
For SMALL dataset, a small sample balanced dataset, it is also slightly higher than the



664 H. Zhou et al.

original dataset in all three metrics. After comparing with the traditional convolutional
approach, our method achieves the best results on all three datasets. This shows that
using only convolution for learning representation misses the global information of
the image. After comparing with the latest Transformer-based model it was seen that
both the pure Transformer model ViT and the simplified ViT did not achieve great
results. When patching images, it is easy to lose details in complex images when using
only the transformer to learn them. In particular, the task of processing for details is
difficult to identify accurately. Table 3 shows the number of parameters and the amount
of computation for each model. It can be seen that our model achieves better results on
each dataset while using fewer parameters and consuming less FLOPs.

5 Conclusion

On the problem of abnormal detection for patrol photos, this paper proposes a novel
scheme based on the features of pictures that are learned simultaneously by local and
global features. In this paper, a new model CTran-DA is proposed which can effectively
learn the feature details and global structure of the images. Secondly, it is a lightweight
model with a lighter model structure than the current mainstream image classification
models. The results from three different datasets show that our proposed model is also
very effective and lightweight enough. This model can also provide a new idea for other
researchers to follow and is very suitable for some restricted terminal devices. It provides
a new solution for tasks that are highly complex and require light weight.
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Abstract. The crop growth is an energy conversion process, and energy man-
agement has an important impact on the quality and yield of crop products. As
IoT (the Internet of Things) is widely used in agriculture, for example, orchard
IoT is often used to realize water-saving irrigation, this paper innovatively pro-
poses a scheme to improve fruit quality by using IoT to realize orchard energy
management. The designed Internet of things, in addition to the usual orchard
environmental parameters and water-saving irrigation, can further adjust the tem-
perature difference between day and night according to the local temperature,
that is, by spraying low-temperature water mist at 16 °C to reduce the ambient
temperature of the orchard at night, creating an environment conducive to the
conversion of carbohydrate into sugar. The experiment in peach orchard shows
that the orchard energy management method based on Internet of Things works
effectively, which can reduce the peach orchard temperature to 20° at night in
summer, which is beneficial to improve the peach fruit sweetness.

Keywords: Energy management · Orchard IoT · Day and night temperature
difference · Fruit quality

1 Introduction

The Internet of Things (IoT) is the fourth information revolution after computers, the
Internet, and mobile communication technologies. Since 1999, the Massachusetts Insti-
tute of Technology introduced the concept to major countries in the world such as the
United States. Planet) “, the European Union proposed the” Internet of Things Action
Plan “in 2009, China proposed,” Perceive China “and made the Internet of Things one
of the strategic emerging industries [1–4].

In agriculture, various sensing terminals have been used to comprehensively
sense collection facilities, Environmental information of production processes such as
field planting, breeding, etc. to gradually achieve the optimal control and intelligent
management of agricultural production processes [5].
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For example, the Orchard Internet of Things is mainly used to collect the related
data such as soil or air temperature, humidity, light and the weather condition in the
orchard environment, and can carry out independent irrigation, integrated water and
fertilizer management, and insect forecasting, which improves the orchard Information
level, management efficiency and fruit yield [6–12].

However, China as the biggest fruit production of the world, Chinese fruits also have
problems such as low sugar content [13]. As for the sugar content of fruits, according to
the literature [14–17], the crop growth is an energy conversion process, and energy man-
agement has an important impact on the quality and yield of crop products. The level and
variation of ambient temperature have a crucial influence on the sweetness and quality of
crops such as fruits, during fruit growth, carbohydrates are produced during the day by
photosynthesis. Under the same conditions as water and fertilizer, high temperatures can
enhance photosynthesis to produce more carbohydrates; these carbohydrates are con-
verted into sugars at night. Temperature is the main factor affecting sugar conversion,
which is the temperature difference between day and night. The greater the temperature
difference between day and night, the more favorable the sugar conversion is, and the
sweetness of the fruit is higher.

Spray cooling technology has been widely used in industrial and urban areas to
reduce environmental temperature or dust pollution, in the agricultural field has also
been used to cool the breeding environment or orchard to prevent frost [18].

To sum up, with the wide application of the Internet of Things in the field of agri-
culture, how to use the Internet of Things to regulate the environmental temperature of
the orchard to achieve energy management of the fruit growth environment and create
an environment conducive to the improvement of fruit quality has become a topic worth
exploring.

2 The Orchard IoT for Temperature Difference Regulation

2.1 The Cooling Principle of Spraying Water Mist in Orchard

The cooling principle of artificial fog space environment is the double flow of air fog
and the principle of evaporation and heat absorption [19, 20]. The sprayer diffuses the
fog particles with a diameter of 1–10 µ to the cooling area, evaporates continuously in
the diffusion process, and absorbs a lot of heat energy in the area. Scientific statistics
of a kilogram of water to stimulate the floating state of artificial fog, the effect is equal
to the dissolution of seven kilograms of ice, generally up to 6 °C–10 °C cooling effect,
extreme cases can be reduced by 14 °C. Per gram of water can be for outdoor air cooling,
the spray cooling efficiency is very high, in theory, the spray cooling is the amount of
energy needed to overcome the surface tension of the water increases, the energy needed
to 1 m3 of water into the cube, 10 µ needed by its surface tension, and the latent heat
of evaporation is as high as 2.2 billion joules, its theory can effect comparing is as high
as 50000, And air conditioning is limited by the law of thermodynamics, 30 °C cooling
5 °C theoretical maximum energy efficiency ratio is about 60.
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2.2 Principle and Process of Temperature Difference Regulation in Orchard

Photosynthesis and respiration occur simultaneously in cells of green plants such as
fruit trees. During the day, Photosynthesis is the main process because of the light inten-
sity and the temperature is high. During the photosynthesis process, the chloroplast in
the cell synthesizes solar energy, CO2, H2O, and other organic matter, stores energy
and releases O2. At night, the light intensity is small, and the respiration is stronger than
photosynthesis. Cell mitochondria decompose organic matter produced by photosynthe-
sis and releases energy and oxygen. Respiratory effects include aerobic and anaerobic
respiration.

In the summer of temperate plains, temperatures are high during the day and fruits
accumulate nutrients. At night, the ambient temperature drops, however, in general,
declines less and the decline rate is slower. Therefore, the mist cooling method can be
used to accelerate the reduction of the ambient temperature. In summer, the sun enters
the sunset point relatively late. In order to make full use of the photosynthesis of fruit
trees after the sunset, under non-rainfall conditions, it is generally chosen to spray the
water misting in the orchard at 8:00 pm every day. According to the wind direction
collected by the wind direction sensor, the data center transmits the command to the
sprayer node through LoRa, adjusts the direction of the sprayer nozzle, and sprays water
mist.

2.3 Orchard IoT for Temperature Difference Regulation

The proposed orchard IoT scheme is shown in Fig. 1. The basic functions including
collection of orchard environmental information, soil temperature, soil pH, soil humidity,
carbon dioxide CO2 concentration, air temperature and humidity, light intensity, wind
speed and direction, rainfall, etc.; monitoring fruit tree pest by hyperspectral sensors;
remote monitoring achieved on a computer or smartphone devices [6–8].

According to the three-layer basic architecture of the Internet of Things: the sensing
layer, the transmission layer, and the application layer. The sensing layer contains 4 types
of sensor nodes and 2 types of actuator nodes. The sensor node mainly implements the
orchard information collection. Actuator node 1 completes automatic orchard irrigation.
Actuator 2 reduces the ambient temperature of the orchard at night by spraying the mist
and increases the temperature difference between day and night in the summer. Water
mist is conducive to fruit expansion after the fruit enters the expansion stage [11]. The

Fig. 1. Internet of orchard things system scheme
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basic composition of a sensor node is: a sensor, an ARMmicrocontroller, LoRa module;
the basic composition of an actuator node is: a relay, an ARM microcontroller, LoRa
module.

TheARMmicrocontroller is a low power, high-performance embedded system as the
node control core. It is anMCU based on the STM32 F401 series ARM®Cortex™ -M4.
It has a 12-bit ADC and a 16-bit/32-bit timer. FPU floating-point unit, communication
peripheral interface (USART, SPI, I2C, I2S) and audio PLL. The operating frequency
reaches 84 MHz, 105 DMIPS/285 Core-Mark, the flash ROM capacity is up to 256 kB,
the SRAM capacity is 64 kB, and the chip’s operating voltage ranges from 1.7 to 3.6 V.

In order to reduce costs, each node is provided with several related sensors. In order
to control the day and night temperature difference of the orchard, sensor node 2 collects
four orchardmeteorological parameters such as air temperature, humidity, CO2 and light
intensity, and actuator node 1 executes relevant commands sent by the data center.

Sensor node 2 selects OSA-F7, which can measure four parameters: air temperature,
relative humidity, CO2 concentration, and illumination. The measurement range and
accuracy of the four parameters are air temperature−30–70± 0.2 °C; relative humidity
0–100% RH ± 3% RH; carbon dioxide concentration 0–10000 ppm (optional 2000,
5000 ppm) ± 20 ppm; light intensity 0–200k lx (optional 2k, 20k lx and other ranges)
±3%.

3 System Software

Based on the functions analysis of the orchard IoT, the system program includes 6
subroutines: parameter collection, irrigation, spraying mist, insect analysis, data server
and mobile clients. The display can ensure the normal operation of the orchard’s data
access, data storage, and visual display programs; the interactive platform uses the B/S
(Brower/Server) mode. Mist spraying operation procedure flow is shown in Fig. 2.



Orchard Energy Management to Improve Fruit Quality Based on the Internet of Things 671

Fig. 2. Orchard mist operation process flow chart

4 System Experiment and Results Analysis

The experiment was conducted on July 20, 2018 in a Peach Orchard, an area of 1hm2,
and an Internet of orchard Things. There is a water well in the orchard with a depth of
30 m. The weather: sunny, temperature 37 °C–28 °C, south wind 3–4 level. The water
temperature of well is 16 °C. Mist spraying machine parameters: electric high-pressure
remote sprayer, rated flow: 30–40 L/min; adjustable working pressure: 10–40 MPa;
horizontal range: up to 100M. The sensor node 2 is shown in Fig. 3, and the pressure
spray equipment is shown in Fig. 4. There are five sprayers, one at each corner of the
orchard and the center. The temperature data is shown in Table 1.
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Fig. 3. Sensor node 2.

Fig. 4. The pressure spray equipment.

Table 1. Collected data of temperature

Time 20:00 20:30 21:00 21:30 22:00 22:20 22:40 23:00 23:20 23:40 0:00

Temp.1 33.5 31 28.5 25.5 21.5 19.5 19 18.5 18 18 17.5

Temp.2 33 32.5 31 29 27.5 26 24 23 22.5 20 18

Temp.3 33 30.5 28 26 21 19 19 18.5 18 18 17.5

Temp.4 33 32 32.5 31 31 31 30 29.5 29.5 29 28.5
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It can be seen from Table 1 that during the misting operation of the orchard, the
ambient temperature in the orchard is reduced by a maximum of 10 °C compared with
the temperature outside the orchard, and the cooling effect is obvious. Compared with
the maximum temperature of 37 °C during the day, the temperature difference between
day and night reaches 20 °C.

5 Conclusion

Regulating the ambient temperature of orchards is the key way to realize the energy
management of orchards. At present, the research on energy management of orchards
by reducing the night temperature of orchards has not attracted enough attention from
scholars at home and abroad. The main reason is that the low temperature media with
low cost is not easy to be found.

Compared with the simulation of fluent or CFD [19, 20], it’s quite different that this
paper has done a beneficial trial to implement orchard energy management based on
Internet of Things to improve fruit quality. The Internet of orchard Things was designed
and implemented. The experiments show that:

(1) The ambient temperature of the orchard at night can be effectively reduced by spray
wellwatermist of perennial constant temperature at 16 °C, and themaximum temperature
reduction can reach 10 °C so that the day-night temperature difference of the orchard on
that day can reach 20 °C.
(2) Spray cooling system equipment is cheap, simple installation, and at the same time
increases the air humidity, and can improve the yield and quality of peaches.
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Abstract. User browsing behavior is an important kind of implicit feedback data
reflecting users’ interests and preferences in the field of recommendation system.
How to make full use of user browsing behavior data and combined with other
context information to improve recommendation efficiency has become a research
hotspot. This paper analyzes the user micro network implicit feedback behavior
of mobile intelligent terminal, and studies the influence of user attribute context
on user micro network implicit feedback behavior by using binary and multiple
regression analysis. The results show that the user’s age attribute, regional attribute
and occupation attribute are a kind of very important context information.

Keywords: Recommended system ·Mobile intelligent terminal · Implicit
feedback behavior · User attribute

1 Introduction

The analysis of users’ network behavior characteristics is the design basis of many Inter-
net products. Through in-depth analysis of user behavior, personalized recommendation
can bring users a better application experience. In the field of market driven software
engineering, user behavior analysis also provides new ideas and improvement directions
for application development to meet the requirements of the new situation.

User network behavior can be divided into explicit feedback behavior and implicit
feedback behavior. At present, a relatively stable and unified view has been formed on the
definition, characteristics, differences and types of the two types of behavior. The display
feedback behavior data can accurately express the user’s intention, but it interferes with
the user’s normal interaction process in the network, increases the cognitive burden and
reduces the user experience, so it is difficult to obtain the data. On the contrary, for
the implicit feedback behavior data of users, it is much less difficult to obtain, and the
information abundance is large. Therefore, although such information has low accuracy,
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large data noise, large context sensitivity, this research field is still getting more and
more attention.

The research on recommendation methods based on user implicit feedback behavior
hasmade some progress in recent years. Such research relies on user browsing, attention,
purchase, transaction and other key intention behaviors to complete commodity recom-
mendation, without fully considering the context of implicit feedback behavior. At the
same time, some recommendation systems also explore the direct application of con-
text information, especially time and location context, to recommendation systems, and
havemade some progress. In addition, bymining the interaction data of network applica-
tions in different context, collecting user network activity logs and questionnaires, some
research results have been accumulated in understanding user network behavior, and
some of them have been applied to the field of software design and human-computer
interaction, However, such achievements have not been well extended to the field of
personalized recommendation. In this work, we take context implicit feedback behavior
personalized recommendation as a whole to supplement the previous research work.

Users’ implicit feedback network behavior is easily affected by the context of time,
environment, user attributes, application content, interactive terminal, personality and
emotional state. Especially for mobile intelligent terminals, the context sensitivity of
implicit feedback network behavior is more prominent due to the scattered use time
period, changeable environment, diverse crowd attributes and different device termi-
nals. When using the implicit feedback behavior of mobile intelligent terminals for
content recommendation, the recommendation results also show a certain sensitivity to
the context. Therefore, it is more necessary to discuss the impact of context differences
on the implicit feedback behavior applied to personalized recommendation.

2 Related Work

With the rapid development of social networks and e-commerce, the number of Internet
users has greatly increased, and the demand for personalized recommendation services
is also increasing. Accurately and effectively deal with the massive multi-source hetero-
geneous data generated by users browsing the mobile Internet is the focus and difficulty
of the current research.

The original personalized recommendation service is mainly for PC based users. The
relevant research is mainly divided into the following four aspects: Research on a certain
application scenario, research on a certain class or technology, research on evaluation
methods of recommendation system, and research on a certain kind of common problems
in the recommendation system.

The study of user network behavior was initially applied in the field of information
retrieval, which significantly improves the performance of information filtering com-
pared to other feedback, and quickly filters from massive information sets, providing
the retrieval set [1] with the highest correlation with their interest preferences. By com-
paring the results of user browsing time preference analysis with user explicit ratings,
Morita [2] found the fact that users spend more energy and much longer time reading the
preferring tidings on newspaper than regular tidings, representing user browsing time
is a available information showing the user’s interest preferences. Konstan [3] applied
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Usenet News with browsing time-based collaborative filtering methods in 1997. More-
over, Oard and Kim validated the behavior when browsing a website like bookmarking,
printing and saving could show user interest preferences and could be used to compen-
sate for insufficient explicit feedback score data. While the Internet develop rapidly, the
increase of the number of users, the data overload problem get significant. And the stabil-
ity of the recommending results accuracy of relying merely on the behaviors which are
called explicit feedback decreases, and the significance and requirement of the behav-
iors which are called implicit feedback, for example, exploring the website behavior
in personal recommending models increase. When lots of scientists invest in implicit
recommendation study, there are also ordinary solutions in manufacturing. Moreover,
the behavior estimation from user website exploring in the recommending system with
implicit cues is the most significant one of its core. In the Oard and Kim [4] and Kelly
[5] opinions, who research on the website exploring behaviors, there are three groups
about the user browsing behavior. They are saving behaviors [6], operational behaviors,
and repetitive behaviors. a) the first behavior type- save: it includes download behav-
ior, collection, printing, subscribe to, and bookmarks adding or deleting; b) the second
behavior type- operation: it includes mouse clicking, searching information, browsing
time on one web page, scroll bar dragging, page size adjusting, and copy data behavior;
c) the third behavior type - repeat: it includes accessing awebsite or web page repeatedly,
purchasing goods repeatedly, click on a item repeatedly.

Anyway, insufficient researches about the behaviors of website exploring that indi-
cates user’s favorite.While users change their interaction devices in particular, their web-
site exploring behaviors in the mobile network environment may be different. Therefore,
carrying on studies about micro network behaviors with implicit attributes is essential.

By analyzing these behavioral data, we can obtain the behavioral habits of mobile
users, which are helpful to enhance the servicing character and users’ enjoyment.
Depending on the users’ website or web page exploring behaviors in mobile condition,
paper [7] studied personal recommending method. In addition, group recommending
method and themining algorithm of uncertain attribute were also considered. The results
were good. Relevant research focused on the direction of recommendation system. The
website exploring behaviors in mobile condition is not deeply studied. Literature [8]
combines users’ website exploring behaviors including mobile location data to analyze
the influence from scenes and studied the users’ website exploring behaviors in the
dimension of space and time. Not only it concerned users’ web page exploring behavior,
but also it pays attention to the users’ mobile behavior. The researches about implicit
behaviors are hot [9–11]. According to the statement above, this paper has finished the
following work: 1) investigation of user micro network implicit feedback behavior for
mobile intelligent terminal. 2) The influence of user attribute context on the implicit
feedback behavior of user micro network.

3 Problem Description and Correlation Analysis

3.1 Problem Description

Users’ network implicit behavior contains their preference information, but it is generally
not clearly expressed, so it is difficult to correctly judge their preferences. Researchers
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have done more work in this regard. At present, there are many researches on macro
network implicit behavior, such as behavior sequence analysis or item recommendation
based on browsing, adding shopping cart, shopping and so on. For the implicit feedback
behavior of user micro network, there are few relevant studies and conclusions due to
the problems of small data scale, few data categories and low data dimension. This paper
intends to analyze the implicit feedback behavior of users in micro networks, focusing
on the relationship between user attribute context and micro network implicit behavior.

3.2 Users’ Micro Implicit Behavior

Acquiring approach of users’ micro implicit behavior includes two ways. The first one is
direct acquiring way, which is conducted by running some software in background. The
other is indirect way, generally speaking, which is acquired by questionnaire. In direct
acquisition, there are some problems such as sparse data, few categories and low dimen-
sions, which is not conducive to subsequent analysis and deterministic conclusions. This
paper analyzes the micro implicit feedback behavior by using the data obtained indi-
rectly. Based on the questionnaire in literature [12], some survey contents (Q4–Q15) are
extracted from the questionnaire, in addition, matched to users’ micro implicit behavior,
which is demonstrated as below in Table 1.

Table 1. Micro implicit behavior.

Raw data (users’ behavior) Description Corresponding behavior
(micro implicit behavior)

Which app store do you use?
(Q4)

Discrete, type: 10, Category
mutual exclusion

Category selection of
application market (IFB1)

How frequently do you visit the
app store to look for apps? (Q5)

Discrete, type: 9, Category
mutual exclusion

Access frequency of
application market (IFB2)

On average, how many apps do
you download a month? (Q6)

Discrete, type: 6, Category
mutual exclusion

Number of monthly
attention to items (IFB3)

When do you look for apps?
(Q7)

Discrete, type: 6, Categories
are not mutually exclusive

Query frequency of item
(IFB4)

How do you find apps? (Q8) Discrete, type: 9, Categories
are not mutually exclusive

Query method for item
(IFB5)

What do you consider when
choosing apps to download?
(Q9)

Discrete, type: 13, Categories
are not mutually exclusive

Detail level of item
browsing (IFB6)

Why do you download an app?
(Q10)

Discrete, type: 15, Categories
are not mutually exclusive

Focus on item (purchase
possibility) (IFB7)

Why do you spend money on an
app? (Q11)

Discrete, type: 12, Categories
are not mutually exclusive

Purchase behavior of item
(IFB8)

Why do you rate apps? (Q13) Discrete, type: 7, Categories
are not mutually exclusive

Evaluation behavior of
item (IFB9)

(continued)
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Table 1. (continued)

Raw data (users’ behavior) Description Corresponding behavior
(micro implicit behavior)

What makes you stop using an
app? (Q14)

Discrete, type: 15, Categories
are not mutually exclusive

Cancel attention to item
(IFB10)

Which type of apps do you
download? (Q15)

Discrete, type: 23, Categories
are not mutually exclusive

Category focus behavior
on item (IFB11)

For the sake of easing the correlation analysis about influenced factors and users’
implicit behavior, according to the questionnaire data in literature [12], this paper divides
users’ micro implicit feedback behavior into two categories: 1) mutually exclusive type,
and 2) non-mutually exclusive type. In Table 1, IFB1-IFB3 are commonly clustered into
the mutually exclusive type, whichmeans every behavior exists once. For example, there
are selecting only one application market category, determining a certain frequency of
access and attention to element. IFB4-IFB11 belongs to non-mutually exclusive type.
Ever person could select multiple behavior. For example, the frequency of inquiring
items, while the person is discouraged or bored, or desires to accomplish a duty, etc.

3.3 User Attribute Context

To study the relationship between user attribute context and micro network implicit
behavior, it is necessary to determine the content of user attributes. Based on the
questionnaire in literature [12], the determined user attributes are shown in Table 2.

Table 2. User attributes.

User attributes Data description

Age (Q17) Discrete*, type: 8, Category mutual exclusion

Marital Status (Q18) Discrete, type: 7, Category mutual exclusion

Nationality (Q19) Discrete, type: 16, Category mutual exclusion

Country of Residence (Q20) Discrete, type: 16, Category mutual exclusion

First Language (Q21) Discrete, type: 11, Category mutual exclusion

Ethnicity (Q22) Discrete, type: 7, Category mutual exclusion

Highest Level of Education (Q23) Discrete, type: 8, Category mutual exclusion

Years of Education (Q24) Discrete*, type: 7, Category mutual exclusion

Disability (Q25) Discrete, type: 3, Category mutual exclusion

Current Employment Status (Q26) Discrete, type: 9, Category mutual exclusion

Occupation (Q27) Discrete, type: 25, Category mutual exclusion

*Indicates that the original data is a continuous quantity.
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3.4 Correlation Analysis Between User Attribute Context and Implicit Behavior

This paper researches on the relations of users’ characteristics and micro implicit behav-
iors. That is, in the view of users’ characteristics, impact on users’ micro implicit behav-
iors is discussed. In addition, big impact factors are chosen. As statements earlier about
users’ micro implicit behavior and users’ characteristics data, this paper selects IFB1-
IFB11 as the dependent variable and user attributes Q17-Q27 as the independent vari-
able, and uses logistic regression to complete the correlation analysis between users’
characteristics background and implicit behaviors.

Multiple Logistic Regression Analysis. Through the observation of dataset, the type
of IFB1, IFB2 and IFB3 is multi-classified micro implicit behavior, in which IFB1 is a
disordered variable and IFB2 and IFB3 are ordered ones. Multiple logistic regression
analyzing method is used to study the impact on micro implicit behaviors from users’
attributes.

Binary Logistic Regression Analysis. Based on the observation of the data, IFB4-
IFB11 is consist of multiple subsets. Moreover, this type of behaviors is described as
binary. Therefore, binary logistic regression analyzing method to study impact on micro
implicit behavior from users’ attributes is used in this paper.

4 Results and Discussion

4.1 User Attributes and Influencing Factors of IFBn

According to the significance index of model fitting, shown in Table 3, the fitting models
of IFB1 and IFB3 are statistically significant and pass the test. The Pearson Chi-square
significance of IFB1 model is 1. The model fitting status, as described in the column,
to initial data passes the test. However, its pseudo r square value is flat, and the fitting
degree is not actually distinguished.

In accordwith the significance of likelihood ratio test inTable 4, for themicro implicit
behavior IFB1, there exists results as below: eight user attribute influencing factors such
as age, marital status, current country of residence, first language, years of education,
physical barrier, current employment status and occupation all contribute significantly
to model configurations, which is the crucial component effecting IFB1.

Table 3. Fitting information and forecast percentage (IFB1-IFB3).

Model fitting
significance

Significance of
goodness of fit
(Pearson)

Pseudo R-square
(Cox Snell)

Forecast correct
percentage

IFB1 .000 1.000 .523 43.9%

IFB2 .000 .000 29.1%

IFB3 .000 .000 .289 50.7%
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Table 4. Likelihood ratio test significance (IFB1-IFB3).

Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24 Q25 Q26 Q27

IFB1 0 0 1 0 0 0.987 0.225 0 0 0 0.001

IFB2 0 0 0 0

IFB3 0 0.139 0.288 0.003 0.618 0.752 0.019 0.782 0.347 0.076 0.003

In agreement with the exhaustive test dataset of model factors in Table 5, for the
type of IFB4, the fitting mode of these micro implicit behaviors is commonly essential.
Meanwhile, goodness of fit test and prediction correct percentage information show
that, considering the IFB4 subgroup, the model fitting goodness of IFB4-1, IFB4-3 and
IFB4-6 behavior subset is higher and the fitting model is better.

Table 5. Model sparsity test, goodness of fit and prediction percentage (IFB4).

Omnibus test of model
coefficients

Hosmer lemeshow test Forecast correct percentage

IFB4-1 .000 .856 68.9%

IFB4-2 .000 .490 65.7%

IFB4-3 .000 .752 68.5%

IFB4-4 .000 .571 67.0%

IFB4-5 .000 .108 61.1%

IFB4-6 .000 1.000 98.3%

Table 6. Variable significance (IFB4).

Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24 Q25 Q26 Q27

IFB4-1 .000 .005 .375 .000 .193 .094 .138 .784 .999 .000 .376

IFB4-2 .000 .567 .000 .857 .725 .028 .000 .058 .151 .154 .000

IFB4-3 .000 .094 .198 .000 .406 .318 .114 .018 .203 .774 .112

IFB4-4 .000 .688 .763 .000 .399 .004 .306 .036 .507 .001 .431

IFB4-5 .127 .324 .942 .000 .720 .034 .001 .492 .997 .002 .218

IFB4-6 .656 .408 .028 .975 .966 .298 .083 .404 .798 .013 .091

According to the significance index of each variable in Table 6 (in which the gray
shadowpart commonly shows the significance index>0.05), themicro implicit feedback
behavior of itemquery frequency (IFB4) as awhole, age, current country of residence and
current employment status are themain influencing factors of user attributes. Specifically,
for the behavior subset IFB4-1 of micro implicit feedback behavior IFB4, four user
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attribute influencing factors such as age, marital status, current country of residence and
current employment status contribute significantly to the model configurations and are
the important factors impacting IFB4-1. Given the type of IFB4-3 behavior subset of
micro implicit feedback behavior IFB4, age, current country of residence and years of
education are the main factors affecting IFB4-3. For the behavior subset IFB4-6 of micro
implicit feedback behavior IFB4, two user attribute influencing factors, nationality and
current employment status, contribute significantly to the model configurations and are
the important factors impacting IFB4-6. Analysis about user attributes and influencing
factors of IFBn (n = 5–11) is similar as above.

4.2 Influence Ranking of User Attributes

Through the above analysis of user attribute influencing factors that make a significant
contribution to user micro implicit feedback behavior IFBn, the ranking of influencing
factors is obtained, as shown in Table 7. It can be seen that the user’s age attribute has
a great impact on the micro implicit feedback behavior. The user attributes such as the
current country of residence, the first language and the current employment status also
affect the user behavior to a certain extent.

Table 7. User attribute impact.

User attribute Influence ranking Number of times as the main
influencing factor of IFBn

Age (Q17) 1 20

Country of Residence (Q20) 2 10

First Language (Q21) 3 9

Current Employment Status (Q26) 4 8

Years of Education (Q24) 5 7

Ethnicity (Q22) 6 6

Occupation (Q27) 6 6

Marital Status (Q18) 6 6

Highest Level of Education (Q23) 7 5

Disability (Q25) 7 5

Nationality (Q19) 8 3

5 Conclusion

This paper analyzes the user micro network implicit feedback behavior of mobile intel-
ligent terminal, and studies the influence of user attribute context on the user micro net-
work implicit feedback behavior. The results reveal that users’ age attributes, regional
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attributes and professional attributes will have an impact on users’ behavior. The out-
comes above establish a groundwork for future researches around users’ micro implicit
behavior data in recommendation area.
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Abstract. Aiming at the problem of poor detection accuracy and inaccurate posi-
tioning of traffic signs under foggy conditions, this paper proposes an improved
YOLOv3 detection algorithm. Firstly, a data set of Chinese traffic signs in a foggy
environment is constructed; The dark channel a priori algorithm based on guided
filtering is used to process the image with fog, which overcomes the problem of
image quality degradation caused by fog. Mosaic data enhancement is performed
on the annotated data set image, which speeds up the convergence speed of the
network. Increased the feature scale of YOLOv3 algorithm. The loss function of
the network is optimized, CIOU is used as the positioning loss, and the positioning
accuracy is improved. At the same time, the method of transfer learning is used
to overcome the problem of insufficient samples. The enhanced yolov3 algorithm
proposed in this paper has higher detection accuracy and shorter detection time
than the standard yolov3 algorithm and SSD algorithm.

Keywords: Traffic sign detection YOLOv3 · Improved YOLOv3 model · Foggy
environment · Transfer training

1 Introduction

Traffic sign detection and recognition is one of the research hotspots of environment
perception in the three major modules of unmanned driving [1]. Traffic sign recognition
plays an important role in unmanned driving. However, in foggy weather, there are some
problems in traffic sign detection, such as small target, unclear target and so on. The
designed algorithm needs to take into account the characteristics of high precision and
real-time. At the same time, it is necessary to ensure that the training image data is
sufficient so that the neural network model can learn the characteristics of traffic signs
in different complex environments [2].

Yu fuses the dark channel prior algorithm with MSR to defog, and uses the Faster R-
CNN two-stage target detection algorithm to detect traffic signs in foggy environments.
Compared with the first stage target detection algorithm, the detection speed is slower
and the calculation amount is larger [3]. Xu uses image enhancement to defog, and
proposes an improved convolutional neural network design to recognize traffic signs.
The method of image enhancement is not to remove the fog, but to sharpen the image.
This method can only be used for traffic sign detection under light and medium fog,
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and the effect is not ideal under dense fog. Chen and others first used the deep learning
algorithm IRCNN to remove the haze, and then proposed a multi-channel convolutional
neural network (Multi-channel CNN) model to identify the image after the haze removal
[4]. However, the defogging method based on deep learning requires a large number of
images in the data set and the speed is relatively slow. Moreover, none of the above
methods has constructed a traffic sign data set in a foggy environment.

2 Image Defogging Preprocessing

2.1 Data Set Construction

In the research of traffic sign detection and recognition, researchers mostly use the
American traffic sign data set (LISA) and other algorithms for performance testing.
However,most of the above data set samples are collected under good lighting conditions,
and no domestic researcher has constructed and published a rich comprehensive for the
identification of China. The traffic sign data set of China in the foggy environment. For
the traffic sign detection of YOLOv3 in the foggy environment, this article must have
the Chinese traffic sign data set in the foggy environment [5].

Based on this, for traffic sign detection in a foggy environment, on the one hand,
some clear traffic sign pictures are downloaded from the Internet, and on the other hand,
it is collected on the spot by taking pictures in heavy fog. The images are divided into
training set and test set according to the ratio of 8:2, a total of 3415 images, including
2390 training set and 1025 test set. Use LabelImg software to label each image. The
label information includes the category attribute of the traffic sign, the illumination of
the image, the upper left and lower right coordinates of the sign border (in pixels), and
the information is saved in xml format. The data is divided into 3 categories: indication
signs, prohibition signs, and warning signs.

2.2 Dehazing Algorithm

The existing defogging algorithms are mainly divided into three categories: One is the
defogging algorithm based on image enhancement. The second is a defogging algorithm
based on image restoration. Three defogging algorithms based on deep learning [6].

This paper compares several algorithms. The dehazing effect is shown in Fig. 4; the
best effect is the DehazeNet algorithm. Its disadvantage is that it takes a long time and
the average running time is 1.14 s. Therefore, in combination with traffic sign detection
scenarios, this paper uses dark channel based on guided filtering. Empirical algorithm for
image restoration [7]. The dark channel a priori principle believes that in most non-sky
local areas, one of the three RGB color channels of each image has a very low gray value,
almost tending to zero. According to the above principles, the dark channel map can be
obtained first, and then the atmospheric light value and transmittance can be estimated
by using the dark channel map, and the transmission function is refined by the guided
filter, and the transmittance value is optimized. Finally, the result obtained is substituted
into the atmospheric scattering The model can get the restored image. The steps of the
algorithm are shown in Fig. 1 (Fig. 2):
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Fig. 1. Flow chart of dark channel restoration algorithm

Fig. 2. Comparison of dehazing effects

3 YOLOv3 Algorithm and Improvement

This article chooses YOLOv3 model to complete this research because YOLOv3 has
made improvements in category prediction, bounding box prediction, multi-scale fusion
prediction, and feature extraction [8]; YOLOv3’s mAP can be comparable to RetinaNet,
but the speed is increased by about 4 times. At the same time, there have been significant
improvements in detecting small objects. Therefore, it is ideal to apply to the detection
and recognition of traffic signs in complex environments [9].

3.1 YOLOv3 Detection Network

As shownby the dotted line in Fig. 3, in order to improve the accuracy of the algorithm for
small target detection, YOLOv3 uses 5 downsampling of the input image and predicts the
target in the last 3 downsampling. It can output 3 features of different scales, respectively
Output 1, 2, 3 for prediction. The rule of side length is 13:26:52, and the depth is 255.
The up-sample and fusion method of FPN (feature pyramid networks) is adopted; the
advantage of choosing up-sample in the network: the expression effect is determined by
the network level, and the effect becomes better as the network level deepens, so that
you can directly use the deeper object characteristics to perform the object predict [10].
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Fig. 3. Improved multi-scale prediction structure

3.2 YOLOv3 Network Optimization

Improved Multi-scale Prediction YOLOv3 Model. YOLOv3 only uses three-scale
features, and the shallow information used is not sufficient [11]. Aiming at the problems
that the detection and classification of traffic sign targets in complex environments are
affected by different environments and the target is small, an improved YOLOv3 deep
neural network was designed and proposed, and the fourth feature scale was added:
104 × 104; as shown in Fig. 6 As shown. The thick line in Fig. 3 shows an improved
multi-scale network structure.

The specific method is: in the YOLOv3 network, after the feature layer with a detec-
tion scale of 13 × 13 is up-sampled twice, the original feature scale of 52 × 52 can be
increased to 104 × 104. If you want to make full use of deep features and For shallow
features, the 109th layer and the 11th layer of the feature extraction network should be
feature fused through the route layer. The remaining feature fusion is: the 85th and 97th
layers outputted after 2 times upsampling. The feature maps of the 85th and 61st layers,
and the 97th and 36th layers are respectively merged through the route layer. As shown
in Table 1, each feature layer is specific.
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Table 1. YOLOv3 feature map

Feature layer Feature map size Number of preset bounding boxes

Feature layer 1 13 × 13 13 × 13 × 3

Feature layer 2 26 × 26 26 × 26 × 3

Feature layer 3 52 × 52 52 × 52 × 3

Feature layer 4 104 × 104 104 × 104 × 3

Mosaic Image Enhancement. Traditional data enhancement methods only enrich the
number of data set by changing the characteristics of the image [12]. Mosaic image
enhancement is a process in which a new image is obtained by combining 4 random
images to train the network, which increases the diversity of data and the number of
targets provide a more complex and effective training background. At the same time, the
original image annotation information still exists. As shown in Fig. 4. This can further
improve the accuracy and recall rate. At the same time, because multiple images are
input to the network at the same time, the batch size of the input network is increased
in disguise. Inputting an image stitched by four images is equivalent to inputting four
original images (batch size= 4) in parallel, which reduces the need for training. The per-
formance requirements of the equipment. Effectively improve the efficiency of statistical
mean and variance of the BN (Batch Normalization) layer.

Fig. 4. Effect diagram of mosaic image enhancement algorithm

Loss Function. YOLOv3 loss is divided into three parts: positioning loss Lloc (o, c),
confidence loss Lconf (o, c), classification loss Lcla (o, c) three parts, as shown in
formula 1:

L(o, c,O,C, l, g)
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= λ1Lconf (o, c) + λ2Lcla(O,C) + λ3Lloc(l, g) (1)

Among them, λ1, λ2, and λ3 are balance coefficients.
Intersection-to-Union Ratio (IOU) When performing bounding box regression pre-

diction, when two bounding boxes (target bounding boxes) do not intersect, according
to the definition of IOU, the IOU is zero at this time, and the propagation loss cannot
be calculated at this time. In order to solve this defect, this paper introduces the CIOU
loss function for the regression prediction of the bounding box. An excellent regression
positioning loss should consider three geometric parameters: overlap area, center point
distance and aspect ratio. The calculation formula is shown in formula (2):

CIoU = IoU−
(
P2(b,bgt)

c2
+ av

)
(2)

LCIoU = 1− CIoU (3)

Among them, α is the weight function, and ν is used to measure the similarity of the
aspect ratio, and the definition is shown in formula (4) (5).

v = 4

π2 (arctan
wgt

hgt
− arctan

w

h
)2 (4)

a = v

(1− IoU ) + v
(5)

When the CIOU does not overlap with the target box, it can still provide the mov-
ing direction for the bounding box. The distance between the two target frames can
be minimized directly, and the convergence is much faster. After adding aspect ratio
considerations, it can further quickly converge and improve performance.

Retraining Based on Transfer Learning. In the experiment, the idea of middle-level
migration in migration learning is adopted. The training of the network model requires
a large number of traffic signs. However, the database selected in this experiment only
has 3,415 images. The lack of image data will make the network model under-fitting and
ultimately reduce thedetection accuracy.This articlefirst initializes the pre-trainedmodel
(trained on the coco data set on theYOLOofficial website), Then use thismodel to retrain
the system in this article. The training time is greatly reduced, and the probability of
model divergence and fitting process is also reduced. There are a large amount of weight
information and feature data in the pre-trained training model [13]. Weight information,
these feature information can usually be shared by different tasks, transfer learning is to
avoid relearning this knowledge by transferring specific and common feature data and
information, and achieve rapid learning.
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4 Evaluation of Training Results

4.1 Experimental Environment and Data

See Tables 2 and 3.

Table 2. Experimental environment configuration

Equipment name Device Information

CPU Intel(R) Xeon(R) CPU E5–2620

GPU Tesla P4

Operating system Windows 7 64 bit

CUDA version 10.0

CUDNN version 7.6.5

TensorFlow version 2.0.0

Python version 3.7.9

Table 3. Configuration file parameters

Parameter name parameter value Parameter name parameter value

Width 416

Height 416

Batch size 8

Learning rate 0.001

Epochs 200

4.2 Evaluation Indicators

The evaluation indicators are the mean Average Precision (mAP) of all traffic sign types
in a complex environment and the time required for each picture t = 1/N, in ms. First,
you need to understand the confusion matrix, as shown in Table 4 [14]:
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Table 4. Confusion matrix

Confusion matrix Prediction

Positive (P) Negative (N)

Actual True(T) TP FN

False(F) FP TN

Calculate precision and recall:

precision = TP

TP + FP
(6)

recall = TP

TP + FN
(7)

In the formula: TP, FN, FP, TN respectively represent the negative sample that is incor-
rectly detected, the positive sample that is correctly detected, the positive sample that is
incorrectly detected, and the negative sample that is correctly detected.

mAP: The calculation of mAP is divided into two steps. The first step is to calculate
the average precision AP (Average Precision) of each category, and the second step is
to average the average precision, which is defined as follows:

APi =
N∑

k=1

P(k)�r(k) (8)

mAP = 1

m

m∑
i=1

APi (9)

where: m is the number of categories. The evaluation index uses mAP and the time
required to detect a picture. The mAP value is directly proportional to the detection
effect, and the detection time is inversely proportional to the detection speed.

4.3 Improved YOLOv3 Algorithm Test

In order to compare the detection effect of the improved network, the collected Chinese
traffic sign detection data set were used to train and test the improved YOLOv3 network
model and SSD model. The precision/recall curves of the three categories are shown
in Fig. 5. It can be seen that the accuracy and recall rate of the improved network are
better than the YOLOv3 model. Among them: the SSD model has the lowest accuracy
rate; the average accuracy of the three categories of improved networks are 85.82%,
80.56% and 80.12%, which are higher than the detection results of YOLOv3. In terms
of real-time performance, based on an image of 416 × 416, the standard YOLOv3 and
the enhanced YOLOv3 methods in this article require 31.4 ms and 34.2 ms to detect an
image, respectively, which meets the real-time requirements (Table 5).
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Fig. 5. Accuracy-recall rate curve

Table 5. Comparison of AP value, mAP and running time of the three categories

Warning signs Instruction signs Prohibition signs mAP Operation hours

SSD 59.64 64.84 60.64 74.79 34.7 ms

YOLOv3 78.01 76.60 77.12 76.59 31.4 ms

Improved YOLOv3 85.82 80.56 80.12 82.73 34.2 ms

4.4 Experiment to Improve the Detection Ability Under Foggy Conditions

The experiment is divided into 3 groups; as shown in Table 6; the training set and test
set of the first group of experiments are all original pictures, so as to compare with the
followingmodels. The second set of training sets are the images in the foggy environment
after image restoration based on the dark channel algorithm of guided filtering. The test
set remains unchanged. The training set and test set of the third group use pictures after
image restoration processing.
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Table 6. Data set classification

Training set image restoration Test set image restoration

First group Unused Unused

Second group Use Unused

The third group Use Use

Table 7. Comparison of AP value and mAP value

Warning sign Prohibitory sign Prohibition sign mAP

First group 82.92 80.46 80.21 80.69

Second group 82.77 80.35 80.16 80.56

The third group 84.67 81.28 84.36 83.41

It can be seen from Table 7 above that the AP and mAP values of the first group are
slightly better than those of the second group, but there is not much difference overall.
Compared with the first two groups, the mAP value of the third group is about 2.5%
higher, so we can conclude that the detection effect after dehazing based on image
restoration on both the training set and the test set is the best.

5 Conclusion

This paper constructs a traffic sign target detection training data set in foggy environ-
ments. The dark channel prior algorithm based on guided filtering is used to add image
restoration steps to enhance the detection ability under bad foggy weather. Based on the
YOLOv3network, in order to solve the problemsof insufficient data set and small amount
of data, a Mosaic image enhancement training method is proposed, which improves the
training efficiency and model accuracy. Aiming at the poor detection effect of YOLOv3
in complex environments, an improved YOLOv3 algorithm with increased feature scale
is proposed. Aiming at the problems of small and fuzzy targets in foggy conditions and
inaccurate positioning, the loss function of the target detector is redesigned using the
CIOU loss function to further improve its detection accuracy of traffic signs in foggy con-
ditions. In view of the fact that there are not many samples and the accuracy is not high,
transfer learning training is adopted. The detection effect has been greatly improved.

Acknowledgments. This study was funded by National Natural Science Foundation of China
(grant number 51867006, 51867007) and Natural Science and Technology Foundation of Guizhou
province of China (grant number [2018]5781, [2018]1029).



Traffic Sign Detection Based on Improved YOLOv3 in Foggy Environment 695

References

1. Wu, X.: Research on traffic sign recognition algorithm based on deep learning. Beijing
Architecture University (2020)

2. Chen, F., Liu, Y., Li, S.: Overview of traffic sign detection and recognitionmethods in complex
environments. Computer Engineering and Applications 1–11, 22 June 2021

3. Tiantian, D., Haixiao, C., Xi, K., Deyou, W.: Research on multi-target recognition method in
traffic scene in complex weather. Inf. Commun. 11, 72–74 (2020)

4. Mogelmose, A., Trivedi, M.M., Moeslund, T.B.: Vision-based traffic sign detection and anal-
ysis for intelligent driver assistance systems: perspectives and survey. IEEE Trans. Intell.
Transp. Syst. 13(4), 1484 (2012)

5. Stallkamp, J., Schlipsing, M., Salmen, J., et al.: Man vs. computer: benchmarking machine
learning algorithms for traffic sign recognition. Neural Netw. 32, 323 (2012)

6. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior. IEEE Trans.
Pattern Anal. Mach. Intell. 33, 2341–2353 (2011)

7. Redmon, J., Farhadi, A.: YOLOv3 an incremental improvement. Computer Vision and Pattern
Recognition (2018)

8. Wu, Z.: Research on detection, recognition and tracking of ships based on deep learning in
the dynamic background. Three Gorges University (2019)

9. Du, X.: Research on traffic sign recognition based on improved YOLOv3 network in natural
environment. Dalian Maritime University (2020)

10. Gudigar, A., Chokkadi, S., Raghavendra, U., Rajendra Acharya, U.: Local texture patterns for
traffic sign recognition using higher order spectra. Pattern Recogn. Lett. 94, 202–210 (2017)

11. Gu, S., Ding, L., Yang, Y.: A new deep learning method based on AlexNet model and SSD
model for tennis ball recognition. In: IEEE 10th International Workshop on Intelligence and
Applications (IWCIA) (2018)

12. Lin, T.-Y., Dollár, P., Girshick, R., He, K., Hariharan, B., Belongie, S.: Feature pyramid
networks for object detection. In: Computer Vision and Pattern Recognition (2017)

13. Bharat Singh, L.S.D.: An analysis of scale invariance in object detection-SNIP. In: 2018 IEEE
Conference on Computer Vision and Pattern Recognition (CVPR 2018) (2018)

14. Zhang, Y., Li, G., Wang, L., Zong, H., Zhao, J.: A method for principal components selection
based on stochastic matrix. In: 2017 13th International Conference on Natural Computation,
Fuzzy Systems and Knowledge Discovery (ICNC-FSKD) (2017)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Development of Deep Learning Algorithms,
Frameworks and Hardwares

Jinbao Ji, Zongxiang Hu(B), Weiqi Zhang, and Sen Yang

Beijing Key Lab of Earthquake Engineering and Structural Retrofit, Beijing University of
Technology, Beijing 100124, China

1536306845@qq.com

Abstract. As the core algorithm of artificial intelligence, deep learning has
brought new breakthroughs and opportunities to all walks of life. This paper sum-
marizes the principles of deep learning algorithms such as Autoencoder (AE),
Boltzmann Machine (BM), Deep Belief Network (DBM), Convolutional Neural
Network (CNN), Recurrent Neural Network (RNN) and Recursive Neural Net-
work (RNN).The characteristics anddifferences of deep learning frameworks such
as Tensorflow, Caffe, Theano and PyTorch are compared and analyzed. Finally,
the application and performance of hardware platforms such as CPU and GPU
in deep learning acceleration are introduced. In this paper, the development and
application of deep learning algorithm, framework and hardware technology can
provide reference and basis for the selection of deep learning technology.

Keywords: Artificial intelligence · Deep learning · Neural network · Deep
learning framework · Hardware platforms

1 Introduction

The development of deep learning experienced three upsurges: from 1940s to 1960s, the
idea of artificial neural network was born in the field of control; from 1980s to 1990s,
neural networks were interpreted as connectionism; After entering the 21st century, it
was revived in the name of deep learning [1]. The concept of deep learning originates
from the research of deep neural network, which is also the core branch ofmachine learn-
ing field. For example, multi-layer perceptron is a simple network learning structure.
Generally speaking, deep learning is to realize complex nonlinear mapping by stack-
ing and feature extraction of multi-layer artificial networks. In essence, compared with
traditional artificial neural networks, deep learning does not add more complex logical
structures, but significantly improves the feature extraction and nonlinear approximation
capabilities of the model only by adding hidden layers. Since Hinton formally proposed
the concept of “deep learning” [2] in 2006, it immediately triggered a research upsurge
in the academic world and the investment of the industry, and many excellent deep learn-
ing algorithms began to emerge. For example, during the Visual Recognition Contest
(ILSVRC) from 2010 to 2017, CNN demonstrated its powerful image processing capa-
bility and confirmed its leading position in the field of computer vision image [3]. In
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2016, the intelligent Go program AlphaGo [4] developed by Google defeated the world
Go champion Lee Sedol by an absolute advantage. The success of AlphaGo marked the
arrival of the era of artificial intelligence with deep learning as the core.

After years of development, the rise of deep learning has led to the creation of com-
mon programming frameworks such as Tensorflow,Caffe, Theano,MXNet, PyTorch and
Keras, It also promotes the rapid development of AI hardware acceleration platforms
and dedicated chips, including GPU, CPU, FPGA and ASIC. This paper focuses on the
current research hotspots and mainstream deep learning algorithms in the field of artifi-
cial intelligence. The basic principles and applications of Autoencoder (AE), Boltzmann
Machine (BM), Deep Belief Network (DBM), Convolutional Neural Network (CNN),
Recurrent Neural Network (RNN) and Recursive Neural Network (RNN) are summa-
rized. The performance characteristics and differences of deep learning framework, AI
hardware acceleration platform and dedicated chip are compared and analyzed.

2 Deep Learning Algorithms

2.1 Auto-Encoder (AE)

As a special multi-layer perceptron, Auto-encoder (AE) is mainly composed of encoder
and decoder [5]. As shown in Fig. 1, the basic Auto-encoder can be regarded as a three-
layer neural network, from input ‘x’ to ‘a’ is the process of encoding, and from ‘a’ to ‘y’
is the process of decoding. The learning of auto-encoder is a process to reduce the error
between output ‘y’ and input signal ‘x’. The output expectation of Auto-encoder is the
input, so it is generally regarded as an unsupervised learning algorithm, mainly used for
data dimension reduction or feature extraction. In the training process of neural network,
Auto-encoder is often used to determine the initialization parameters of the network. The
principle is that if the encoded data can be restored accurately after decoding, the weight
of the hidden layer is considered to be able to store the data information better.

Fig. 1. Auto-encoder (AE)

The approximation ability of Auto-encoder for input and output is not the stronger
the better, especially when the output of Auto-encoder is exactly equal to the input, the
process only realizes the replication of the original data, and does not extract the inherent
characteristics of the input information. Therefore, in order to enable the Auto-encoder
to learn the key features, usually impose some constraints on the Auto-encoder. As
a result, a variety of improved Auto-encoder emerged, such as: Sparse Auto-encoder
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(SAE) makes neurons inactive in most cases by adding penalty items, and the number
of nodes in the hidden layer is less than that in the input layer, so as to represent the
input data with fewer characteristic parameters [6]. Stack Autoencoders (SAE) make it
possible to extract deeper data features by stacking multiple autoencoders in series to
deepen the layers of the network [7]; The Denoising Autoencoder (DAE) improves the
robustness by adding noise interference during training [8]. Contraction Autoencoder
(CAE) can learn mapping relations with stronger contraction by adding regular terms
[9]. In addition, Deep Autoencoder (DAE), Stacked Denoised Autoencoder (SDAE),
Sparse Stacked Autoencoder (SSAE), etc. [10–12].

2.2 Boltzmann Machine

Boltzmann Machine (BM) is a generative random neural network proposed by Hinton
[13]. Traditional BM does not have the concept of layers, and its neurons are in a fully
connected state, which is divided into visible unit and hidden unit. These two parts are
binary variables, and the state can only be 0 or 1. Due to the complexity of the fully
connected structure of BM, the variant of BM - Restricted Boltzmann machine is widely
used at present (Fig. 2).

Fig. 2. BM (left) and RBM (right)

Restricted Boltzmann Machine (RBM) was first proposed by Smolensky [14] and
has been widely used in data dimension reduction, feature extraction, classification
and collaborative filtering. RBM is a shallow network similar to BM in structure, the
difference is that RBM cancels the connection between layers and the neurons between
layers do not affect each other, thus simplifying the model.

2.3 Deep Boltzmann Machine and Deep Belief Network

Deep Boltzmann Machine (DBM) is a model composed of multiple Restricted Boltz-
mann Machine, and the network layers are bidirectional connections [15]. Compared
with RBM, DBM can learn higher-order features from unlabeled data and has better
robustness, so it is suitable for target recognition and speech recognition.

Deep Belief Network (DBN) is also a deep neural network composed of multiple
RBM, which differs from DBM in that only the network layer at the output part of RBM
is bidirectional propagation [16]. Different from general neural models, DBM aims at
establishing joint distribution between data and expected output, to make the network
generate the expected output asmuch as possible, so as to extract and restore data features
more abstractly. DBN is a practical deep learning algorithm, and its excellent scalabil-
ity and compatibility have been proved in the application of feature recognition, data
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classification, speech recognition and image processing. For example, the combination
of DBN and Multi-layer Perceptron (MLP) has good performance in facial expression
recognition [17]. The combination of DBN and Support Vector Machine (SVM) has
excellent performance in text classification [18].

2.4 Convolutional Neural Network

Convolutional Neural Network (CNN) was originally a deep learning algorithm derived
from the discovery of ‘Receptive Field’ [19], which has excellent ability in image feature
extraction. With the successful application of Lenet-5 model in the field of handwrit-
ten number recognition, scholars from all walks of life began to study the application
of CNN in the fields of speech and image. In 2012, The AlexNet model proposed by
Krizhevsky beats many excellent neural network models in the Image Net Image clas-
sification competition, which also pushed the application research of CNN to a climax
[20] (Fig. 3).

Fig. 3. Convolutional neural network [21]

Convolutional neural network ismainly composed of input layer, convolutional layer,
excitation layer, pooling layer, full connection layer and output layer, among which the
convolutional layer and pooling layer are the core structure of CNN.Different from other
deep learning algorithms, CNN mainly uses convolution kernel (filter) for convolution
calculation, and uses pooling layer to reduce inter-layer connections to further extract
features. It obtains high-level features through repeated extraction and compression of
features, and then uses the output for classification and regression.

Weight sharingmechanism and local perception field are twomajor features of CNN.
They have similar functions with pooling layer and can reduce the risk of overfitting by
reducing inter-layer connections and network parameters. Weight sharing means that a
filter will be used multiple times, it will slide across the feature surface and do multiple
convolution computations [22]. Local perceptionfield is inspired by the process of human
observing the outside world, which is from the local to the whole. Therefore, a single
filter does not need to perceive the whole, but only needs to extract local features and
summarize them at a higher level.

In recent years, CNN has gradually emerged in various industries, such as Alphago,
speech recognition, natural language processing, image generation and face recognition,
etc. [23–26]. At the same time, many improved CNN models were born, such as VGG,
ResNet, GoogLeNet and MobileNet.
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VGG. In 2014, Simonyan and Zisserman [27] proposed the VGGmodel, it won the
first prize in positioning task and the second prize in classification task in the ImageNet
Challenge. In order to improve the fitting ability, the network layer of VGG is increased
to 19 layers, and the convolution kernel with small receptive field (3 × 3) is used to
replace the large one (5 × 5 or 7 × 7), thus increasing the nonlinear expression ability
of the network.

ResNet. VGG proved that the deep network structure can effectively improve the fitting
ability of the model, but the deeper network tends to cause gradient dispersion, which
makes the network unable to converge. In 2015, Kaiming [28] proposed ResNet, which
effectively alleviated the problem of neural network degradation, and won the first prize
of classification, positioning, detection and segmentation tasks with absolute superiority
in ILSVRC and COCO competitions. To solve the problem of gradient disappearance,
Kaiming introduces a Residual Block structure in the network, which enables the model
use Shortcut to implement Identity Mapping.

GoogLeNet. To solve the problem of too many parameters in large-scale network
model, Google proposed InceptionV1 [29] network architecture in 2014 and constructed
GoogLeNet, which won the first prize in the ImageNet Challenge classification and
detection task in the same year. Inception V1 abandons the full connection layer and
changes the convolutional layer to a sparse network structure, that results in a significant
reduction of the network parameters. In 2015, Google proposed Batch Normalization
operation and improved the original GoogLeNet based on this technology, obtained a
better model—Inception V2 [30]. In the same year, Inception V3 [31] is also born. Its
core idea is to decompose the convolution kernel into smaller convolution, such as split-
ting 7 × 7 into 1 × 7 and 7 × 1, to further reduce network parameters. In 2016, Google
launched Inception V4 by combining Inception and ResNet, which has been improved
in training speed and performance [32]. When the number of filters is too large (More
than 1000), the training of Inception V4 will become unstable, but it can be alleviated
by adding an Activate Scaling factor.

MobileNet. In recent years, in order to promote the combination of neural network
model and mobile devices, neural network model began to develop towards the direc-
tion of lightweight. In 2017, Google designs MobileNet V1 by Depthwise Convolution
[33] and allows users to change the network width and input resolution, thus achieving a
tradeoff between latency and accuracy. In 2018, Google introduced The Inverted Resid-
uals and Linear Bottlenecks on the basis of MobileNet V1, and put forward MobileNet
V2 [34]. In 2019, Google proposed MobileNet V3 by combining Depthwise Convolu-
tion, Inverted Residuals and Linear Bottlenecks [35]. It is proved that MobileNet has
excellent performance in multi-objective tasks, such as classification, target detection
and semantic segmentation.

2.5 Recurrent Neural Network

Recurrent neural network (RNN) is a kind of deep learning model that is good at dealing
with time series. RNN expands neurons at each layer in time dimension, realizes forward
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transmission of data in the network through sequential input of information, and stores
information in ‘long-term memory unit’ to establish sequential relations between data.

Fig. 4. Convolutional neural network

As shown in Fig. 4, RNN reduces the computation of the network by sharing param-
eters (W, U, V). RNN mainly uses Back Propagation Through Time algorithm [36] to
update the parameters of each node. Its forward Propagation can be expressed as:

St = σ(w ∗ St−1 + Xt ∗ U ). (1)

Qt = softmax(V ∗ St) (2)

Although RNN can consider the correlation between information, traditional RNN is
usually difficult to achieve long-term preservation of information. Due to the excitation
function and multiplication, when RNN has a large number of network layers or a long
time sequence of data, sometimes the gradient will grow or decay exponentially with
iteration, resulting in gradient disappearance and gradient explosion [37].

LSTM. In order to solve the shortcomings of traditional RNN,Hochreiter [38] proposed
LSTM. LSTM introduces three types of gated units in RNN to realize information
extraction, abandoned and long-term storage, which not only improves the problems of
gradient disappearance and excessive gradient, but also improves the long-term storage
capacity of RNN for information. Each memory cell in the LSTM contains one cell and
three gates. A basic structure is shown in the Fig. 5: In the three types of gating units,
input gate is used to control the proportion of the current input data X(t) into the network;
Forget gate is used to control the extent to which the long-term memory unit abandons
information when passing through each neuron. Output gate is used to control the output
of the current neuron and the input to the next neuron.

Three types of gate control units are shown:

it = σ(wiixt + wihht−1) (3)

ft = σ(wfixt + wfhht−1) (4)

Ot = σ(wOixt + wOhht−1) (5)
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The calculation of Cell is shown:

gt = tanh(ggixt + wgiht−1) (6)

The calculation of long-termmemory unit C and hidden layer output h are as follows:

Ct = ftCt−1 + itgt (7)

ht = ot tanh(ct) (8)

Fig. 5. LSTM memory cell [39]

LSTM has many excellent variants, of which the more successful improvement is
the bi-directional LSTM. Bi-directional LSTM realizes the simultaneous utilization of
past and future information through two-way propagation of data in the time dimension
[40]. In some problems, its prediction performance is better than one-way LSTM. Greff
[39] discussed the performance of 8 variants based on Vanilla LSTM, and conducted
experimental comparisons in the three fields of TIMIT speech recognition, handwritten
character recognition and polyphonic music modeling. The results showed that the per-
formance of 8 variants did not significantly improve; Forgetting gate and output gate are
the two most important parts of LSTM model, and the combination of these two gate
units can not only simplify the LSTM structure, but also will not reduce the performance.

GRU. As a simplified model of LSTM, GRU only uses two gating units to save and
forget information, including update gate for input and forget, and reset gate for out-
put [41]. GRU replaces forget gate and Input gate with Update gate compared with
LSTM, simplifying structure and reducing computation without reducing performance.
At present, there is no final conclusion to show the performance of LSTM and GRU,
but a large number of practices have proved that the performance of the two network
models is often similar in general problems [42].
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2.6 Recursive Neural Network

Recursive neural network is a deep learning model with tree-like hierarchical structure,
its information will be collected layer by layer from the end of the branch, and finally
reach root end, that is, to establish the connection between information from the spatial
dimension. Compared with recurrent neural network, recursive neural network can map
words and sentences expressing different semantics into a vector space, and use the dis-
tance between statements to determine semantics [43], rather than just considering word
order relations. Recursive neural networks have powerful natural language processing
capabilities, but constructing such tree-structured networks requires manual annotation
of sentences or words as parsing trees, which is relatively expensive (Fig. 6).

Fig. 6. Syntax parse tree and natural scene parse tree [44]

3 Deep Learning Framework

In the early stage of the development of deep learning, in order to simplify the process
of model building and avoid repeated work, some researchers or institutions packaged
codes that could realize basic functions into frameworks for the public to use. Currently,
commonly used deep learning frameworks include Tensorflow, Caffe, Theano, MXNet,
PyTorch, Keras, etc.

3.1 Tensorflow

Tensorflow is an open source framework for machine learning and deep learning devel-
oped by Google. It uses the form of a Data Flow Graph to build models and provides TF.
Gradients for quickly calculating gradients. Tensorflow is highly flexible and portable,
it supports multiple language interfaces such as Python and C++. It can not only be
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deployed on servers with multiple cpus and gpus, but also run on mobile phones [48].
Therefore, Tensorflow is widely used inmany fields such as voice and image. Although it
is not superior to other frameworks in terms of running speed and memory consumption,
it is relatively complete in terms of theory, functions, tutorials and peripheral services,
which is suitable for most deep learning beginners.

3.2 Caffe

Caffe is an open source framework for deep learning, and is maintained by Berkeley
VisionCenter (BVLC). Caffe can flexiblymodify and design new network layers accord-
ing to different requirements, and is very suitable formodeling deep convolutional neural
networks [49]. Caffe has demonstrated excellent image processing skills in ImageNet
competitions and has become one of the most popular frameworks in computer vision.
Caffe’s models are usually implemented in text form, which is easy to learn. In addition,
Caffe can use GPU for training acceleration through Nvidia’s CUDA architecture and
cuDNN accelerators. However, Caffe is not flexible enough tomodify or add the network
layer, and is not good at dealing with language modeling problems.

3.3 Theano

Theano is an efficient and convenient mathematical compiler developed by the Poly-
technic Institute of Montreal, it is the first architecture to use symbolic tensor diagrams
to build network models. Theano is a framework developed based on Python that relies
on the Numpy toolkit, and is well suited for large-scale deep learning algorithm design
and modeling, especially for language modeling problems [50]. Theano’s disadvantages
are also obvious, it is slow to run both as a toolkit import and during its compilation, and
the framework is currently out of development, so it is not recommended as a research
tool.

3.4 MXNet

MXNet is a deep learning framework used and maintained by Amazon officially. It has
a flexible and efficient programming mode, supporting both imperative and symbolic
compilation methods [51], and can perfectly combine the two methods to provide users
with a more comfortable programming environment. MXNet has many advantages. It
not only supports distributed training of multiple CPU/GPU, but also can realize true
portability of micro-devices from servers and workstations to smart phones. In addition,
MXNet supports JavaScript, Python, Matlab, C++ and other languages, which can meet
the needs of different users. However, MXNet is not widely used by the community due
to the difficulty of getting started and the incomplete tutorials.

3.5 PyTorch

Facebook introduced the Torch framework early on, but it struggled to meet market
demand due to its lack of support for the Python interface. Instead, Facebook built
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Pytorch, a deep learning framework specifically designed for Python programming and
GPU acceleration [52, 53]. Pytorch uses a dynamic data flow diagram to build the
model, giving users the flexibility to modify the diagram. Pytorch is highly efficient
at encapsulating code and runs faster than frameworks such as TensorFlow and Keras,
and providing users with a more user-friendly programming environment than other
frameworks.

3.6 Keras

Keras is a neural network library derived from Theano. The framework is mainly devel-
oped based on Python language and has a complete function chain in the construction,
debugging, verification and application of deep learning algorithms. Keras architecture
is designed for object-oriented programming, which encapsulates many functions in
a modular manner, simplifying the process of building complex models. Meanwhile,
Keras is compatible with Tensorflow and Theano’s deep learning software package,
which supports most of the major algorithms including convolution and cyclic neural
networks (Table 1).

Table 1. Deep learning framework

Framework Caffe Theano TensorFlow MXNet PyTorch Keras

Language C++/cuda/Python Python/C++/cuda C++/Python C++/cuda/Python Python Python/R

Hardware
support

CPU/GPU CPU/GPU CPU/GPU/Mobile CPU/GPU/Mobile CPU/GPU CPU/GPU/Mobile

Speed Fast Medium Medium Fast Very fast Medium

Flexibility Low Very high High High High Medium

Maintain BVLC Epdm Google Amazon Facebook Fchollet

4 Hardware Platform and Dedicated Chip

4.1 CPU

CPU is one of the core parts of the computer, usually composed of control parts, logic
parts and registers, itsmain function is to read, execute computer instructions and process
data. As a general-purpose chip, CPU is originally designed to be compatible with all
kinds of data processing and computation, and it is not a special processor for neural
network training and acceleration. There are a lot of matrix and vector calculations in
the training process of deep network, and the computing efficiency is not high by using
CPU, and upgrading CPU to improve performance is not cost-effective. Therefore, CPU
is generally only suitable for small-scale network training.
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4.2 GPU

In 1999,NVIDIA launchedGeForce-256 as its first commercialGPU, andbeganworking
on developing high-performance GPU technology in the early 2000s. In 2004, gpus
evolved to the point where they could carry early neural network computing. In 2006,
KumarChellapilla [54] successfully usedGPU to accelerate CNN,whichwas the earliest
known attempt to use GPU for deep learning.

GPU is a microprocessor specially used for processing image calculation. Different
from the generality of CPU, GPU focuses on the calculation of complex matrix and
geometric problems, especially good at processing image problems [55]. In the face of
complex deep learning model, GPU can greatly increase the training speed. For exam-
ple, Coates [56] used GPU for training acceleration in the target detection system, which
increased its running speed by nearly 90 times. Currently, companies such as Nvidia and
Qualcomm have advanced capabilities in developing GPU hardware and acceleration
technologies, and support multiple programming languages and frameworks. For exam-
ple, Pytorch can use the GPU to help model training through CUDA and cuDNN that
developed by Nvidia, which can significantly reduce network training time.

4.3 ASIC

ASIC is a professional chip with extremely high flexibility. Its performance can be cus-
tomized according to actual problems to meet different computing power requirements.
Therefore, when dealing with deep learning problems, its performance and power con-
sumption are far higher than CPU, GPU and other general chips. For example, TPU
[57], launched by Google in 2015, is a very representative integrated circuit chip. It
has been proved that its execution speed and efficiency are dozens of times higher than
CPU and GPU. It has been applied and promoted in Google’s search map, browser and
translation software. In recent years, Google has continuously released the second and
third generation of TPU and TPU Pod [58], which not only greatly improves chip per-
formance, but also extends its application to the broader field of artificial intelligence. In
addition, the Cambrian series chips [59] proposed by The Chinese Academy of Sciences
also have great advantages in improving the running speed of neural networks. ASIC
has broader development prospects and application value, but due to long development
cycle, high investment risk and high technical requirements, only a few companies have
the development ability at present.

4.4 FPGA

FPGA, also known as field programmable gate array, is a variable circuit derived from
custom integrated circuit (ASIC) technology. FPGA directly operates through gate cir-
cuit, which not only has high speed and flexibility, but also enables users tomeet different
needs by changing the wiring between internal gate circuits [60]. FPGA generally have
lower performance than ASIC, but their development cycle is shorter, risk is lower, and
cost is also relatively lower. When processing specific tasks, the efficiency can be further
improved through parallel computing. Although FPGA has many advantages and can
better adapt to rapidly developing deep learning algorithms, it is not recommended for
individual users or small companies to use due to their high cost and difficulty (Table 2).



Development of Deep Learning Algorithms, Frameworks and Hardwares 707

Table 2. Deep learning hardware technology comparison [61]

Hardware Performance Flexibility Power consumption Enterprise

CPU Low High Low Intel

GPU Medium High Medium Nvidia/Qualcomm

ASIC High Low High Google

FPGA High Medium Low Xilinx/Altera

5 Conclusion

Around the current popular research fields in artificial intelligence, this paper summa-
rizes the basic principles and application scenarios of current mainstream deep learning
algorithms, introduces and compares common deep learning programming frameworks,
hardware acceleration platforms and dedicated chips. Obviously, deep learning algo-
rithms are in a stage of rapid development, and also promote the rise of its surrounding
industries. However, problems such as single model type and insufficient algorithm per-
formance also limit the development of some industries, so how to innovate and improve
new algorithms is still the focus of future research. In addition, the intelligence of deep
learning algorithm also brings a lot of convenience to our daily life, but its application
is not widely at present. That mean how to promote and utilize deep learning more
efficiently is still a long way to go.
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Abstract. An implementation method of embedded real-time database is pro-
posed. The lightweight high matching of power model is realized through tree
structure. The resource consumption of real-time database in embedded device
environment is reduced by means of separated storage and non independent pro-
cess deployment. The efficient access of measuring point data is realized through
internal mapping rules and improved breadth first search algorithm. Experiments
show that the embedded real-time database realized by this method has good per-
formance and low energy consumption, and is suitable for intelligent terminal
equipment in new power system.

Keywords: New power system · Intelligent terminal · Embedded · Real time
database · Tree model

1 Introduction

With the in-depth development of the “double carbon” action, the State Grid Corporation
of China is accelerating the construction of a new power system with new energy as the
main body [1]. While large-scale access of new energy, new equipment and multiple
loads, it poses new challenges to the data carrying capacity, real-time and security of the
existing intelligent terminal equipment of the power system.

At present, the real-time data storage and processing of power system intelligent
terminal mainly rely on embedded real-time database. Most of the existing embedded
real-time database cores adopt open-source general products, which lack consideration
of power model, especially the new power system intelligent terminal model, and there
are great security risks, which affect the stability and security of power system.

In this paper, an implementation method of embedded real-time database for new
power intelligent terminal is proposed,which takes dynamic connection library as the car-
rier, tree structure model as the modeling basis, separated storage as the data basis, mem-
ory mapping rules and improved breadth first search algorithm as the logical basis, and
constructs a new power intelligent terminal environment with low energy consumption,
high timeliness, high security and professional embedded real-time database.

© The Author(s) 2022
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2 Background and Related Work

2.1 Characteristic Analysis of New Power Intelligent Terminal

One of the main technical features of the new generation power system in the energy
transformation is the multi energy complementarity between the power system and other
energy systems [2], and one of its key cores is digitization. At the same time, for the
power industry, the power intelligent terminal equipment is progressing day by day under
the promotion of the policy of “new digital infrastructure”. The application scenario type
and number of new power intelligent terminals represented by intelligent distribution
terminals, intelligent vehicle charging piles and intelligent electricitymeters [3] continue
to grow. The integration of different types of terminals is imperative, and gradually
presents the technical characteristics of “digitization”, “intelligence” and “integration”.
The continuous upgrading of embedded technology, 5g network and other hardware and
network technologies will further accelerate the integration process of power, energy
and Internet of things.

In terms of digitization, under the new power system, in addition to the metering
function of traditional electric energy meters, smart meters also have two-way multi rate
metering function, user end control function, two-way data communication function of
multiple data transmission modes [4], etc. The real-time data that needs to be stored and
processed at the same time will increase exponentially. In the future, the measurement
data acquisition frequency of smart meters will be further improved. Taking the power
consumption information acquisition system as an example, the current data acquisition
frequency of smart terminals has been increased from 1/360 to 1/15, and the amount
of data has increased by 24 times. In terms of intelligence, the smart grid puts forward
higher requirements for user side metering devices. On the one hand, it should be able
to comprehensively monitor the real-time load of users and monitor the real-time load,
voltage, current, power factor, harmonic and other grid parameters of each power ter-
minal to ensure power supply; On the other hand, it is necessary to control the electric
equipment, and select the appropriate time to automatically operate or stop according to
the real-time electricity price of the system and the wishes of users, so as to realize the
functions of peak shifting and valley filling. In terms of integration, due to the insepa-
rable relationship among power terminals, 5g terminals and Internet of things terminals
[5, 6], these infrastructure terminals can usually be integrated. For example, after the
integration of power and Internet of things, an industrial Internet of things suitable for
power grid, namely power Internet of things, will be formed, which will produce various
types of intelligent integration terminal requirements.

Therefore, under the new power system, the power intelligent terminal needs to
process a wider range of data, faster frequency and stronger timeliness requirements.
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2.2 Relevant Research Work

The research on embedded real-time database abroad started earlier, among which the
representative ones are Berkeley DB and SQLite. However, the research shows that their
performance in real-time applications is poor [7]. At this stage, the domestic research
on embedded real-time database mainly relies on open source database and focuses
on application research. Among them, a real-time database implementation method for
micro grid intelligent terminal [8] adopts MySQL database, which maps the data tables,
fields and records constituting the real-time database to the memory of the intelligent
terminal through file mapping to form a database entity. The disadvantage is that data
access and submission need complex lexical and syntax analysis, and the CPU resource
overhead is huge. The cross platform lightweight database packaging method and sys-
tem based on mobile terminal [9] realizes the database operation on HTML page (IOS
and Android), and solves the problem of repeated development of database operation
functions on HTML page based on different mobile intelligent terminal platforms. The
disadvantage is that the database adopts open source SQLite products, and the system
security is not guaranteed. Design and implementation of embedded real-time database
based on ARM platform [10] transplanted the traditional real-time database on ARM
platform and realized the basic storage function. The disadvantage is that it needs to call a
special interface and is lack of friendliness to the application of power equipment. At the
same time, domestic researchers also try to use the embedded real-time operating system
to solve the problem of real-time data storage of embedded devices, such as VxWorks,
QNX, ucLinux and RTEMS. Since the embedded real-time system essentially belongs
to the category of operating system, it is qualitatively different from the embedded real-
time database. To sum up, the existing embedded real-time database in China is mainly
a general relational database. There are many problems in the embedded equipment
of power system, such as high system resource consumption, weak matching with the
model of power intelligent terminal equipment, and unable to guarantee security.

3 Design and Implementation of Embedded Real-Time Database

3.1 Design Framework

The overall deployment of the embedded real-time database for the newpower intelligent
terminal described in this paper is shown in Fig. 1. It is divided into four layers from the
outside to the inside, marked with serial numbers ➀–➃. The outermost layer is layer ➀,
which represents the entity of the new power system intelligent terminal equipment. It is
composed of microprocessor, register, digital I/O interface and other units, which is used
to carry the embedded operating system. Layer ➁ is the embedded container, usually the
embedded container represented by docker,which is deployed in the embedded operating
system to carry different embedded applications. Layer ➂ is embedded application,
usually data access application and embedded data center application, which are used
to collect and store real-time data. Layer ➃ is the embedded real-time database, which
is embedded in the embedded application in the form of dynamic link library, coupled
with the application through the database interface, does not occupy independent process
handles, saves system resources to a great extent, and supports embedded and container
deployment.
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Power secondary equipment terminal

Embedded container

Embedded application

Real time database

Fig. 1. Deployment diagram of embedded real-time database

The overall system structure of embedded real-time database for new power intel-
ligent terminal is shown in Fig. 2. From bottom to top, the real-time database includes
storage layer, model layer and application layer. The storage layer is used to store specific
measurement type data, including storage interface, lightweight cache, data compres-
sion, data storage, resource optimization and other modules. The model layer is the
object model management module, which is used to build and store the device model
and associate it with the measuring points, including model interface, model algorithm
and model storage modules. The application layer is used for data query and analysis,
and provides application capabilities such asmodel construction and data access through
the interface.

Model storage

resource

optimization

Lightweight cache

Storage interface

Model layer

Storage layer

Model interface

data compression

data storage

application layer management tool Data application

Model algorithm

Fig. 2. Structure diagram of embedded real-time database system
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3.2 Tree Structure Model Design

The traditional relational data model uses two-dimensional tables to represent the rela-
tionship between entities. In data modeling, it is necessary to split the data objects, store
their respective information in the corresponding table fields, and connect each table
when necessary. This model design generally has storage redundancy in power intelli-
gent terminal. Due to the large amount of correlation calculation required for multi table
connection, it needs to consume a lot of CPU system resources, which is easy to affect
the performance and stability of embedded applications. According to the technical char-
acteristics of the new power system intelligent terminal and combined with the design
of the power equipment IOT terminal model, the object model management module in
this paper realizes the organization and management function of the power intelligent
terminal model by using the tree structure. As shown in Fig. 3, the tree structure includes
leaf nodes and non leaf nodes, in which the non leaf nodes are used as the index of the
tree. The leaf node records the measurement point ID when it is created and is associated
with the measurement point ID of the database storage layer.

Fig. 3. Schematic diagram of tree structure model

In terms of model storage, this paper uses the improved document structure (i-json)
storage device model to store the model in a document as a unit, supports array and
document nesting, and the information to be split in the ordinary relational model is
represented by a document. Based on the JSON (JavaScript object notation) structure,
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i-json optimizes and adds the complete path, node type and node attribute information
of nodes, and supports nested structures and arrays. The specific structure definition is
shown in the Table 1.

Table 1. I-json structure diagram.

No. Attribute name Attribute type Sub attribute name Sub attribute type

1 Dynamic int Name string[]

2 Dynamic int Type int

3 Static int Name string[]

4 Node int Path string

5 Node int Type int

6 Node int Archive int[]

The object model equipment attributes include dynamic attributes and static
attributes. The dynamic attributes are used to describe the collected measurement type
data of the equipment, including but not limited to three-phase current, three-phase volt-
age, active power, reactive power, etc. Static attributes are used to describe the file type
data of equipment, including but not limited to serial number, attribute name, type, unit,
collection cycle, etc. The specific equipment attributes are different according to the
functions of intelligent terminal equipment.

3.3 Separate Storage Design

In order to reduce storage redundancy, this paper adopts a separate storage design, which
separates the power IOT terminal model storage process from the collected data storage
process, and separates the traditional measurement point model from the measurement
data. The dynamic attributemanagement of power intelligent terminal is realized by hash
algorithm, and the association relationship between equipment dynamic attributes and
equipment measurement data is established andmaintained bymeasuring point mapping
rules.

The measurement point model and data compression storage of the storage layer
are associated through the hash algorithm. The hash function adopts the executable link
format function elfhash (extensible and linking format, ELF), takes the absolute length
of the string as the input, and combines the decimal values of the characters through
coding conversion to ensure that the generated measurement point ID positions can be
evenly distributed, At the same time, it is convenient to locate the location according to
the point name, and has high query performance. The model data association process is
shown in Fig. 4.
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Object model Measuring point data

Model layer Storage layer

Tree model Measuring point model
Data compression and 

storage

Mapping rules of 

measuring points
Hash algorithm

Fig. 4. Schematic diagram of model data association mode

In addition, the tree model node of the model layer is associated with the measuring
point model through the measuring point mapping rules, which is mainly combined into
the full path equipment attribute according to the model path and node name, and is
associated with the measuring point name in the measuring point model through this
attribute. Generally, the full path equipment attribute combines the model path and node
name through the path symbol “/”, and the measuring point name in the measuring point
model is defined according to the combined equipment attribute. Since the path and
node name can be used to describe the unique equipment attribute, the combined string
can also define the unique measuring point name, so as to ensure the uniqueness of the
measuring point.

3.4 Heads Improved Breadth First Search Algorithm

Considering that after the introduction of the tree structure, the access to the measured
point data needs to be searched and located through the treemodel, in order to improve the
query performance and reduce the CPU resource consumption of the embedded system,
the real-time database adopts the improved breadth first search (e-bfs) algorithm. First,
access the starting vertex v, then start from V, access each unreachable adjacent vertex
W1, W2, W3… Wn of V in turn, and then access all unreachable adjacent vertices of
W1, W2,…, WI in turn. Then, start from these accessed vertices and perform pruning
optimization by comparing the initials of adjacent node names with query conditions.
Then access all their adjacent vertices that have not been accessed, and so on until all
vertices on the way have been accessed. The specific implementation steps are shown
in Fig. 5.
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Create visit [] array and queue Q

Initialize the visit [] array and empty  Q 

Take out the team head element and get the team head element 

out of the team at the same time

Return

results

Judge whether the element is the target arrival point

Queue the adjacent position points of the 

symbol condition and update the visit [] array

NO

YES

NOYES

end

Join the queue from the starting point and set visit to 1

Is Q empty

Continue to visit the adjacent location points, compare the initial 

letter of the adjacent node name with the initial letter of the 

query criteria, and optimize pruning

Fig. 5. Flow chart of e-bfs search algorithm

4 Performance Test

The test selected power secondary equipment terminal embedded ARM development
board, processor armv7 processor Rev 2 (v7l), memory 240 MB and external memory
216 MB. Simulate the real-time data acquisition and storage connected to 100 power
devices, with an average of 40 dynamic attributes for each device, and conduct data
submission according to the second frequency. Compare and analyze the CPU resource
utilization of the embedded system during the operation of the embedded real-time
database (hs-ertdb) and SQLite database described in this paper. The test results are
shown in Fig. 6.

The experimental results show that in the process of data submission, the CPU
resources of SQLite database fluctuate greatly and have low stability. The minimum
utilization rate is 20%, the maximum is 80%, and the average utilization rate is about
45%. The hs-ertdb database CPU utilization realized in this paper has small fluctuation
range and high stability. The average utilization rate is about 15%, and the CPU energy
consumption in the same scenario is reduced by 30%.
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Fig. 6. CPU resource usage

5 Conclusion

In this paper, an embedded real-time database implementation method is proposed for
the new power system intelligent terminal equipment, a lightweight power model con-
struction scheme based on tree structure is proposed, a new power terminal model data
separation storage mode is constructed, the model search algorithm is optimized, and the
lightweight embedded real-time database is realized. Experiments show that the embed-
ded real-time database realized by this method has good performance and low energy
consumption, and is suitable for intelligent terminal equipment in new power system.

Acknowledgments. This paper is supported by research on lightweight database for power
secondary edge equipment (524623200007).

References

1. Xin, B.: Accelerating the construction of a new power system to help achieve the “double
carbon” goal. Economic daily, July 23 (2021)

2. Zhou, X., Chen, S., Lu, Z., et al.: Technical characteristics of China’s new generation power
system in energy transformation. Chin. J. Electr. Eng. 7, 1893–1904 (2018)

3. Zhao,Y.:Design and implementation of intelligent terminalmonitoring system for distribution
network, Zhengzhou (2019)

4. Peng, Z., Chao, L., Yupeng, Z., et al.: Research on security control mechanism of power
intelligent terminal equipment under new digital infrastructure. J. Huadian Technol. 43, 66–70
(2021)

5. Zhu, B., Ye, S., Chen,M., et al.: Research on security protection ofmobile operation terminals
in power companies. Electromech. Inf. 86--87 (2019)

6. Yi, W., Qixin, C., Ning, Z., et al.: Integration of 5G communication and ubiquitous power
Internet of things: application analysis and research prospect. Power Grid Technol. 043,
1575–1585 (2019)



720 Y. Shi et al.

7. Kang,W., Sang,H.S., Stankovic, J.A.:Design, implementation, and evaluationof aQoS-aware
real-time embedded database. IEEE Trans. Comput. 61, 45–59 (2011)

8. Lin, C., Wang, Q., Zhang, P., et al.: A real-time database implementation method for micro
grid intelligent terminal. P. cn102495891a (2012)

9. Zhou, K.,Wang, B.: Cross platform lightweight database packagingmethod and system based
on mobile terminal. P. cn106775719a (2016)

10. Li, H., Zhu, T., Xu, X.: Design and implementation of embedded real-time database based on
ARM platform. Internet Things Technol. 75–77 (2014)

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Sentiment Analysis-Based Method to Prevent
Cyber Bullying

Giuseppe Ciaburro1(B), Gino Iannace1, and Virginia Puyana-Romero2

1 Department of Architecture and Industrial Design, Università degli Studi della Campania
Luigi Vanvitelli, Borgo San Lorenzo, 81031 Aversa, CE, Italy

{giuseppe.ciaburro,gino.iannace}@unicampania.it
2 Department of Sound and Acoustic Engineering, Universidad de Las Américas,

Quito EC170125, Ecuador
virginia.puyana@udla.edu.ec

Abstract. Cyberbullying is spreading in social networks frequented by young
people. Its rapid spread is due to a series of specific preconditions due to the nature
of the context within which the cyberbully finds himself operating. Anonymity,
the absence of space-time limits, and the lack of responsibility of the individual are
the strengths on which the actions of bullies are based. Automatically identifying
acts of cyberbullying and social networks can help in setting up support policies
for victims. In this study a method based on sentiment analysis is proposed with
the use of recurrent neural networks for the prevention of cyberbullying acts in
social networks.

Keywords: Sentiment analysis · Cyberbullying · Recurrent neural networks ·
Deep learning

1 Introduction

The recent explosion of violence involving groups of young people requires a serious
discussion: One of the fundamental contexts for the development of such manifesta-
tions of violence is the school, both as an institution responsible for the training and
transmission of knowledge, and as a relational space between young people and adults
[1]. In the evolutionary process of the young person, school life represents an important
stage in his social experience, experimenting with different ways of interacting: The
young person learns the rules of behavior and strengthens their cognitive, emotional,
and social skills. The school, therefore, can become the theater of both prosocial behav-
iors and aggressive behaviors, occasional or repeated, which have a profound impact on
the development of the individuals involved in various capacities [2]. In fact, peer abuse
occurs mainly between classmates or schoolmates, or between people who, voluntarily
or not, share time, environment, and experiences [3]. People are hurt when they feel
rejected, threatened, offended. Young victims, adolescents, and pre-adolescents, who
are often ashamed to talk about it with someone, for fear of a negative judgment or for
fear of receiving further confirmation of their being weak from the other. Bullying has
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long been under observation, while cyberbullying is a new and perhaps more hidden
form, because it is less striking. It’s a subtle manifestation of bullying itself, but no less
important. Its diffusion is due to the massive use of information technology which has
allowed the creation of new meeting spaces [4].

Bullying is a specific form of violence which, unlike the normal quarrels that exist
between children, destined to lead to small jokes, acquires persecutory traits. The bully
attacks the intended victim with physical and psychological acts, to subdue it until it
is annihilated, often inducing the most fragile victims to extreme gestures, or in any
case opening wounds destined to remain for life. Most adolescents have experienced
bullying, one in three of these cases occurs in the school setting [5].

The term cyberbullying means those acts of bullying and stalking, prevarication car-
ried out through electronic means such as e-mails, chats, blogs, mobile phones, websites,
or any other form of communication attributable to the web [6]. Although it comes in a
different form, online bullying is also bullying. Circulating unpleasant photos or sending
emails containing offensive material can hurt much more than a punch or a kick, even if
it does not involve violence or other forms of physics coercion. In online communities,
cyberbullying can also be group-based, and girls are usually victims more frequently
than boys, often with messages that contain sexual allusion. Usually the heckler acts
anonymously, but sometimes he doesn’t bother at all about hiding her identity. In this
period of pandemic due to the spread of the Covid-19 contagion, with the adoption by
many states of prolonged lockdown periods, this form of abuse has taken on even greater
weight [7].

Social networks are means through which it is possible to communicate, share infor-
mation and always stay in contact with people near and far. There are many, which differ
from each other in various characteristic aspects aimed at satisfying the needs of some
or many, but the purpose remains the same for all: to put the bet on the connection
between individuals at the center, making it easier and more accessible. Among these,
some of the best known and used are Facebook, Instagram, Twitter, and LinkedIn. Social
networks are not limited only to instant messaging such as chats, but allow you to create
your own profile, manage your social network and share files of all kinds that persist
over time. Electronic bullying mostly occurs through social networks. This is because
the web, with the ability to create and share millions of contents, has introduced a large
amount of personal data and information into cyberspace [8]. The information ranges
from personal data, tastes, favorite activities, places visited. This is because almost all
social networks have rather soft personal data access policies, which allow their adver-
tisers, and not just them, to collect thousands of data about their users. In many cases,
in fact, it is sufficient to enter your name and surname in a search engine or in a social
network, to know the opinions of a person, his romantic and working relationships, his
daily activities [9]. The result is the social media paradox: if on the one handwe canmore
easily modify and shape our virtual identity, it is also true that, following the traces left
by the different virtual identities, it is easier for others to reconstruct their real identity.
This is because, the insertion of their data, their comments, their photo in a social net-
work builds a historical memory of their activity and personality that does not disappear
even when the subject wants it. The Data Protection Act, while helping to prevent the
misuse of personal data, does not offer sufficient protection. It is therefore necessary
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to identify new methodologies capable of detecting possible cases of cyberbullying to
intervene promptly and reduce the damage caused by these acts on the psychology of
young people [10].

The term Sentiment analysis indicates the set of techniques and procedures suitable
for the study and analysis of textual information, to detect evaluations, opinions, atti-
tudes, and emotions relating to a certain entity [11]. This type of analysis has evident
and important applications in the political, social, and economic fields. For example,
a company may be interested in knowing consumer opinions about its products. But
also, potential buyers of a particular product or service will be interested in knowing
the opinion and experience of someone who has already purchased or used the product
[12]. Even a public figure might be interested in what people think of him. Let’s imagine
a political figure, who wants to know what people think of his work, to monitor and
control the consent for his next eventual re-election. Of course, there are already tools
for the detection of consensus and opinions (surveys and statistical surveys); but through
Opinion Mining techniques it is possible to obtain significantly lower detection costs
and, in many cases, greater informative authenticity. Indeed, people are not obliged to
express opinions, on the contrary, they flow freely without any coercion [13].

In recent years, the use of techniques based on Deep Learning for the extraction of
sentiment from sources available on the net has become widespread. Deep learning is
a branch of machine learning based on algorithms for modeling high level abstractions
on data. It is part of a family of targeted techniques learning methods to represent data
[14–18]. Recurrent neural networks (RNN) are a family of neural networks in which
there are some feedback connections, such as loop within the network structure [19].
The presence of loop allows to analyze time sequences. In fact, it is possible to perform
the so-called unfolding of the structure to obtain a feedforward version of the network
of arbitrary length which depends on a sequence of inputs. What distinguishes the RNN
from a feedforward is therefore the sharing of a state (weights and bias) between the
elements of the sequence. So, what is stored within the network represents a pattern that
binds the elements temporally of the series that RNN analyzes [20].

In this work, we will first introduce the general concepts underlying sentiment analy-
sis, and then move on to the analysis of the architecture of algorithms based on recurrent
neural networks. Subsequently, a practical case of classification of the polarity of the
messages extracted from the WhatsApp chat will be analyzed for the identification of
possible acts of cyberbullying. The rest of the chapter is structured as follows: Sect. 2
presents the methodology used to extract knowledge from the data. Section 3 describes
the analyzed data and the results obtained with these methodologies, discussing them
appropriately. Finally, in Sect. 4 the conclusions are reported.

2 Methodology

2.1 Sentiment Analysis Basic Concepts

The problem of text categorization is to assign labels to texts written in natural language.
Text classification is a problem addressed in Information Retrieval since 1960. The
applications are innumerable: searching for content related to a theme, organizing, and
indexing web pages or other documents, other anti-spam, determining the language
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of a text, rationalization of pre-established archives. In the 1990s, the development of
statistical techniques in artificial intelligence led to a paradigm shift in this area as well.
In fact, before this period the problem was mostly solved, in practical applications,
through what is called knowledge engineering: the construction by experts of a set
of empirical rules, based on keywords or regular expressions and combined through
Boolean operators, which classified the text [21].

To date, however, themost widespread techniques are those that exploit what is made
available by modern machine learning [22]: an algorithm is provided with a series of
examples of texts classified by experts, and this returns a mathematical model capable
of classifying new texts. Most academic efforts also tend to focus on this technique.
The advantages are first and foremost in effectiveness: accuracy is much higher than
that obtained through rules-based approaches and is for some problems comparable to
that of a human classifier. Furthermore, it is usually much easier and faster for an expert
to categorize sample texts than to define, together with a computer scientist, the rules
necessary for the categorization: for this there are also economic advantages in terms of
the expert’s working time. Furthermore, any refinements or updates of the classifier can
be carried out systematically, through new sets of examples.

Recently, new text analysis tools are catching attention, not so much related to the
extraction of specific characteristics of the text, but to some status of its author. This
definition includes those inquiries by their nature aimed at the subject, such as the
analysis of the writer’s opinions and his feelings towards the object of the text. These
two objectives, partly overlapping, are known in the literature as Opinion Mining and
Sentiment Analysis, respectively. A third problem, in some ways similar and derivative,
is the detection of the agreement, or the measure of the degree of agreement between
two authors.

In recent years, the development of the Web has offered numerous possibilities for
applying these techniques [23]. In fact, the large amount of textual content containing
personal opinions of the authors has allowed several research ideas. Ordering these doc-
uments for the opinions they express offers several practical possibilities: For example,
we could search for the keywords that are most present in negative reviews of a product,
before buying it or to improve its sales strategy. Or, wemay automatically have a concise
assessment of a blog or comment author’s opinion. Furthermore, on a larger scale, it is
possible to hypothesize search engines for reviews, which find, classify, and present
textual content present on the web that give opinions on a certain object searched for
[11].

All these objectives therefore presuppose the identification of subjective contents
expressed in a text. The problem is often broken down into two distinct sub-problems:

• the existence or not of these subjective contents, that is, to distinguish objective texts
from subjective texts

• identify the polarity of the sentiment present in subjective texts (positive, neutral, or
negative) (Fig. 1).
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Fig. 1. Extraction of users’ opinion from social networks.

An objective text is the opposite of a subjective text, and onewith a negative feeling is
the opposite of one with a positive feeling; having to distinguish several topics, however,
one does not have that one is the opposite of the other. Furthermore, the polarity of
sentiment can be framed, contrary to the topic, as a regression problem. For example,
we can establish a scale in which −10 corresponds to a negative feeling while 10 to a
positive one. Although it is useful to note this difference with respect to other textual
classification problems, this does not mean that a regression-based approach is the best.
On the contrary, the problem becomes more solvable by framing it as a multiclass
problem: negative, neutral, positive. These classes typically have a specific vocabulary,
different from contiguous classes. It is also important to note that the neutral class (to
which we can associate the value 0) does not express the same concept as the absence
of subjectivity [13].

The analysis of textual data, within the new Big Data discipline, represents one
of the most important horizons, in terms of volume and relevance of the information
obtainable, and is, in fact, one of those fields in which researchers and companies are
currently concentrating its efforts. This interest stems from the fact that while systems
and methods are available to analyze non-textual data, the same cannot be said for
textual data. Obviously, this delay is understandable, the tools were first developed to
analyze the data already available historically, that is, the data that are in a structured
and numerical form. Furthermore, the value of textual data has acquired real importance
only in recent years, thanks to the widespread use of smartphones and the massive entry
of social networks into everyday life [12]. The goal today lies precisely in being able
to interpret and extract useful information for your activities from this huge amount of
data, generated every day. In general, all industries can benefit from text data analysis.
In any case, speaking of textual analysis we do not mean the simple identification of
keywords and their frequency, but instead we mean a much more in-depth activity and
the results of which can be much more precise and useful.
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2.2 Extracting Social Networks Information

Social Networks are certainly the most important phenomenon of the contemporary era
from a technological and social point of view. We can say that the most popular social
networks such as Twitter and Facebook have revolutionized the way in which a very
large and heterogeneous part of all of us interacts, communicates, works, learns, and
spreads news or, more simply, fills the time for a break or one moving, perhaps by train
or bus. Social Networks are virtual platforms that allow us to create, publish and share
user-generated content. It is this last feature that allows us to distinguish social media
and Content Communities from Social Networks, that is, platforms where users can
share specific content with other members of the community.

For a virtual platform to be correctly called a Social Network, three conditions must
be met:

• there must be specific users of the platform in question
• these must be linked together
• there must be the possibility of interactive communication between the users
themselves.

So, to give an example, Wikipedia is a social media, in fact users are not connected
to each other, YouTube is a Content Community, users are connected to each other, but
external people can also access the contents, while Twitter and Facebook are Social
Networks, in fact, the latter satisfy the three previous conditions. The most interesting
aspect of Social Networks and social media is their ability, in addition to the possibility
of creating completely new and totally digital relational networks, to create content, and
it is this last characteristic that makes the platforms so interesting. Moreover, we must
always keep in mind, even if it is not that difficult, the importance that these tools are
having on social evolution and daily behavior. Consider that by now about 59% of the
world population is active on Social Networks or Media and that some events, political
or custom, can generate large volumes of interesting data in a few hours.

In recent years, several researchers haveused sentiment analysis to extract the opinion
of users from social networks. West et al. [24] proposed a random field Markov-based
model for text sentiment analysis.Wanget al. [25] applieddatamining to detect depressed
users who frequent social networks. They first adopted a sentiment analysis method that
uses man-made vocabulary and rules to calculate each blog’s inclination to depression.
Next, they developed a depression detection model based on the proposed method and
10 characteristics of depressed users derived from psychological research. Zhou et al.
[26] studied customer reviews after a purchase to manage loyalty. Satisfaction, trust, and
promotion efforts were adopted as the input of the model and the consumer’s buyback
intention as the output. Five sportswear brands were analyzed by extracting the opinion
of the merchants from the reviews to determine the intention to buy back products
by consumers. In addition, the relationship between the initial purchase intention and
the consumers’ intention to buy back was compared to guide the marketing strategy
and brand segmentation. Contratres et al. [27] proposed a recommendation process
that includes sentiment analysis on textual data extracted from Facebook and Twitter.
Recommendation systems are widely used in e-commerce to increase sales by matching
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product offerings and consumer preferences. For new users there is no information to
make adequate recommendations. To address this criticality, the texts published by the
user in social networks were used as a source of information. However, the valence
of emotion in a text must be considered in the recommendation so that no product is
recommended based on a negative opinion.

Wang et al. [28] tried to extract sentiment from images posted on the Internet based
on both image characteristics and contextual information from social networks. The
authors demonstrated that neither visual characteristics nor textual characteristics are in
themselves sufficient for accurate labeling of feelings. Then, they leveraged both infor-
mation by developing sentiment prediction scenarios with supervised and unsupervised
methodologies. Kharlamov et al. [29] proposed a text analysis method that exploits a
lexical mask and an efficient clusteringmechanism. The authors demonstrate that cluster
analysis of data from an n-dimensional vector space using the single linkage method
can be considered a discrete random process. Sequences of minimum distances define
the trajectories of this process. Vu et al. [30] developed a lexicon-based method using
sentiment dictionaries with a heuristic data preprocessing mode: This methodology has
sur-passed more advanced lexicon-based methods. Automated opinion extraction using
online reviews is not only useful for customers to seek advice, but also necessary for
businesses to understand their customers and improve their services.

Liu et al. [31] proposed a deep multilingual hierarchical model that exploits the
regional convolutional neural network and the bi-directional LSTM network. The model
obtains the temporal relationship of the different sentences in the comments through the
regional CNN and obtains the local characteristics of the specific aspects in the sentence
and the distance dependence in the entire comment through the hierarchical attention
network. In addition, the model improves the gate mechanism-based word vector rep-
resentation to make the model completely language independent. Li et al. [32] used
public opinion texts on some specific events on social networking platforms and com-
bined textual information with sentiment time series to get a multi-document sentiment
prediction. Considering the interrelated characteristics of different social user identities
and time series, the authors implemented a time+ user dual attention mechanism model
to analyze and predict textual public opinion information. Hung et al. [33] have applied
methods based on machine learning to analyze the data collected by Twitter. Using
tweets sourced exclusively from the United States and written in English during the 1-
month period fromMarch 20 to April 19, 2020, the study looked at discussions related to
COVID-19. Social network and sentiment analyze were also conducted to determine the
social network of dominant topics and whether the tweets expressed positive, neutral,
or negative feelings. A geographical analysis of the tweets was also conducted.

2.3 Recurrent Neural Network

In the case of problems with interacting dynamics, the intrinsic unidirectional structure
of the feedforward networks is highly limiting. However, it is possible to start from it
and create networks in which the results of the computation of one unit influence the
computational process of the other. The algorithms based on this new network structure
converge in new ways compared to the classic models [19]. A recurrent neural network
(RNN) is based on the artificial neural networks model but differs from this for the
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presence of two-way connections. In feed-forward networks the connections propagate
the signals only and exclusively in the direction of the next layer. In recurrent networks
this communication can also take place from one layer to the previous one or connections
between neurons of the same layer as well as between a neuron and itself [20]. This
change in the architecture of the neural network affects the decision-making process:
The decision made in an instant affects the decision that will take in the next instant.

Fig. 2. RNN architecture with indications of bidirectional flows between layers - unfolding of a
recurring network.

In recurrent neural network, the present and recent past contribute to determining
the response of the system, a common feature in the decision-making process of human
beings. The differences compared to feed-forward networks are reflected in the feed-back
circuit connected to past decisions: The output of a layer is added to the input of a previous
layer, characterizing its processing. This feature gives recurrent networks a memory for
the purpose of using information already present in the sequence itself to perform tasks
precluded to traditional feed-forward networks. The information in memory is used
with content-based access, and not by location as is the case with a computer’s memory.
The information collected in the memory is processed in the next layer and, therefore,
sent back to its origin, in modified form. This information can circulate several times
gradually decreasing: In the case of information crucial for the system, the network can
keep it without attenuation during several cycles, until the learning process considers it
influential. Figure 2 shows an RNN architecture with indications of bi-directional flows
between layers.

The RNN architecture shown in Fig. 2 requires that the weights of the hidden layer be
regulated based on the information provided by the neurons from the input layer and by
the processing obtained from the neurons of the hidden layer that have been activated. It is
therefore a variant of the architecture of an artificial neural network (ANN), characterized
by a different arrangement of the data flow: In the RNN the connections between the
neurons combine in a cycle and propagate in the successive layers to learn sequences.
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In the network shown in Fig. 3, the so-called unfolding of the structure is performed
to obtain a feedforward version of the network of arbitrary length which depends on
a sequence of inputs. The weights and biases of a layer are shared, and each output
depends on the processing by the network of all inputs. The number of layers of the
unfolded network essentially depends on the length of the sequence to be analyzed.

Fig. 3. Unfolding of a recurrent neural network.

What distinguishes the RNN from a feedforward is therefore the sharing of weights
and bias between the elements of the sequence. The information stored within the net-
work represents a pattern that temporally binds the elements of the series that the RNN
analyzes. In Fig. 2 each input of the hidden layer is connected to the output, but it is
possible to mask part of the inputs or part of the outputs to obtain different combinations.
For example, it is possible to use a many-to-one RNN to classify a sequence of data with
a single output, or to use a one-to-many RNN to label the set of subjects present from
an image, as shown in Fig. 4.

Fig. 4. a) One-to-many RNN architecture; b) Many-to-one RNN architecture.
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During the input processing phase, the RNNs keep track of information on the history
of all the elements of the past in the sequence in their hidden layers, that is, previous
instants of time. Considering the output of the hidden layers at different times of the
sequence as the output of different neurons of a deep multi-layer neural network, it
becomes easy to apply backward propagation to train the network. However, although
the RNNs are powerful dynamic systems, the training phase is often problematic because
the gradient obtained with backward propagation either increases or decreases at any
discrete time, so after many instants of time it can either become too large or become
not very appreciable.

3 Data Processing, Results, and Discussion

WhatsApp is a free messaging application used to keep in touch with friends. Its free
of charge and ease of use have made it the most popular instant messaging application.
Creating groups is one of the main ways to exploit the potential of WhatsApp, in which
dialogue can be a useful tool for exchanging information and concentrating users on a
certain topic. These features havemade this application very popular among studentswho
use it by creatinggroups by classes, by topics or by sports groups.Tobegin, theWhatsApp
chats of different school groups were extracted, creating datasets in.csv format. The
messages were then cleaned by removing special symbols and various characters and
emoticons. These symbols and characters can lead to awrong classification. To avoid this,
special symbols and emoticons have been replaced by their meaning. The next operation
involved the labeling of each message by dividing it into the following classes: positive,
and negative. To ensure sufficient generalization capacity for the algorithm, about 1000
messages were collected, taking care to distribute them as evenly among the two classes.

Before processing the data, it is necessary to carry out an appropriate subdivision
of the data [34]. This procedure is necessary to avoid an excessive fit of the model
on the data provided as input. The purpose of a classification model is to allow the
correct classification of an occurrence never seen before by the model. To be sure that
the model can do this, it is necessary that the performance evaluation is carried out on
data that has never been subjected to the model so far [35]. The original data with the
labeled examples were then partitioned into two distinct sets, training, and test sets,
respectively. The classification model will then be trained using the training data, while
its performance will be evaluated using the test set. The proportion of confidential data
for training and testing was set at 70% for the training phase and the remaining 30% for
the testing phase. This subdivision was made randomly. The accuracy of the classifier
is then evaluated based on the accuracy achieved by the classifier itself on the test data
[36, 37].

A preliminary step in any computational processing of the text is its tokenization.
Tokenizing a text means dividing the sequences of characters into minimal units of
analysis called tokens. The minimum units can be words, punctuation, dates, numbers,
abbreviations, etc. Tokens can also be structurally complex entities, but they are nonethe-
less assumed as a base unit for subsequent processing levels. Depending on the type of
language and writing system, tokenization can be an extremely complex task. In lan-
guages where word boundaries are not explicitly marked in writing, tokenization is also
called word segmentation [38].
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Another preliminary operation to be performed concerns the removal of the so-called
stopwords. Stopwords are common words in a text that do not relate to a specific topic.
Articles, propositions, conjunctions, or adjectives are typical examples of stopwords.
These words can be found in any text regardless of the subject matter. They are called
stopwords because they are eliminated in the search processes of a search engine, this
is because they consume a lot of computational resources and do not add any semantic
value to the text [39].

The last preliminary operation concerns stemming, a term used to name the linguistic
process that aims to eliminate the morphological variations of a word, bringing it to its
basic form [40].

Table 1. Sentiment analysis algorithm based on RNN.

Input: WhatsApp Messages 

Output: Polarity of the Message (Positive, Negative)

Import the libraries

Load the data (csv format: Two columns: WhatsApp Message, Classification)

Data splitting (70% for training, 30% for testing)

Data Preprocessing

Tokenization

Stopwords removing

Stemming

Model building

Model compile

Model fit

Evaluate model performance

In summary, in the preliminary phase, the lexical analysis of the messages is carried
out, in which the tokens are extracted, that is, all the sets of characters delimited by a
separator. Then the stopwords are removed, that is all those words that are very frequent
but whose informative content is not relevant. Usually they are articles, conjunctions,
prepositions, pronouns and are listed in the appropriate stoplists, which obviously vary
depending on the language considered. After removing the stopwords, wemove on to the
stemming phase, in which the words are grouped into their respective linguistic roots,
thus eliminating themorphological variations. The next step is related to the composition
of terms and the formation of groups of words. In fact, some terms, if grouped, improve
the expressiveness of the associated concept or in some cases express a different concept
from the individual words that compose it. Table 1 show the algorithm used in this work.

For the setting of the classification model of messages extracted from WhatsApp
chats, we used the sequential model of the Keras library. Keras is an open-source neural
network library written in Python. It can run on different backend frameworks. Designed
to allow rapid experimentation with deep neural networks, it focuses on being intuitive,
modular, and extensible [41].

Five-layer classes were imported: Sequential, Embedding, SimpleRNN, Dense, and
Activation. The Sequential class is used to define a linear stack of network layers that
make up a model. The Embedding layer is used to transform positive integers into
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dense vectors of fixed size. This level can only be used as the first level in a model.
The SimpleRNN level is used to add a fully connected RNN. The Dense class is used
to instantiate a Dense layer, which is the fully connected base feedforward layer. The
activation level is used to add an activation function to the level sequence. A sigmoid
activation function is used, which produces a sigmoidal curve. This is a characteristic
curve characterized by its S shape. This is the earliest and most often used activation
function.

In the compile procedure we have set the loss, the optimizer, and the evaluation
metric. As loss function, we have used the binary_crossentropy loss function, especially
suited for binary classification problem. This loss function computes the cross-entropy
loss between true labels and predicted labels. As optimizer the RMSProp optimizer
was used, and finally for the performance evaluation the accuracy metric was used.
This RMSProp optimization algorithm maintains a moving average of the square of the
gradients and divides the gradient by the root of this average. The accuracy returns the
percentage of predictions correct with a test dataset. Equivalent to the ratio of the number
of correct estimates to the total number of input samples. It works well if there are a
similar number of examples belonging to each class.

After training the model on the training data, we tried to evaluate the model’s perfor-
mance on a never-before-seen dataset. The model returned approximately 85% accuracy
showing clearly that an RNN-basedmodel is capable of correctly classifying the polarity
of a message.

4 Conclusion

Cyberbullying is becoming a real social problem and given the young age of the people
involved it requires a lot of attention from adults. Young people are nowmaking massive
and sometimes excessive use of telematic communication channels. These channels do
not have an appropriate control of the contents of the conversations due to the constraints
imposed by the respect of privacy. But given the weight assumed by such conversations
in the lives of children, it is necessary to think of methodologies that can guarantee
vigilancewithout compromising the freedomof children to have spaces for socialization.
Automatic identification of cyberbullying acts on social networks can help set up support
policies for victims. In this study, a method based on sentiment analysis was proposed
with the use of recurrent neural networks for the identification of the polarity of the
message contents of the popular WhatsApp messaging app. The results showed that this
methodology can represent a tool for monitoring the contents of conversations between
young people.
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Abstract. Orthogonal frequency division multiplexing (OFDM) as a special
multi-carrier transmission technology has good resistance to narrow-band inter-
ference and frequency selective fading ability. Compared with traditional mod-
ulation techniques, adaptive modulation can enhance bandwidth efficiency and
system capacity. Therefore, applying adaptive modulation in OFDM systems can
take full advantage of spectrum resources, and it is suitable for the high-speed and
reliable mobile communication systems in the future. The purpose of this paper
is to improve traditional OFDM adaptive algorithms (Hughes-Hartogs, Chow) to
realize bits allocation, power allocation better. In this paper, simulation results
demonstrated that the improved Levin-Campello algorithm lowers algorithm’s
complexity greatly and owns better flexibility, at the same time, it guarantees good
the bit error rate (BER) performance and can be applied to speech communication
(fixed rate) and data communication (variable rate) in wireless communication
systems.

Keywords: OFDM · Adaptive modulation · Bit allocation · Power allocation

1 Introduction

With the high speed data in wireless mobile communication business and the rapid
development of multimedia services. The research is importance how to effectively use
of spectrum resources to provide high-speed and reliable communication service. In this
paper, the improved better Levin-Campello algorithm is researched for ensuring BER,
better bit and power allocation by the comparing of two traditional adaptive modulation
algorithm.

2 The Principle of OFDM System and the Realization of Adaptive
Modulation [1]

The multicarrier transmission way is adopted by OFDM [2] technology after the high
speed serial data is decomposed into several parallel data at low speed, then the width
of each data element is widened, so that the influence of intersymbol interference can

© The Author(s) 2022
Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 739–748, 2022.
https://doi.org/10.1007/978-981-19-2456-9_74

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_74&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_74


740 X. Zhang and G. Tao

reduced. By Orthogonal function sequence is used as subcarrier, so the carrier spacing
is reached the minimum, and the band utilization rate of the system is fully enhance. By
making fully use channel state information (CSI) in adaptive modulation OFDM system,
Low order modulation method is adopted in the smaller decline amplitude subcarrier,
and high order modulation method is adopted in the larger decline amplitude subcarrier.
and the corresponding power is distributed, so the efficiency of data transmission is
greatly improved.

The adaptive modulation block diagram of OFDM system [3] is shown in Fig. 1.

Fig. 1. The adaptive modulation block diagram of OFDM system

3 The Adaptive Modulation Algorithm of the Traditional
Raditional OFDM System [4]

3.1 Hughes - Hartogs Algorithm

Optimization criterion of Hughes - Hartogs algorithm [5] is the minimum total power
of the system in a condition of the guarantee target BER and data rate.

The algorithm is a kind of algorithm based on the channel gain, the basic idea is
the bits of each channel number are set to zero, then all bit will be distributed are
assigned to the corresponding sub-channels. Every time allocation, firstly, the channel
increasing the minimum power will be found when adding a bit, then the number of bits
of sub-channels will increased one, then the process is repeated, until all bits allocated
are reached the requirements of a given target bit, finally, the required power of each
channel are calculated.

➀ The initialization process
For all n = 1, 2,… N, make Cn = 0. Calculate �P(n) = P(Cn+1) − P(Cn).
➁ The iterative process of bit allocation
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The minimum value of �P(n)(n = 1, 2, . . . ,N ) is searched, and is recorded label
the subcarrier for n̂ = argmin, then increasing power of the subcarrier are recalculated
once again:

�P
(
n̂
)
P
(
Cn̂+1

) − P(Cn̂) (1)

➂ Repeat step ➁, until the R bit allocation are completed.
{C1,C2, · · · ,Cn} are calculated by the above steps is the last bit allocation scheme.

Each bit of information is distributed by searching and sorting in Hughes - Hartogs
algorithm, when the total bits number of the carrier and emission is larger, then the
complexity of the algorithm is very high.

3.2 Chow Algorithm

Chow algorithm [6–8] is the adaptive bit allocation algorithm of subprime power min-
imization similar water flooding algorithm, this algorithm is suitable for large trans-
mission capacity ASDL system, the performance is lower than the Hughes - Hartogs
algorithm, but it has faster convergence speed, and bit allocation of Chow algorithm is
based on the channel capacity of each channel. Its optimization criterion is the system’s
performance allowance is maked the largest on the premise of maintaining the target bit
error rate. Bits are gradually allocated by the iteration process in this algorithm, and at
same time the allowance system are gradually sete increased, until all the bits are allo-
cated to complete. A maximum number of iterations is d for keeping the convergence
rate of the algorithm. This algorithm has the following three steps to complete:

➀ Determine the threshold margin for achieving the optimal performance of the
system;

➁ Determine the modulation way of each sub-carrier;
➂ Adjust the power of each subcarrier.

4 Levin-Campello Algorithm

Drawbacks of the Hughes - Hartogs algorithm are high complexity, slow convergence
speed and unsuitability real-time systems. Chow algorithm based on maximum data rate
standard can not meet the sending power minimum requirements of the many systems.
In view of the above two algorithms existing problems, and then the improved Campello
algorithm based on Chow algorithm and Hughes - Hartogs algorithm is appeared, the
improved Campello algorithm with the advantages of the two algorithms can achieve
the minimizing sending power.

Levin – Campello [9, 10] algorithm is divided into three step implementation, the
specific steps are as follows:

Step 1: Bit and power are initialized allocation according to Chow algorithm ideas,
specific implementation process of this step is as follows:

➀ Calculate SNR of all sub-channels;
➁ Bit allocation of sub-channels according to the formula:

b′
i = log2

(
1 + SNRi

gap

)
(2)
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where gap is coordinate parameters, it is the function of Coding scheme, the target ber
and noise margin.

➂ b′
i must be rounded for the integer bit allocation of communication system

b′
i = round

(
b′
i

)
(3)

➃ Because of the modulation mode is usually adopt even, so bi has a value of 0, 1, 2,
4, 6, 8. Allocation energy of each subcarrier bi bit is calculated by using the following
formula:

ei(bi) = 2bi − 1

GNRi
(4)

where, GNRi = SNRi/gap.
Step 2: Adjust bit and power allocation according to the Hughes - Hartogs algorithm.
Firstly, an energy increment table must be built, table contained increase energy of

average increase a bit in each channel on the original basis, For I sub-channels, originally
allocated b-x bit is increased to x bits, and the energy increment is:

�ei(b)x = ei(b) − ei(b − x) (5)

Power increment of average every bit is �ei(b) = �ei(b)x/x, because each subcar-
rier is only allocated 8 bits in the system, so bits increment from 8 bits to are set to a
very high value, so it is avoided that the subcarrier distribution system is distributed any
greater than 8 bits.

The specific implementation steps of the steps are as follows:
➀ mi is the maximum number of adjusted bits for each channel, m is the biggest

adjustment step length, then the actual change length should satisfy Mi = min[mi,m].
The power increment is �ei(b)Mi

by changing Mi, every bit power increment is:

�ei(b) = �ei(b)Mi
/Mi (6)

➁ The largest or smallest element of energy table is drawn, and its bit is adjusted
according to the corresponding adjustment step length Mi of sub-channels, so a new
�ei(b) is got, and new energy increment table is obtained.

➂ If the purpose of the distribution don’t reach, return step 2, or quit.
Detailed algorithm process is:
Firstly, initial bit numbers for each channel are summed: B′ = sum(bi), then for the

following operations:
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Step 3: Optimize the last 1 bit.
Through step 1 and step 2, the last one bit may be assigned to subcarrier with the bit

number greater than 2 and an even number of bits, so bits of the subcarrier number is
odd number greater than 2, if the number of allocation bits of subcarrier is greater than
2, then the subcarrier is allocated an even number bits of less than or equal to 8, so a last
bit need to specially treat.

Campello algorithm using RTLB (Resolve The Last Bit) algorithm. RTLB algorithm
implementation steps are as follows:

➀ Check each subchannel, if there is the number bits due to the last 1 bit allocation
isn’t be supported. If it does not have this kind of channel, distribution is terminated; If
the channel r exist, the next step �er(b(r)) and �er(b(r) + 1) are calculated.

➁ Search subcarrier given 1 bit or 2 bits, subcarrier with most energy reduction by
decreasing 1 bit is denoted by i, the energy increment �ei(b(i)) is obtained, calculate
the following formula:

E1 = �er(b(r) + 1) − �ei(b(i)) (7)

➂Collect subcarrier allocated 0 bit or 1 bit, subcarrierwithminimumenergy increase
by increasing 1 bit is denoted by j, the energy increment �ej(b(j) + 1) is obtained,
calculate following formula:

E2 = �ej(b(j) + 1) − �er(b(r)) (8)

➃ Compare E1 and E2, if E1 is less than E2, the subcarrier i reduce a bit, subcarrier
increase a bit at the same time; If the E2 is less than E1, the subcarrier j increase a bit,
at the same time the subcarrier reduce a bit. At the same time, the corresponding energy
allocation is adjusted, the algorithm is over.



744 X. Zhang and G. Tao

5 Levin-Campello Algorithm Simulation and Performance
Analysis

In order to verify the correctness of the theory analysis, the Levin - Campello algorithm,
Hughes-Hartogs algorithm andChow algorithm are simulated by usingMATLAB, simu-
lations are conducted in the case of the same parametersmentioned earlier, the simulation
parameters [11, 12] are shown in Table 1.

Table 1. System simulation parameters

The subcarrier number N of OFDM 32

Cyclic prefix CP 16

The biggest sign bit number 8

Transmitting antenna number 1

Receiving antenna number 1

Fading channel type Rayleigh

The subchannel gain simulation results, the bit allocation simulation results and the
power allocation simulation results of three algorithm are shown in Fig. 2, 3 and 4. The
BER simulation of Levin-Campello is shown in Fig. 5.
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Fig. 2. The simulation results of Hughes - Hartogs algorithm

It can be seen from the simulation results of Fig. 2, Fig. 3 and Fig. 4 that bit allotment
of each subcarrier are determined by algorithm according to the subcarrier channel gain,
distribution of bit is more in the good channel conditions, Otherwise, distribution of bit
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is less or no in the poor channel conditions. Hughes - Hartogs algorithm can achieve
the ideal performance, in every time for bit allocation, the additional power needed to
ensure the transmission bit is minimal. Sorting and searching computation is very big,
and complexity is high, and practicability is poor. Rate allocation of Chow algorithm
is according to the capacity of each channel, large allowance system is needed, it don’t
conform to the actual demand. But complexity of Levin - Campello algorithm is not
only greatly reduced, but also BER performance is good, it can be seen from Fig. 5 that
the BER of system is significantly dropped, until almost don’t make a mistake when the
SNR is greater than 102, this is the biggest advantage of the algorithm.
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Fig. 3. The simulation results of Chow algorithm
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Fig. 4. The simulation results of Levin-Campello algorithm
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Fig. 5. The BER simulation of Levin - Campello algorithm

Table 2. Data simulation results data of three algorithm

Subcarrier Hughes-Hartogs
algorithm

Chow algorithm Levin-Campello algorithm

Bit Power Gain Bit Power Gain Bit Power Gain

1 5 0.9374 1.5364 6 1.0376 2.3487 0 0 0.3362

2 3 0.7323 0.4452 6 0.7435 2.7746 0 0 0.4531

3 2 1.5777 0.1642 6 1.1514 2.2296 4 22.4173 0.5791

4 4 0.7363 0.8710 6 1.4632 1.9779 4 15.2963 0.7011

5 5 0.9220 1.5491 5 1.3796 1.4288 4 11.4332 0.8109

6 4 1.3471 0.6439 5 0.8020 1.8740 6 38.7352 0.9029

7 3 0.7347 0.4445 2 0.7829 0.5900 6 33.3724 0.9727

8 5 1.1318 1.3982 1 1.1034 0.2869 6 30.5020 1.0174

9 4 0.5992 0.9655 6 0.8999 2.5220 6 29.4578 1.0353

10 5 1.3746 1.2687 5 0.9006 1.7684 6 30.0069 1.0258

11 4 0.4819 1.0765 6 1.1381 2.2426 6 32.2414 0.9896

12 3 0.7366 0.4439 6 0.8356 2.6173 6 36.6048 0.9288

13 2 2.3071 0.1357 0 0 0.1038 6 44.0587 0.8466

14 6 0.9352 3.0727 4 1.0284 1.1512 4 13.4449 0.7478

15 3 0.5237 0.5265 2 0.9865 0.5256 4 18.4149 0.6389

16 5 0.9105 1.5589 4 0.8359 1.2769 4 26.8468 0.5292

17 4 0.4798 1.0790 4 0.7797 1.3221 0 0 0.4317

18 4 0.6523 0.9451 4 1.519 0.9494 0 0 0.3654

(continued)
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Table 2. (continued)

Subcarrier Hughes-Hartogs
algorithm

Chow algorithm Levin-Campello algorithm

Bit Power Gain Bit Power Gain Bit Power Gain

19 4 1.3765 0.6370 2 1.0170 0.5177 0 0 0.3480

20 5 0.7818 1.6824 4 1.5109 0.9497 0 0 0.3782

21 4 0.6980 0.8945 5 1.1593 1.5587 0 0 0.4340

22 5 0.8246 1.6381 4 1.1926 1.0690 4 30.9130 0.4931

23 4 1.0864 0.7170 3 0.7889 0.8979 4 25.6226 0.5417

24 5 0.5600 1.9878 0 0 0.1429 4 23.0080 0.5716

25 2 0.9118 0.2159 3 0.7466 0.9229 4 22.4430 0.5788

26 3 1.8894 0.2772 4 0.9954 1.1701 4 23.8501 0.5614

27 5 0.7683 1.6971 6 1.2356 2.1523 4 27.7966 0.5201

28 2 0.6752 0.2509 4 0.7497 1.3482 4 35.9475 0.4573

29 5 1.8648 1.0893 5 1.1362 1.5745 0 0 0.3791

30 5 0.8038 1.6592 2 1.3370 0.4515 0 0 0.2980

31 5 1.3302 1.2897 4 1.5187 0.9473 0 0 0.2418

32 3 1.3361 0.3296 4 1.2318 1.0518 0 0 0.2536

Data simulation results data of three algorithm is shown in Table 2, it can be seen
from Table 2 that an obvious characteristic with Levin - Campello algorithm compared
to Hughes - Hartogs and Chow algorithm is that subchannels of channel gain under a
certain limit (Here is about 0.5) will be discarded, so the quality of the communication
is improved.

6 Conclusion

Traditional algorithm of Hughes – Hartogs and Chow algorithm based on the adaptive
modulation rule are researched in this paper, aim at the shortcomings of high compu-
tation complexity of Hughes – Hartogs and low power efficiency of Chow algorithm,
Campello algorithm firstly initializes bit and power allocation on according to Chow
algorithm ideas, and then bit and power allocation are adjusted according to Hughes
- Hartogs algorithm, so the algorithm complexity is greatly reduced. It is found by
the above analysis that Campello algorithm has low computation complexity and high
power efficiency, at the same time, it has greater flexibility on condition of the BER, it
is suitable for voice communication of the fixed rate in wireless communication system,
and it can also be applied to variable speed data communication, so it conforms to the
actual requirements of wireless communication system, and it is a kind of better adaptive
modulation algorithm.
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Abstract. Anomaly detection is an important branch of computer vision. At
present, a variety of deep learning models are applied to anomaly detection.
However, the lack of abnormal samples makes supervised learning difficult to
implement. In this paper, we mainly study abnormal detection tasks based on
unsupervised learning and propose a Fully-Nested Encoder-decoder Framework.
The main part of the proposed generating model consists of a generator and a
discriminator, which are adversarially trained based on normal data samples. In
order to improve the image reconstruction capability of the generator, we design
a Fully-Nested Residual Encoder-decoder Network, which is used to encode and
decode the images. In addition, we add residual structure into both encoder and
decoder, which reduces the risk of overfitting and enhances the feature expres-
sion ability. In the test phase, a distance measurement model is used to determine
whether the test sample is abnormal. The experimental results on the CIFAR-10
dataset demonstrate the excellent performance of our method. Compared with the
existing models, our method achieves the state-of-the-art result.

Keywords: Anomaly detection · Unsupervised learning · Encoder-decoder ·
Distance measurement

1 Introduction

Anomaly detection is becoming more and more important in visual tasks. In industrial
production, it can greatly improve production efficiency to detect the faults of various
parts ofmachines bymeans of anomaly detection.Over the years, scholars have done a lot
of preliminary works [1–6] to explore the development direction of the field of anomaly
detection. The development of CNNoffers new ideas for image anomaly detection. From
the proposal of LeNet [7] structure, to AlexNet [8], to VGG [9] and Inception series
[10–12], the performance of CNN is getting better and better. In the tasks of anomaly
detection, the methods of supervised learning based on CNNs have been widely used
to detect anomalies. However, in some engineering areas, the lack of anomaly samples
hinders the development of supervised anomaly detection methods. Due to the lack of
abnormal samples, traditional methods such as object detection, semantic segmentation
and image classification are difficult to carry out model training. Therefore, anomaly
detection methods based on normal samples need to be proposed urgently.
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The development of GAN in recent years has provided new ideas for the research of
anomaly detectionmethods based onnormal samples.As anunsupervised imagemethod,
GAN was proposed by Ian Goodfellow et al. [13] in 2014. Subsequently, methods such
as LAPGAN, CGAN, InfoGAN, and CycleGAN [14–17] have gradually enhanced the
performance of GAN. AnoGAN [18] applied GAN to the field of image anomaly detec-
tion, and realized image anomaly detection without abnormal samples. This method
only uses normal samples to train DCGAN [19], and introduces an image distance mea-
surement model to judge whether the samples are abnormal. After that, the proposal of
Efficient-GAN [20], ALAD [21] and f-AnoGAN [22] further improved the performance
of the GAN-based anomaly detection models.

On the basis of the GAN as the backbone network method, Akcay et al. proposed
the GANomaly [23], which trains the autoencoder by adversarial mechanism and car-
ries out image reconstruction operation. Skip-GANomaly [24] adds the skip connec-
tions between the encoding part and the decoding part of the generator on the basis
of GANomaly to reduce information loss and enhance model performance. However,
in some small target anomaly detection tasks, such as bird in CIFAR-10 dataset [25],
the performance of f-AnoGAN, Skip-GANomaly and GANomaly are not satisfactory.
Moreover, the current encoder-decoder networks lack stability and robustness in the
training process.

In the paper, we mainly study abnormal detection tasks based on unsupervised learn-
ing and propose a Fully-Nested Encoder-decoder Framework. The main body of the
anomaly detection method consists of a generating model and a distance measurement
model. The generating model includes a generator and a discriminator, which detects
data anomalies by a distance measurement model. In the generating model, we design
a Fully-Residual Encoder-decoder Network as the generator. Taking into account the
needs of different datasets for different network depths, the generator uses encoding-
decoding networks of different depths to nest, which enhances the selectivity of different
datasets for the best-depth encoding-decoding network. Then, we choose the discrim-
inant network in DCGAN as the discriminator of the model. The experiments of our
method on CIFAR-10 dataset demonstrate its excellent performance.

2 Proposed Method

This paper proposes a Fully-Nested Encoder-decoder Framework for anomaly detection.
As shown in Fig. 1, themain body of the anomaly detectionmethod consists of two parts,
generating model and distance measurement model. Generating model is generated by
learning the distribution of the normal data to reconstruct the normal samples. In the
process of training generator, the model uses a classification network as discriminator
to train with the adversarial mechanism. Furthermore, we introduce the distance mea-
surement model. The distance measurement model is a distance calculation method. In
the test phase, the distance between the reconstructed image and the real image is used
to determine whether the test sample is abnormal.
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Fig. 1. Pipeline of our proposed framework for anomaly detection

2.1 Generating Model

The generating model reconstructs the image by learning the distribution of normal
samples. Choosing a high-performance encoder-decoder network is very important for
image reconstruction. The composition of encoder and decoder directly affects the effect
of reconstructed image.

In the generating model, generator is a fully nested residual network, which can be
divided into encoding part and decoding part, as shown in Fig. 2. The network can be
regarded as multiple encoding and decoding networks with different scales nested. The
encoder is a shared branch. The decoder decodes the deep semantic feature maps of four
different scales generated by the encoder, and produces four parallel decoding branches.
The generating model uses a classification network as discriminator and is trained based
on the adversarial mechanism. In the whole network structure, Batch Normalization [26]
and ReLU activation functions [27] are used.

Fig. 2. The architecture of our proposed generator
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The encoder is the shared part, as shown in the black dotted box in Fig. 1, represented
asGE , which is used to read in the input image xreal to generate the deep semantic feature
map z = (z1, z2, z3, z4), its specific expression is shown in Formula (1),

z = GE(xreal) (1)

The decoder network decodes (z1, z2, z3, z4), and produces four parallel branches:
D1,D2,D3 andD4, which are expressed asGD, as shown in the red dotted box in Fig. 1.
Moreover, the internal decoding branches uses dense skip connections to connect to
adjacent external decoding branches for feature fusion. Skip connections enhance the
transfer of detailed information between different branches, greatly reducing information
loss. The final layer of the outermost decoding branch outputs the reconstructed image
xfake of the generator, its specific expression is shown in Formula (2),

xfake = GD(z) (2)

We add residual structure into both encoder and decoder to improve the feature
expression ability and reduce the risk of overfitting. Through back propagation, the
model can independently select the suitable depth network for different datasets through
the nested model of four scales.

We add a classification network after the generator as the discriminator of the model,
which is the classification network of DCGAN model, denoted by D(·). For the input
image, the discriminator network identifieswhether it is normal sample xreal or the image
xfake reconstructed by the generator.

The dataset is divided into the training set Dtrain and the test set Dtest . The training
set Dtrain is only composed of normal samples, and the test set Dtest is composed of
normal samples and abnormal samples. At the training phase, the model only uses
normal samples to train the generator and discriminator. At the test phase, the distance
between the given test images and their reconstructed images generated by the generator
are calculated to determine whether they are abnormal.

2.2 Distance Measurement Model

In the test phase, we calculate the anomaly score of the test image to measure whether it
is abnormal. Given test set Dtest and input xtest , the anomaly score is defined as A(xtest).
We use two kinds of distances to measure the difference between xtest and xfake. First,
calculate L1 distance directly for xtest and xfake, represented as R(xtest), which describes
the detailed difference between the reconstructed image and the input image. Secondly,
calculate L2 distance directly for f

(
xfake

)
and f (xtest), which describes the difference in

semantic feature, is denoted by L(xtest). The formulas for A(xtest), R(xtest), and L(xtest)
are as follows,

A(xtest) = λR(xtest) + (1 − λ)L(xtest) (3)

R(xtest) = ||xtest − xfake||1 (4)

L(xtest) = ||f (xtest) − f
(
xfake

)||2 (5)
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where λ is the weight to balance the two distances R(xtest) and L(xtest). In the proposed
model, λ is set to 0.9.

In order to better measure whether the input image is abnormal, it is necessary to
normalize the anomaly score of each image in the test set Dtest calculated according to
Formula (3). Suppose set A = {Ai : A(

xtest,i
)
, xtest ∈ Dtest} is the set of anomaly scores

of all images in the test set Dtest . The model maps the set of anomaly scores A to the
interval [0, 1] by Formula (6).

A
′
(xtest) = A(xtest) − min(A)

max(A) − min(A)
(6)

We set a threshold forA
′
(xtest). Sampleswith anomaly score greater than the threshold

are judged to be abnormal, else normal.

2.3 Training Strategy

The loss function of the model consists of three kinds of loss functions, which are
Adversarial Loss, Contextual Loss, and Latent Loss.

In order to maximize the reconstruction ability of the model during the training
phase and ensure that the generator reconstructs the normal image xreal as realistically
as possible, the discriminator should classify the normal image xreal and the reconstructed
image xfake generated by the generator as much as possible. Use cross entropy to define
the Adversarial Loss, the specific expression is shown in Formula (7).

Ladv = log(D(xreal)) + log
(
1 − D

(
xfake

))
(7)

In order to make the reconstructed image generated by the generator obey the data
distribution of normal image as much as possible andmake the reconstructed image xfake
conform to the context image, the model defines the reconstruction loss by calculating
the SmoothL1 Loss [28] of the normal image and the reconstructed image, as shown in
Formula (8):

Lcon = SL1
(
xreal − xfake

)
(8)

where SL1 represents the SmoothL1 Loss function.

SL1 =
{
0.5x2 |x| < 1
|x| − 0.5 |x| ≥ 1

(9)

In order to pay more attention to the differences between the reconstructed image
xfake generated by the generator and the normal image xreal in the latent space, the model
uses the last convolution layer of discriminator to extract the bottleneck features f (xreal)
and f

(
xfake

)
, and takes the SmoothL1 loss between the two bottleneck features as the

Latent Loss. The specific expression is shown in Formula (10).

Llat = SL1
(
f (xreal) − f (xfake)

)
(10)
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In the training phase, the model adopts the adversarial mechanism for training.
First, fix the parameters of generator, and optimize the discriminator by maximizing
the Adversarial Loss Ladv. The objective function is

LD−Net = max
D

Ladv (11)

Then, fix the parameters of discriminator, and optimize the generator by the objective
function:

LG−Net = min
G

(wadvLadv + wconLcon + wlatLlat) (12)

where wadv, wcon and wlat are the weight parameters of Ladv, Lcon and Llat .

3 Experiments

All experiments in this paper are implemented using the Pytorch1.1.0 framework with
an Intel Xeon E5-2664 v4 Gold and NVIDIA Tesla P100 GPU.

3.1 Dataset

To evaluate the proposed anomaly detection model, this paper conducted experiments
on the CIFAR-10 [25] dataset.

The CIFAR-10 dataset consists of 60,000 color images, and the size of each image
is 32 × 32. There are 10 classes of images in the CIFAR-10 dataset, each with 6000
images. When implementing anomaly detection experiments on the CIFAR-10 dataset,
we regarded one class of them as abnormal class, and the other 9 classes as normal
class. Specifically, we use 45000 normal images from the other 9 normal classes as
normal samples for model training, and the remaining 9000 normal images in the other
9 normal classes and 6000 abnormal images in the abnormal class as test samples for
model testing.

3.2 Implementation Details

Model Parameters Setting. The model is set to be trained for 15 epochs and optimized
by Adam [29] with the initial learning rate lr = 0.0002, with a lambda decay, and
momentums β1 = 0.5, β2 = 0.999. The weighting parameters of loss function are set
to wadv = 1, wcon = 5, wlat = 1. The weighting parameter λ of the distance metric is
empirically chosen as 0.9.

Metrics. In this paper, AUROC and AUPRC are used to assess the performance of
our method. Concretely, AUROC is the area under the ROC curve (Receiver Operating
Characteristic curve), which is the function plotted by the TPR (true positive rates) and
FPR (false positive rates) with varying threshold values. AUPRC is the area under the
PR curve (Precision Recall curve), which is the function plotted by the Precision and
Recall with varying threshold values.
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Results and Discussion. To demonstrate the performance of our method, we compare
ourmethodwithSkip-GANomaly,GANomaly and f-AnoGANon theCIFAR-10dataset.
The parameter settings of Skip-GANomaly and GANomaly are consistent with our
experimental parameter settings in this paper, and the parameters of f-AnoGAN are the
same as the settings in [22].

Table 1 and Fig. 3 show the experimental results of the CIFAR-10 dataset under the
AUROC indicator, and Table 2 and Fig. 4 show the experimental results of the CIFAR-10
dataset under the AUPRC indicator. It is apparent from Table 1, Fig. 3, Table 2 and Fig. 4
that the proposed method is significantly better than the other methods in each anomaly
classes of the CIFAR-10 dataset, achieving the optimal accuracy under both AUROC
and AUPRC indicators. Moreover, the proposed method achieves the best performance
among the three class of objects: airplane, frog, and ship, with almost 100% accuracy for
anomaly detection. In addition, for the most challenging abnormal classes bird and horse
in the CIFAR-10 dataset, the optimal AUROC of the other methods are 0.658 and 0.672,
and the optimal AUPRC are 0.558 and 0.501, respectively. Significantly, the AUROC
of abnormal classes bird and horse for the proposed method are 0.876 and 0.866, with
accuracy increases of 21.8% and 19.4%, and the AUPRC are 0.818 and 0.775, with
accuracy increases of 26.0% and 27.4%.

Figure 5 shows the histogram of anomaly scores of Skip-GANomaly and the pro-
posed model on the CIFAR-10 dataset when bird class is considered as abnormal image.
This can be seen that compared with Skip-GANomaly, our method can better distinguish
between the normal and the abnormal, and achieves a good anomaly detection effect.
Taking bird class as abnormal class, Fig. 6 illustrates the reconstruction effect of our
method on objects of CIRAR-10 dataset in the test phase.

In conclusion, the anomaly detection performance of the method proposed in this
paper on the CIFAR-10 dataset is better than the previous related methods.

Table 1. AUROC results for CIFAR-10 dataset

AUROC Automobile Bird Deer Cat Frog Airplane Ship Dog Truck Horse Avg

f-AnoGAN 0.729 0.378 0.356 0.479 0.427 0.532 0.474 0.523 0.695 0.611 0.531

GANomaly 0.689 0.559 0.751 0.634 0.926 0.967 0.926 0.719 0.717 0.637 0.749

Skip-GANomaly 0.872 0.658 0.931 0.751 0.969 0.994 0.975 0.752 0.868 0.672 0.851

Our method 0.943 0.876 0.978 0.873 0.994 0.999 0.993 0.838 0.911 0.866 0.931

Table 2. AUPRC results for CIFAR-10 dataset

AUPRC Automobile Bird Deer Cat Frog Airplane Ship Dog Truck Horse Avg

GANomaly 0.516 0.492 0.666 0.525 0.853 0.929 0.821 0.604 0.525 0.501 0.643

Skip-GANomaly 0.770 0.558 0.911 0.635 0.961 0.997 0.943 0.606 0.803 0.494 0.768

Our method 0.912 0.818 0.963 0.825 0.993 0.999 0.998 0.707 0.836 0.775 0.883
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Fig. 3. Histogram of AUROC results for CIFAR-10 dataset

Fig. 4. Histogram of AUPRC results for CIFAR-10 dataset

Fig. 5. Histograms of anomaly scores for the test data when bird is used as abnormal class.
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(a) Real (b) Fake

Fig. 6. The reconstruction effect of our method on objects of CIRAR-10 dataset in the test phase.

4 Conclusion

In this paper, we introduce a Fully-Nested Encoder-decoder Framework for general
anomaly detection within an adversarial training scheme. The generator in the proposed
model is composed of a novel full-residual encoder-decoder network, which can inde-
pendently select suitable depth networks for different datasets through four-scale nested
models. The residual structure is added to the generator to reduce the risk of overfitting
and improve the feature expression ability. We have conducted multiple comparative
experiments on the CIFAR-10 dataset. And the experimental results show that the per-
formance of the proposed method in this paper has greatly improved compared with
previous related work.
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Abstract. In view of the particularity of micro expression, there are some prob-
lems, such as resourcewaste or parameter redundancy inmicro expression training
and recognition by using large convolutional neural network model alone. There-
fore, a method of using lightweight model to recognize micro expression is pro-
posed, which aims to reduce the size ofmodel space and the number of parameters,
and improve the accuracy at the same time. This method uses mini-Xception as the
framework and Non-Local Net and SeNet as parallel auxiliary feature extractors
to enhance feature extraction. Finally, the simulation experiments are carried out
on the two public data sets of fer2013 and CK+. After a certain training cycle,
the accuracy can reach 74.5% and 97.8% respectively, which slightly exceeds the
commonly used classical models. It is proved that the improved lightweight model
has higher accuracy, lower parameters and model size than the large convolution
network model.

Keywords: Facial expression recognition · Deep learning · Convolutional
network · Attention mechanism · SeNet · Non-local net · Xception

1 Introduction

Since this century, with the rapid development of deep learning [1], image recognition
technology [2] has also ushered in a golden age, and various improved convolutional
neural network models [3] have continuously refreshed the highest accuracy rate in
history. Expression recognition includes the recognition of static images and dynamic
images. Static image recognition is a recognition technology for a single picture, while
dynamic image recognition is a recognition method based on video sequences. But for
now, most researches still focus on the recognition of static images.

The development of facial expression recognition can be divided into three stages:
from the previousmanual design of feature extractors (LBP [4], LBP-TOP [5]) for recog-
nition, and then to shallow learning (SVM [6], Adaboost [7]) Recognition, and now it
is based on deep learning [8]. Each stage of development is changing its limitations and
making up for deficiencies. For example, traditional hand-designed feature extractors
need to rely on manually-designed feature extractors to a certain extent. Its generaliza-
tion, robustness, and accuracy are slightly insufficient. Shallow learning overcomes the

© The Author(s) 2022
Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 760–768, 2022.
https://doi.org/10.1007/978-981-19-2456-9_76

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_76&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_76


The Method for Micro Expression Recognition 761

shortcomings of requiring excessive manual intervention, but it is accurate There are
still shortcomings in terms of rate. Therefore, in this respect, with the development of
computer hardware, facial expression recognition based on deep learning has gradually
overcome the lack of accuracy of shallow learning.

2 LWCNN

2.1 Related Work

Nowadays, deep learning is a relatively mature field, but in order to improve the accu-
racy of image recognition, researchers have also begun to improve the neural network of
deep learning from other aspects. For example, the activation function [9] is improved,
the attention mechanism is added to the neural network [10], and the self-encoding
layer [11] is added, all of which have made significant progress. This improved idea has
not only made progress in image classification, but also further improved the recogni-
tion rate in facial expression recognition. Other problems that have arisen are that the
formed network structure superposition leads to more and more bloated convolutional
networks. Redundant parameters and complex calculations make computer resources
wasted. To solve these problems, many scholars are trying find method to overcome
it such as in previous studies, the literature [12] summarizes the characteristics of the
past lightweight convolutional networks, which are mainly divided into three categories:
lightweight convolution structure, lightweight convolutionmodule, and lightweight con-
volution operation. A recent literature [13] proposed a lightweight model method based
on the attention mechanism combined with a convolutional neural network. This doc-
ument combines the first two features of the lightweight model together, but there are
multiple computational branches in the network model. Road, this will increase the
calculation cost.

Therefore, the improvement of this paper is to cut off the calculation channels of the
branches of the neural network model, retain the main calculation channels, reduce the
size of the convolution kernel, and add the currently used detachable attention model as
a feature auxiliary extractor to assist the main calculation channel for learning.

2.2 Improved LWCNN

The lightweight model in this paper continues to use the attention mechanism combined
with the convolutional neural network method, but it strengthens the parallel extraction
and fusion of features, increases the Non-Local attention mechanism (Non-Local Net)
[14], and reduces the parameter amount of themain calculation channel. To put it simply,
the model includes a main calculation channel and an attention mechanism calculation
branch. The function of the attention mechanism calculation branch on the main calcu-
lation channel is to merge the information extracted by auxiliary features while retaining
the original main channel feature information. Similar to the idea of residual structure.
As shown in Fig. 1.
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Fig. 1. Improved lightweight model.

The SeNet [15] structure is used near the output of the bottom layer, and the Non-
Local Net structure is used near the input of the high layer. Through the use of Non-Local
Net in the input layer to establish feature connections between the relevant features of
different regions of the image, SeNet is used to merge the features of different channels
before the output layer, and finally the predicted value is calculated.

The relevant calculation formula is:

H (x) = Fscale[I(x), S]+ I(x) (1)

Among them,H(x) represents the networkmapping after the summation, S represents
the feature weight value of different channels, Fscale represents the weighted calculation,
and I(x) represents the input of the previous layer, which can be expressed as:

I(x) = f1(x)+ f2(x) (2)

I(x) represents the total network mapping after summation, f 1(x) represents the map-
ping calculated by ordinary convolution on the main road, and f 2(x) represents the
mapping calculated by the Non-Local Net mechanism.

The backbone calculation channel of the model uses the Xception [16] model, but
the size of the convolution kernel is optimized and the amount of parameters is reduced.
The hierarchy of the entire model is shown in Fig. 2.
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Fig. 2. Hierarchy diagram of improved model.

In Fig. 2, the model is divided into three modules. The first module is Entry flow.
In its module, two ordinary convolution operations are first performed on the image,
and then the output feature of the second convolution operation is copied as a residual
connection and used after the MaxPooling layer is completed. Add, and then copy
one to NL-Net to establish the feature correlation of the image and add it before the
MaxPooling layer. Following the main channel are two separable convolutional layers
with an activation layer in between. This series of operations are repeated 4 times, and
the size of the convolution kernel of the separable convolution layer changes from (16,
3 * 3) to (32, 3 * 3), (64, 3 * 3), (128, 3 * 3). After processing, the feature fusion of
different dimensional channels is performed through SeNet to adjust the feature value
of the output channel, and finally enter the second module Middle flow.

In the second module, the activation layer is above the separable convolutional layer.
This is set up according to the research of the paper, repeat the calculation 8 times and
enter the third module Exit flow.

In the third module, before entering the activation layer, an input channel is copied to
NL-Net for parallel processing, and then the activation layer is followed by a separable
convolutional layer with a number of convolution kernels of 128 and the next separable
convolution. The number of convolution kernels of the layer becomes 256.

Before the MaxPooling layer, add the output channel characteristics of the NL-Net
operation and the output channel characteristics of the separable convolutional layer with
the number of convolution kernels of 256, and enter theMaxPooling layer for processing,
and then merge the characteristics of different dimensional channels through SeNet.
Adjust the characteristic value. Finally, the final result is output through the remaining
operations.
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3 Experiment

3.1 Configuration

Hardware environment: CPU is AMD 5800X. The graphics card is NVIDIA RTX3060,
and the memory is DDR4 3200 MHz 32 GB.

Software environment: operating system is Window10, programming software is
PyCharm, python version is 3.6, keras version is 2.2.4, tensorflow version is 1.13.1.

Model parameters: the batch size is set to 64, the period is 200, the photo size
of Fer2013 and CK+ is unified to 48 * 48, the initial learning rate is 0.0025, and the
learning decline factor is 0.1. The loss function uses the multi-class log loss function, the
activation function uses the ReLU function uniformly, and the data enhancement uses
the ImageDataGenerator that comes with keras.

3.2 DataSet

At present, the FER-2013 data set contains a total of 27809 training samples, 3589
verification samples and 3859 test samples. The resolution of each sample image is
48 * 48. It contains seven categories of expressions: angry, disgusted, fearful, happy,
sad, surprised and neutral. Due to the incorrect labels in this data set, some images do
not even have faces, and there are still faces that are occluded. Therefore, the current
recognition accuracy of human eyes is only 65% (±5%). However, because Fer2013 is
more complete than the current expression data set, and is also in line with daily life
scenarios, so this experiment chose FER-2013.As shown in the Table 1, this is one of
the various expressions of the enlarged jpg picture of 48 * 48 pixels.

Table 1. The example of Fer2013 expression.

anger disgust fear

sad happy surprised

The CK+ data set is an extension of the CK data set. It is a data set specifically
used for facial expression recognition research. It includes 138 participants, 593 picture
sequences, and each picture sequence has an image in the last frame. Tags, including
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common emoticons, the number of which is consistent with the FER-2013 data set,
examples are shown in Table 2.

Table 2. The example of CK+ expression.

surprised sad angry

normal disgust happy

3.3 Result

The accuracy of the experimental results is shown in Fig. 3 and 4.

Fig. 3. Accuracy of different models on Fer2013 dataset
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It can be seen from Fig. 3 that in the experiment of the Fer2013 data set, VGG16 [17]
is the network model with the lowest recognition rate, with the highest accuracy rate of
about 64%. TheLWCNNand the other threemodels have similar or even higher accuracy
in a certain period. In the last 30 cycles of the experimental data, the average accuracy of
LWCNN was 74.5%, the average accuracy of InceptionV3 [18] was 73.3%, the average
accuracy of ResNet50 [19] was 73.8%, and the average accuracy of DenseNet121 [20]
was 74.1%. It can be seen that the LWCNN model has a higher accuracy rate on the
Fer2013 data set than other classic models.

Fig. 4. Accuracy of different models on CK+ dataset

It can be seen from Fig. 4 that in the experiment of the CK+ data set, since the image
training data is better than that of Fer2013, each model gradually tends to be flat and
stable starting from the 50th cycle. The average accuracy of the last 30 cycles of each
model is approximately: 90.4% of VGG16, 92.2% of InceptionV3, 94.6% of ResNet50,
95.9% of DenseNet121, and 97.8% of LWCNN. It can be seen that the accuracy of the
LWCNN model on CK+ also exceeds the classic model.

Finally, by comparing the size and parameter amount of each model appearing in
the experiment, it can be clearly seen that the improved model not only significantly
reduces the size and parameter amount of the model, but also has a certain improvement
in the recognition rate. as shown in Table 3.
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Table 3. Comparison table of each model

Model Size Accuracy on Fer2013 Accuracy on CK+ Params

VGG16 528 MB 0.64 0.904 138,357,544

InceptionV3 92 MB 0.733 0.922 23,851,784

ResNet50 98 MB 0.738 0.946 25,636,712

DenseNet121 33 MB 0.741 0.959 8,062,504

LWCNN 10 MB 0.745 0.978 1,303,223

4 Conclusion

This paper mainly follows the design of the predecessors on the lightweight model, but
retains the main calculation channel of the convolutional neural network, and there is
no other redundant parallel calculation branch. Focus on optimizing the neural network
model combined with the attention mechanism, and add the attention mechanism as a
component to the main neural network model. This part draws on the idea of residual
structure.

However, the current lightweight model only integrates two of the three design ideas.
How to integrate the third design idea into the model requires some time of research and
learning. The future will also focus on research in this direction.
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Abstract. Magnetic Resonance Imaging (MRI) is widely adopted in medical
diagnosis. Due to the spatial coding scheme, MRI image is degraded by various
noise. Recently, massive methods have been applied to the MRI image denoising.
However, they lack the consideration of artifacts in MRI images. In this paper, we
propose an unsupervised MRI image denoising method called UEGAN based on
decoupled expression. We decouple the content and noise in a noisy image using
content encoders and noise encoders.We employ a noising branch to push the noise
decoder only extract the noise. The cycle-consistency loss ensures that the content
of the denoised results match the original images. To acquire visually realistic
generations, we add an adversarial loss on denoised results. Image quality penalty
helps to retain rich image details. We perform experiments on unpaired MRI
images from Brainweb datesets, and achieve superior performances compared to
several popular denoising approaches.

Keywords: Unsupervised · MRI image denoising · GAN · Decouple expression

1 Introduction

MRI image can provide various kinds of detailed information with respect to physical
health. However, external errors, inappropriate spatial encoding, body motion etc. may
jointly result in the undesirable effects of MRI and the harmful noise. CleanMRI images
could increase the accuracy of computer vision assignments [1, 2], like semantic seg-
mentation [3] and object detection [4]. In the past, a wide variety of denoising methods
have been proposed such as filtering methods [5, 6], transform domain method [7]. Nev-
ertheless, these methods are restricted to numerous objective factors such as undesirable
texture changes caused by violation of assumptions and heavy computational overhead.
Recently, deep learning methods have made great progress in the field of image denois-
ing. These means helps to acquire the impressive effects in MRI image denosing. Due
to the scarcity of medical images, researchers need to use unpaired data during training.
Generative adversarial network (GAN) [8] have been found to be more competitive in
image generation tasks [9, 10]. One of the solutionmight be directly using some unsuper-
visedmethods (DualGAN [11], CycleGAN [12]) to find themappings between clear and
noised image domains. However, these general methods often encode some irrelevant
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characteristics such as texture features rather than noise attributes into the generators,
and thus will not produce high-quality denoised images.

Under the guidance of aforementioned theories, we present a MRI image denoising
method called UEGAN which uses GAN based on decoupled expression to generate
visually realistic denoised images. More specifically, we decouple the content and noise
from noised images to accurately encode noise attributes into the denoising model.
As shown in Fig. 1, the content encoders encode content information and the noise
encoder encode noise attributes from unpaired clear and noised MRI images. However,
this type of structure can’t guarantee that the noise encoder encodes noise attributes
only - it may encode content information as well. So we employ the nosing branch to
limit the noise encoder to encode the content attributes of n. The denosing generator
Gclear and the noising generator Gnoised take corresponding content information on
condition of noise attributes to generate denoised MRI images and noised MRI images.
Based on CycleGAN [12], we apply the adversarial loss and the cycle-consistency loss
as the regularizers to help the generator generate a MRI image which closes to the
original image. In order to further reduce the undesirable banding artifacts introduced
byGnoised andGclear , we apply the image quality penalty into this structure. We conduct
experiments on Brainweb MRI datasets, and obtain qualitative and quantitative results
that are competitive with several conventional methods and a deep learning method.

2 Related Work

Since the proposed model structure makes most use of the popular denoising network
and the latest technology of image disentangled representation, in this part, we briefly
review the generative adversarial network, single image denoising and disentangled
representation.

2.1 Generative Adversarial Network

Generative adversarial network [8] is brought forward to train generative models. Rad-
ford et al. [13] propose GANs of CNN version called DCGANs. Arjovsky et al. [14]
introduce a novel loss calledwasserstein intoGANat train time. Zhang et al. [15] propose
Self-Attention GAN which applies attention mechanism to the field of image creation.

2.2 Disentangled Representation

Recently, there is a rapid development in learning disentangled representations, namely
decoupled expression. Tran et al. [16] unravel posture and identity components for
face recognition, which called DRGAN. Liu et al. [17] present an identity extraction
and elimination autoencoder to disentangle identity from other characteristics. Xu et al.
propose FaceShapeGene [18]which correctly disentangles the shape features of different
semantic facial parts.
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2.3 Single Image Denosing

Image noise has caused serious damages to image quality. There are many deep learning
methods that focus on image denoising tasks. Jain et al. [19] firstly introduce Convolu-
tional neural networks (CNN) which has a small receptive field into image denoising.
Chen et al. [20] joint Euclidean and perceptual loss functions to find more edge infor-
mation. According to deep image prior (DIP), present by Ulyanov et al. [21], abundant
prior knowledge for image denosing already exist in the pre-train convolutional neural
network.

3 Proposed Method

Inspired by GAN, single image denosing, decoupled expression, we proposed a MRI
image Unsupervised denoising method called UEGAN which has well designed loss
functions based on decoupled expression. This structure combines the advantages of the
above three classic models and is made up of four parts: 1) content encoders Econt

N for
noisy image domain and Econt

C for clear image domain; 2) noise encoder Enoise; 3) noised
and clear image generator Gnoised and Gclear ; 4) noised and clear image discriminators
DN andDC . Given a train sample n∈N in the noised image domain and c ∈C in the clear
image domain, the content encoders Econt

N and Econt
C acquire content information from

corresponding samples and Enoise extract the noise attributes fromN. Then Enoise(n) and
Econt
C (c) are feed into the Gnoised to generate a noised image cn, meanwhile, Enoise(n)

and Econt
N (n) are feed into the Gclear to generate a clear image nc. The discriminators

Dnoise and Dclear differentiate the real from generated examples. The final structure is
shown in Fig. 1.

3.1 Decoupling Noise and Content

It is not easy to decouple content information from a noised image because the ground
truth image is not available in the unpaired setting. since the clear image c is not affected
by noise, the content encoder Econt

C (c) is equivalent to encoding the content character-
istics only. We share the weights of the last layer which existing in the Econt

N (n) and
Econt
C (c) respectively to encode as much content information from noised image domain

as possible.
Meanwhile, the noise encoder should only encode noise attributes. So We feed the

outputs of Enoise(n) and Econt
C (c) into the Gnoised to generate cn. Since cn is a noised

version of c, cn does not contain any content information of n in the whole process. This
nosing branch further limits the noise encoder to encode the content information of n.
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Fig. 1. The architecture of our network. The denoising branch (bottom noising branch) is rep-
resented by full line (dotted line). Econt

N and Econt
C are content encoders for noised and clear

images. Enoise is a noise encoder. Gnoised and Gclear are noised image and clear image gener-
ators. GAN losses are added to differentiate cn from noised images, and nc from clear images.
Cycle-consistency loss is employed to n and n′, c and c′. IE loss is applied to n and nc.

3.2 Adversarial Loss

In order to acquire a cleaner output, we introduce the adversarial loss function into
the content domain and the noise domain. For the clear image domain, we define the
adversarial loss as LDC :

LDC = Ec∼p(c)[log DC(c)] + En∼p(n)[log(1 − DC(Gclear(E
cont
N (n), z)))]. (1)

where z = Enoise(n) and DC devotes to maximize the objective function to differentiate
denoised images from real clear images. In contrast,Gclear tries tominimize the objective
function to make denoised images look similar to real samples in clear image domain.
For the clear image domain, we define the loss as LDN :

LDN = En∼p(n)[log DN (n)] + Ec∼p(c)[log(1 − DN (Gnoise(E
cont
C (c), z)))]. (2)

3.3 Image Quality Penalty

We have observed that the denoised images nc usually contains unpleasant banding
artifacts in the experiment. So we introduce the Image information entropy (IE) [22]
which is utilized to compute the amount of information in an image to reduce the banding
artifacts. And IE loss is employed to guide the generator to produce MRI images with
less noise. The loss is defined as:

LIE(Gclear(z)) =
∑d

i=0, p(i)�=0
p(i)log

1

p(i)
. (3)
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where d is the range of image intensity and p(i), i = 0, 1,2,…, d is the probability
distribution of the intensity of the output Gclear(x).

3.4 Cycle-Consistency Loss

Gclear should have the ability to generate visually realistic and clear images after the
minmax game. However, without the guidance of pairwise supervision, the denoised
image nc may rarely retains the content information of the original noised sample n.
Therefore, we introduce the cycle-consistency loss to ensure that the denoised image
nc can be renoised to construct the original noised image and cn can be translated back
to the original clear image domain. The loss preserves more content information of
corresponding original samples. In more detail, we define the forward translation as:

nc = Gclear(E
cont
N (n), Enoise(n)),

cn = Gnoised (E
cont
C (c), Enoise(n)). (4)

And the backward translation as:

n′ = Gnoised (E
cont
C (cn),Enoise(nc)),

c′ = Gclear(E
cont
N (nc),Enoise(nc)). (5)

We perform the loss on both domains as follows:

Lcc = Ec∼p(c)
[∥∥c − c′∥∥

1

] + En∼p(n)
[∥∥n − n′∥∥

1

]
. (6)

Meanwhile, we carefully balance the weights among the aforementioned losses to
prevent nc from staying too close to n.

The total objective function is a combination of all the losses from (1) to (6) with
respective weights:

L = λadvLadv + λIELIE + λccLcc. (7)

3.5 Testing

In the process of testing, the noising branch is removed. Provided a test image a, Econt
N

and Enoise extract the content information and noise attributes. Then Gclear takes the
outputs and generates the denoised image A:

A = Gclear(E
cont
N (a), Enoise(a)). (8)
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4 Experiments and Analysis

We compare the MRI image denoising performance between our work with non-local
means (NLM) [23] and a deep learning method DIP. To analyze the performance of
denoisingmethods quantitatively, peak signal to noise ratio (PSNR), structural similarity
index (SSIM) are employed.We evaluate the proposedmodel onBrainwebMRI datasets.
The unpaired train set with 150 MRI images consists of the following two parts:

1) Samples from the noise image domain consist of seventy-five slices, whose slice
thickness is 1 mm, and additional gaussian noise standard deviation sigma is 25.

2) Samples (no additional gaussian noise) from the clear image domain consist of
seventy-five slices, whose slice thickness is 1 mm.

4.1 Implementation Details

We train our network UEGAN using Pytorch 1.4.0 package on a computer with Intel
i9 9300k CPU, NVIDIA RTX 2080Ti GPU, 32 Gb memory and windows10 OS with
Brainweb MRI datasets. The UEGAN is optimized using the gradient-based Adam-
optimizer whose hyper-parameter is set as β1= 0.5, β2= 0.999, Nepoch= 100000, and
the learning rate of all generators is 2e−4, the learning rate of all discriminators is 1e−4.
We utilize 208 × 176 original size with batch size of 4 for training. We experimentally
set hyper-parameters: λadv = 1, λcc = 10, λIE = 10.

4.2 Experimental Results

In this section, we compare our method with NLM and DIP, and the denosing perfor-
mance is shown in Fig. 2. For NLM, the denoising results is blurry and a great quantity
of local details are missing. However, our visual results have the sharper texture and
more structure details.

ForDIP, it produces artifacts and cannot recovermeaningfulMRI image information.
On the contrary, ourmodelUEGANobtainsmore distinct results and less noise especially
on local regions.

The UEGAN achieves the best visual performance in denosing and image informa-
tion recovering.

4.3 Quantitative Analysis

Two quantitative analysis strategies PSNR and SSIM are adopted to assess the effects
of a traditional image denoising method NLM, a deep learning method DIP and our
work UEGAN. The denoisong results of our work shows superior performance to other
algorithms on above two quantitative evaluation indexes as shown in Table 1 and Table 2.
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Fig. 2. Visual denoising results in three selected MRI slices. Column: noised image, NLM, DIP,
the proposed method UEGAN, noise-free image in order from left to right.

Table 1. PSNR comparison

Methods Slice 1 Slice 2 Slice 3 Average

NLM 22.4307 23.5221 22.7302 22.8943

DIP 27.5301 27.7642 26.8247 27.3730

UEGAN 28.2248 27.1062 28.1143 27.8151

Table 2. SSIM comparison

Methods Slice 1 Slice 2 Slice 3 Average

NLM 0.6133 0.5036 0.5725 0.5631

DIP 0.5810 0.7738 0.7285 0.6944

UEGAN 0.7526 0.7310 0.7069 0.7302

5 Conclusion

In this paper, we concentrate on generating high-quality denoised MRI images with a
deep-learning method which called UEGAN based on decoupled expression. We utilize
the noise encoder and the content encoder to decouple the content information and noise
attributes in a noisy MRI image. In order to obtain rich content characteristics from the
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original image, we add the adversarial loss and the cycle-consistency loss. We add the
nosing branch into model so as to limit the noise encoder to encoding noise attributes
as much as possible. The IE loss helps to remove the banding artifacts which consisting
in the outputs of generator. After competing with several popular methods, both visual
effects and quantitative results show that our work is extremely promising.
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Abstract. Since Electricity Grid Engineering involves a large number of person-
nel in the construction process, face recognition algorithms can be used to solve
the personnel management problem. The recognition devices used in Electric-
ity Grid Engineering are often mobile, embedded, and other lightweight devices
with limited hardware performance. Although a large number of existing face
recognition algorithms based on deep convolutional neural networks have high
recognition accuracy, they are difficult to run in mobile devices or offline environ-
ments due to high computational complexity. In order to maintain the accuracy
of face recognition while reducing the complexity of face recognition networks,
a lightweight face recognition network based on Dynamic Convolution is pro-
posed. Based on MobileNetV2, this paper introduces the Dynamic Convolution
operation. It proposes a Dynamic Inverted Residuals Block, which enables the
lightweight neural network to combine the feature extraction and learning ability
of large neural networks to improve the recognition accuracy of the model. The
experiments prove that the proposed model maintains high recognition accuracy
while ensuring lightweight.

Keywords: Dynamic Convolution · Lightweight face recognition network ·
Electricity Grid Engineering · Recognition accuracy

1 Introduction

The construction span of Electricity Grid Engineering is large, and the construction cycle
is long. The handover and acceptance of engineering construction materials cover the
whole construction cycle, and there are many handover points and many units involved
in the handover of materials. These factors bring certain risks for material storage and
confirmation of material handover personnel. There are phenomena that material han-
dover responsibilities are difficult to clarify and non-handover personnel take over the
handover.
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With the continuous promotion of power grid information reform and the increas-
ing information security requirements, it is necessary to informatize the engineering
aspects of the power grid and improve the artificial intelligence management capability
of Electricity Grid Engineering. Through the automatic authentication of engineering
personnel’s identity, the material handover and responsibility implementation are trans-
formed from a loose and sloppymanagementmode to a centralized and leanmanagement
mode, thus forming a sound and centralized, lean and efficient management system.
The efficient and reliable face verification algorithm can not only improve Electricity
Grid Engineering’s management services but also effectively improve the information
protection and information security of Electricity Grid Engineering personnel.

Currently, high-precision face verification models are mostly built based on deep
convolutional neural networks that require high computational resources. These models
are trained using large amounts of data, and themodels are complex and have a very large
number of parameters that require a large amount of computational resources. Therefore,
these models are difficult to run in mobile and embedded devices, which are mostly seen
in Electricity Grid Engineering scenarios. Therefore, lightweight neural networks with
low memory consumption and low computational resource consumption have become
a trend in current research.

Non-lightweight face verification networks have higher verification accuracy but
are more computationally intensive, such as DeepFace [1], FaceNet [2], etc. This paper
proposes a lightweight face verification network based on Dynamic Convolution using
the lightweight neural network MobileNetV2 [3] as the baseline network to address the
above problems. By learning multiple sets of convolution kernels within a single convo-
lution operation, the feature extraction capability of the lightweight network is improved,
making the lightweight neural network also achieve good face verification accuracy. At
the same time, the network only enhances the baseline network MobileNetV2 with a
very limited amount of computing power andmeets the demand for real-time verification
recognition.

2 Dynamic Convolution-Based Face Verification Network

2.1 Dynamic Convolution

Dynamic Convolution is a network substructure [4], which can be very easily embedded
into other existing network structures. The core idea is to give a layer of convolution
the ability to learn multiple groups of convolution kernels so that a single convolution
operation has a stronger feature extraction and representation capability. At the same
time, an attention mechanism [5] is introduced to learn the weights of the parameters of
each group of convolutional kernels through the network so that the effective convolu-
tional kernel parameters have highweights. The remaining parameters have lowweights,
prompting the model to adaptively capture the high-weight convolutional kernel param-
eters according to the input, improving the performance of existing convolutional neural
networks, especially lightweight neural networks. By introducing Dynamic Convolution
operation into the operation of the lightweight neural network, the lightweight network
can extract and learn face features more efficiently. The overall structure of Dynamic
Convolution is shown in Fig. 1.
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Fig. 1. The overall structure of Dynamic Convolution

The Squeeze operation is performed on the input channels in the first step. That
is, feature compression is performed on the input layer to turn each two-dimensional
feature channel into a real number with a global perceptual field. The resulting output
features are the same as the number of input feature channels. The Squeeze operation
used is global average pooling:

Fs(uk) = 1

W × H

∑W

i=1

∑H

j=1
uk(i, j) (1)

where uk is the input feature, k is the number of channels, W and H are the width and
height of an input channel feature, and Fs is the result of the Squeeze operation, which
is a vector of length equal to k.

In the second step, the Excitation operation is performed on the result of the Squeeze.
This operation outputs the corresponding weights of each set of convolution kernel
parameters, which enables the network to adaptively select the appropriate convolution
kernel for convolution according to the input features:

Fe(Fs,W ) = σ(W2δ(W1Fs)) (2)

where W1 and W2 are the parameters of the fully connected layer, the dimension of
W1 is k/r * k, r is the scaling factor in reducing the output dimension to reduce the
operational complexity of the attention mechanism, r = 0.25 is used in this paper. The
dimension of W2 is T * k/r to obtain a vector of length T. T is the number of groups of
convolution kernel parameters, δ is the nonlinear activation function ReLU [6], and σ

is the softmax function. The output weight vector Fe is normalized to be in the interval
[0, 1] and summed to 1 using the softmax function, and the length of Fe is T.

In the actual training of the network, in order to ensure that all groups of convolutional
kernel parameters can participate in the training at the beginning of the training and avoid
falling into local optimal points at the beginning of the training, the softmax used is the
temperature-controlled softmax:

Fe,t = exp(Fe,t/τ)∑
jexp(Fe,j/τ)

(3)

where τ is the temperature parameter. It is set to a larger value at the beginning of the
training and decreases until it becomes 1 as the training progresses.
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In the third step, according to the weight Fe of each group of convolution ker-
nel parameters obtained from the Excitation operation, each group of convolution ker-
nel parameters is weighted to obtain the real convolution kernel parameters for the
convolution operation:

W =
∑T

t=1
Fe,tW

t, b =
∑T

t=1
Fe,tb

t, s.t.0 ≤ Fe,t ≤ 1,
∑T

t=1
Fe,t = 1 (4)

where Wt and bt are the t-th set of convolutional kernel parameters and Fe,t is the tth
value of the attention weight, which corresponds to the probability of using the t-th
set of convolutional kernel parameters. The adaptive convolutional kernel parameters
were obtained by weighting and summing each set of parameters by multiplication. The
weights obtained using softmax contain a probabilistic sense, ensuring the scale stability
of the obtained convolution kernel parameters. The application of the attention mecha-
nism allows the network to automatically transform the parameters used for convolution
in response to the input, greatly increasing the feature extraction and learning capability
of the network.

The application of the attention mechanism allows the network to automatically
transform the parameters used for convolution in response to the input, greatly increasing
the feature extraction and learning capability of the network.

vk = Wuk + b (5)

where uk is the convolutional input feature and vk is the output feature of Dynamic
Convolution. After completing theDynamicConvolution, the features can be normalized
using the common Batch Normalization layer [7] and nonlinear activation operations
can be performed using nonlinear activation functions such as ReLU, PReLU [8], etc.

2.2 Bottleneck Layer Structure Design

In order to solve the degradation problem of deep neural networks and accelerate the
collection of the network, MobileNetV2 introduces the Inverted Residuals Block bottle-
neck layer structure [3], as shown in Fig. The traditional residual structure [9] is like an
hourglass with narrow middle and fat ends. Using only a small number of convolutional
kernels to extract features will lead to poor feature extraction. The number of convo-
lutional kernels in each layer of the lightweight feature extraction network is limited.
Using the traditional residual structure will lead to the network not extracting enough
information, resulting in a poor network. Therefore, in this paper, we use an inverted
residual structure, which is like a spindle with a large middle and small ends. The feature
data are first up-dimensioned by 1 * 1 Conv. The convolution operation is performed
to extract the feature data, and finally down-dimensioned again by 1 * 1 Conv, which
ensures the feature extraction effect and controls the parameters and computation of the
network to a certain extent.

It can be seen that the backbone network part of the Inverted Residuals Block is
divided into three main blocks. The first block has a similar network structure to the
third block, consisting of 1 × 1 Conv, BN, and ReLU6. Among them, 1 × 1 Conv is the
convolutional layer with a convolutional kernel size of 1, which is mainly used to change
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the number of channels of the features. BN is the Batch Normalization layer, which
normalizes the features after the convolutional layer computation. reLU6 is the activation
function, which gives this neuron a layered nonlinear mapping learning capability. Note
that the third block of the network structure does not contain an activation function. The
second network structure consists of 3 × 3 DwiseConv, BN, and ReLU6 [10], where 3
× 3 DwiseConv refers to the Depthwise Convolution with a convolutional kernel size
of 3 [11] (Fig. 2).

Fig. 2. The Inverted Residuals Block

Inverted Residuals Block is an important component of MobileNetV2. Using a large
number of Inverted Residuals Blocks, the input information can flow sufficiently within
the network so that the network has enough parameters to understand the input informa-
tion and record the information characteristics. For this structure, we empirically replace
the 1 * 1 convolution in the third block of the network structure with the Dynamic Con-
volution layer. On the one hand, such a structural replacement can already be sufficient to
improve the face verification performance ofMobileNetV2. On the other hand, although
the increase in the number of operations of Dynamic Convolution is very limited, the
increase in the number of parameters is considerable. Replacing only the last 1 * 1 con-
volutional layer in the Inverted Residuals Block with a Dynamic Convolution layer can
also effectively prevent the size of the network model from increasing so much that it
can be used in grid-side devices. The modified Inverted Residuals Block will be called
Dynamic Inverted Residuals Block.

2.3 Network Architecture Design

The size of the input image used in this paper is 112 * 112. Based on MobileNetV2,
the Inverted Residuals Block used in this paper is replaced with the Dynamic Inverted
Residuals Block with Dynamic Convolution as described above. As shown in the Table,
the network structure mainly consists of four parts. The first part obtains a feature map
of size 56 * 56 with rich face feature information by a normal convolution with a kernel
size of 3, step size of 2, padding of 1, and output channel number of 64. The second part
consists of six Dynamic Inverted Residuals blocks in different configurations. The third
part contains 3 convolution operations. First, the number of feature channels is expanded
by 1 × 1 convolution, and the 7 × 7 feature map with 512 channels is output. Then, a 7
× 7 convolution layer is used to obtain 512 1 × 1 features. Finally, the feature transform
is performed by a 1× 1 convolution, and after flattening, a 512-dimensional face feature
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vector is obtained. The fourth part, which is a fully connected layer, implements the face
classification at training time.

Table 1. Network structure

Input op E C d r s

1122 × 3 conv2d 0 64 N 1 2

562 × 64 block 2 64 N 2 2

282 × 64 block 4 128 N 3 2

142 × 128 block 4 128 N 4 1

142 × 128 block 4 128 N 3 2

72 × 128 block 2 256 N 2 1

72 × 256 block 2 256 N 1 1

72 × 256 conv, 1 × 1 0 512 Y 1 1

72 × 512 gconv, 7 × 7 0 512 N 1 1

12 × 512 conv, 1 × 1 0 512 Y 1 1

512 fc 0 – Y 1 -

In Table 1, op indicates the operation, e is the channel expansion factor, c is the
number of output channels (number of dimensions), d indicates whether dropout is
used, r indicates the number of repetitions of the block, and s is the step size (only the
first repetition module has a step size of s, the rest of the repetition modules have a step
size of 1).

3 Analysis of Experimental Results

3.1 Data Set and Experimental Setup

The public dataset CASIA-WebFace [12] contains 494,414 images of 10,575 individuals.
In this paper, we use CASIA-WebFace as a training dataset and use the face verification
databaseLFW[13] to check the improvement of the algorithmunder different conditions.
The dataset has 13233 face images containing 5749 people, containing various types of
conditions such as different poses, lighting changes, and background changes. There is
no overlap between the training data and the test data.

The input face image size of the model is 112 * 112. For this reason, the data
needs to be processed before the face recognition network is trained. The face detection
algorithm is used to derive the coordinates of face regions and key points. Based on these
coordinates, the face is aligned for correction, and finally, the aligned face image is scaled
to 112 * 112. The data augmentation method used contains image mirroring, panning,
brightness, color, contrast, sharpness adjustment, etc. The face image is normalized
before training by subtracting 127.5 from the pixels and then dividing by 128 to obtain
the normalized training data finally.
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The experimental hardware platform is Ubuntu 18.04 operating system and Intel
Corel NVIDIA Tesla V100 graphics card. The experiments in this paper are based on
PyTorch deep learning framework [14] for algorithm model training.

In this paper, all experiments are trained using a stochastic gradient descent optimizer
[15]. In order to speed up the convergence and reduce the oscillation in the process of
model convergence, the Momentum factor is added to the experimental training process
in this paper. Its value is set to 0.9, the weight decay is set to 5e−4, the initial learning
rate is set to 0.01, and the learning rate is multiplied by 0.1 at epochs of 40, 50, and 60,
and the model is trained for a total of 70 epochs.

In this paper, the loss function used in the training process is theAdacos [16] adaptive
scale loss function. Compared with the loss functions used for face recognition, such
as CosFace [17] and ArcFace [18], Adacos does not rely on manual adjustment of the
hyperparameters of the loss function to achieve good optimization results.

3.2 Analysis of Experimental Results

The comparison between the lightweight face recognition algorithm model based on
Dynamic Inverted Residuals Block and the baseline network MobileNetV2 on the LFW
validation set is shown in Table 2.

Table 2. The comparison on the LFW validation set

Recognition rate Number of model
parameters

MAdds Time/image

MobileNetV2 98.58% 3.50M 292.6M 30.57 ms

MobileNetV2 (Dynamic) 99.28% 7.54M 305.3M 34.97 ms

As can be seen from the Table, the model with the introduction of Dynamic Convo-
lution increases from 292.6M to 305.3M in terms of computing volume, which is only
a 4.34% improvement, while the accuracy of face recognition increases from 98.58% to
99.28%, with a significant 50.7% decrease in error rate. This result is not easy for such
performance improvement in a long-tail task like face recognition. The number of model
parameters and the forward transmission time are kept at the same order of magnitude
as the baseline network, ensuring the possibility of applying the network model to all
types of end devices on the grid.

In order to fully verify the performance of this algorithm model, an experimental
comparison with the current mainstream algorithms in the field of face recognition was
conducted, as shown in Table 3.
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Table 3. The comparison with other algorithms

Method Training set size Accuracy

LMobileNetE [18] 3.8M 99.50%

Light CNN [19] 4M 99.33%

MobileID [20] 0.5M 97.32%

ShuffleNet [21] 0.5M 98.70%

Ours 0.5M 99.28%

LMobileNetE and Light CNN have higher recognition accuracy. Still, their training
datasets are 4M and 3.8M. The number of model parameters are 12.8M and 26.7M (one
order of magnitude higher than the model in this paper), which are significantly higher
than the algorithms in this paper. It is significantly more difficult to migrate them to
mobile platforms. Although the model size of MobileID and ShuffleNet is smaller, the
performance is weak, failing to reach 99%, and the recognition accuracy is insufficient to
meet the standard used by Electricity Grid Engineering. The algorithm model proposed
in this paper achieves a good trade-off in recognition accuracy, operation volume, and
model size by introducing Dynamic Convolution, whichmakes it meet both the accuracy
requirements of recognition and can be efficiently applied on mobile devices.

4 Conclusion

In this paper, we propose a lightweight face recognition network based on Dynamic
Convolution to address the common people management problem in Electricity Grid
Engineering. The Dynamic Convolution operation not only gives richer feature extrac-
tion and learning capability to individual convolution, but also makes the convolution
operation self-adaptive, so that it can automatically construct different convolution ker-
nel parameters for different inputs for convolution. It has been proven that the lightweight
face recognition network based onDynamic Convolution proposed in this paper achieves
a good balance of operational efficiency and recognition accuracy.
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Abstract. This paper focuses on the consumption situation anddiscounting strate-
gies ofmembers in large department stores. On this basis, reasonable strategies and
suggestions for discounting activities in department stores are proposed. It needs
to determine the consumption habits of members, customer value, life cycle, dis-
count effect and other information. The mathematical model was established to
calculate the activation rate of non-active members in the life cycle of members,
that is, the possibility of transforming from inactive members to active members.
Based on the actual sales data, the relationship model between the activation rate
and shopping mall promotion was determined. Generally speaking, the higher the
commodity price is, the higher the profit will be. IA regression model of acti-
vation rate and promotion activities is developed. The appraisal index of market
promotion activities is established in terms of both discounts and integral. Lasso
regression is used for variable screening, and the correlation between activation
rate and the above indicators is studied.

Keywords: IA regression model · Life cycle · The activation rate · Lasso
regression · Calculating statistical indicators

1 Instructions

1.1 Model Assumptions

In the era of big data, the general analysis of the basic information of members, to
make a correct assessment of their consumer behavior can help managers make the right
marketing decisions. In the retail industry, the purchasing power of members reflects
the consumption level and consumption level. Understand the purchasing power of con-
sumers, to do more accurate member marketing programs and improve sales. This paper
studies the method and model of shopping mall members’ purchasing power evaluation
in big data environment.
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In the retail industry, the value ofmembership is reflected in the consistent generation
of stable sales and profits for retail operators, aswell as the provision of data to support the
retail operators’ strategy development. The retail industry will adopt various methods to
attract more people to become members and to increase the loyalty of members as much
as possible. At present, the development of e-commerce has led to continuous loss ofmall
members, which brings serious losses to retail operators. At this point, operators need
to implement targeted marketing strategies to strengthen good relationship with their
members. For example, merchants take a series of promotional activities for members
to maintain their loyalty. Some people think the cost of maintaining old members is too
high. In fact, the cost of developing new members is much higher than the cost of taking
certain measures to maintain existing members. Effective ways for the brick-and-mortar
retail industry include improving the member portrait depiction, enhancing the refined
management of existing members, pushing products and services to them regularly, and
building stable relationships with members. The mathematical model was established to
calculate the activation rate of non-active members in the life cycle of members, that is,
the possibility of transforming from inactive members to active members. Based on the
actual sales data, the relationship model between the activation rate and shopping mall
promotion was determined. Generally speaking, the higher the commodity price is, the
higher the profitwill be. Joint consumption is the core of shopping center operation, if the
business will plan a promotion, how to plan the promotion according to the preferences
of members and the joint rate of goods. The Symbols Shows as Table 1.

1.2 Model Notations

Through the three fields of document number, cash register number and consumption
time, we can uniquely identify an order (receipt), which may contain several different
products of different brands.

In other words, the model assumes that there are no two customers settling accounts
at the same register at the same time, so there are no identical bill numbers in the system.
Suppose there are only two forms of promotional activities in shopping malls. One
is direct price reduction or discount, which is reflected in the difference between the
amount paid by customers and the total amount of goods; the other is store points, which
is reflected in the increase of membership points.

Table 1. Symbols

Symbol Explanation of the symbols

i Member i

t Time t

Pi,t Member i purchasing power at the moment t

Mi,t,�t Member spending amount at t − �t to t time

Qi,t,�t Number of items purchased by members at t − �t to t time

Ci,t,�t Number of billing receipts member at t − �t to t time

Si,t The status of member i at t times

(continued)
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Table 1. (continued)

Symbol Explanation of the symbols

P0,2 Activation rate of failed members

P1,2 Activation rate of inactive members

Bl Brand l

Xl,t,total Total merchandise sold by brand l to members of the store in month t

xl,t,discount The total number of discounted items sold by brand l to members of the store in month t

la , lb, … Indicators for evaluating promotional activities

2 Problem Analysis

2.1 Problems to be Solved

Firstly, we determine the indicators for evaluating the promotional activities of shop-
ping malls. According to the assumptions of the model, we will establish the evaluation
indicators from the aspects of discount and points. Discount indicators provide a com-
prehensive measure of discount strength, such as monthly discount rates, total discounts,
total number of discounted products purchased by members, percentage of discounted
products out of total products sold, and average discount range for each brand. In terms
of points, the total number of points issued in a month and the ratio of points to the
total amount (i.e., the ratio of points) can measure the generosity of points issued by
the shopping mall, which is also a method to motivate members. Then we research the
correlation between the activation rate and the above indicators to determine whether
promotional activities have an incentive effect on the activation rate. At the same time,
we study the overall impact of indicators on the activation rate through the regression
model due to the large number of indicators. In this process, considering the possible
strong correlation between indicators, we screen variables through Lasso regression. In
order to study the associated consumption of commodities, we can analyze the asso-
ciation rules by integrating the commodity records of each purchase, and find out the
commodity combination that customers often buy at the same time to understand the
associated consumption. Finally, we give marketing recommendations based on joint
consumer preferences.

2.2 The Activation Rate of Non-active Members

The following indicators can be used to evaluate the strength of promotional activities,
and the activation rate of inactive members and invalid members may be related to these
indicators.

Discount rate: total sales for the current month/original selling price and price of
all goods sold for the current month;

Discount number: the number of items purchased by members of the store in the
current month for less than the original price;

Number of discounted items: number of discounted items/total number of items
purchased by members in the current month;
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Discount rate of discount brands: the collection of all discount brands purchased
bymembers in the currentmonth calculate the number of items sold to the storemembers
anddiscount items for eachbrandparticipating in the discount, the averageof the discount
product ratio of each store is the discount variety ratio of the discount brand in the current
month. This measure measures the degree to which stores of various brands participate
in discount.

Discount merchant ratio: the ratio of the number of brands that sold discounted
goods in the month to the total number of brands.

Total points distributed this month: the sum of points distributed to members of
the store this month.

Ratio of bonus points issued this month: total bonus points issued this month/total
sales amount of members of this month. The correlation is not significant, P0,2(5) Is
negative correlation.

Discount Variables are shown in Table 2.

Table 2. Discount variables

The discount The quantity of
discount

Percentage of
discounted
packages

Discount brand
discount variety
ratio

Percentage of
discount
merchants

Bonus points
issued this
month

The bonus
points ratio will
be issued this
month

Ia Ib Ic Id Ie If Ig

The analysis shows that there is a negative correlation between the rate of bonus
point payment and other discount indicators. In other words, the discount is relatively
low when the rate of bonus point payment is high. The incentive of points to the lost
customers and inactive customers is far less than that of discount, so the high rate of
point payment does not contribute to the improvement of the activation rate. On the
contrary, in the months with high rate of point payment, the activation rate is low due
to the low discount, which resulting in a negative correlation between the rate of point
payment and the discount rate. At the same time, the positive correlation between If and
activation rate is probably due to the higher discount rate at that time, which leads to
higher sales volume and thus increases the total number of points issued, resulting in the
above positive correlation. No matter which index is evaluated, the increase of discount
will increase the activation rate. Among them, the discount rate is the most correlated
with the activation rate of inactive members, while the number of discount pieces is the
most correlated with the activation rate of invalid members, that is, the scale of discount
products. Relevance matrix are shown in Table 3. We use Lasso regression (alpha= 0.1)
to screen variables because of the strong correlation between variables. P0,2(5) Loasso
Model Parameters are shown in Table 4. P1,2 Loasso Model Parameters are shown in
Table 5.

Relevance matrix:
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P0,2(5) Loasso Model Parameters:
P1,2 Loasso Model Parameters:

2.3 Conclusions

The total quantity of discount goods and the quantity of points released are significant
variables selected by Lasso regression. In general, increased discount rates, increased
brand coverage and size of discount events increase activation rates for inactive and
inactive members. The increase in the rate of points may have a stronger incentive effect
on active members, but as the rate of points increases, the discount intensity in the

Table 3. Relevance matrix of activation rate and discount rate
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Table4. Lasso model parameter table of churn customer activation rate

The
discount

The quantity
of discount

Percentage
of
discounted
packages

Discount
brand
discount
variety
ratio

Percentage
of discount
merchants

Bonus points
issued this
month

The
bonus
points
ratio
will be
issued
this
month

Intercept R2

Xa Xb Xc Xd Xe Xf Xg b

0 4.14 ∗ 10−07 0 0 0 9.00 ∗ 10−11 0 0.0533 0.1825

Table 5. Lasso model parameter table for inactive customer activation rate

The
discount

The quantity
of discount

Percentage
of
discounted
packages

Discount
brand
discount
variety
ratio

Percentage
of discount
merchants

Bonus points
issued this
month

The
bonus
points
ratio
will be
issued
this
month

Intercept R2

Xa Xb Xc Xd Xe Xf Xg b

0 5.94 ∗ 10−06 0 0 0 3.11 ∗ 10−10 0 0.1064 0.2643

shopping mall is generally weak, so the rate of points has no incentive effect on inactive
members and invalid members.

2.4 The Associated Consumption of Commodities

The associated consumption of commodities is an important phenomenon in the pro-
cess of business operation. Paying attention to customers’ preference in the process of
consumption is beneficial to the planning of promotional activities. Establishment of
association rule model: In order to analyze the associated consumption of commodities,
the following definitions are given: Commodity purchase data set T = {T1, T2, …, Ti,
Tn}, A transaction that represents the purchase of an item by a customer, Ti = {I1, I2,
…, Ii, In}, represents an item in the Ti consumption transaction. Commodity group: let
I be the set of all items in the commodity purchase data set T, and any subset of I is
called the commodity group in T.

Support count: the support count of item group X is the number of times item group
X appears in item purchase data set T.

Support degree: the support degree of commodity group X is the percentage of com-
modity group X in the commodity purchase data set T, which describes the probability
of a commodity combination appearing in all commodity consumption records. The
support degree of commodity group X is expressed as

support(X ) = |{occurency(X )|X ⊆ T }|/occurency(T )
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Frequent commodity group: the commodity group whose support degree is not less
than the given minimum support degree is regarded as frequent commodity group. Con-
fidence is the percentage of the goods purchase data set T that contains both goods group
X and goods group Y. Write rules of X → Y confidence for the conf(x ⇒ y)

conf(x ⇒ y) = (support(X ∪ Y ))/(support(X ))

Confidence means that for the association rule X Y, the higher the confidence is, the
greater the probability that bothX andY of commodity group appear in the consumption.
In order to mine related commodity groups that meet the minimum support degree and
the minimum confidence degree, it can be divided into the following two steps:

Step 1: find out the frequent commodity group set that meets all conditions in all data
of commodity purchase data set T.
Step 2: generate association rules with frequent commodity groups, that is, find the rules
satisfying the minimum confidence degree from frequent commodity groups obtained
in the previous step. No less than the minimum confidence, the association rules.

3 Examples and Illustration

The tables and data above shows that solution of association rules: the consumption
records of members are processed, the records belonging to the same consumption
are identified through the document number and time, and the commodities purchased
at the same time in each consumption process are summarized and recorded in the
form of code, forming the data set of commodity purchase. We found that these sets
of all goods are cosmetics by observing the commodity group, which represent this
category is more suitable for joint consumption. At the same time, the cosmetics is
also the main item sold by the store, because the volume and sales of cosmetics are
more than the volume and sales of any other category. Thus we speculate that cosmetics
sales should be the main business of the store. Secondly, we found that all associated
commodity combinations belong to the same brand, and customers tend to purchase
multiple commodity combinations of the same brand at the same time when purchasing
commodities. A common pattern is to buy sets of skincare products (for examples, a day
cream with a night cream, a moisturiser with a cream, a softener with a lotion) or sets
of bottom makeup products at the same time.

When only the minimum confidence in the model is changed, the generated frequent
commodity portfolio and its support degree will not change. Association rules and con-
fidence are not changed, but quantitative filtering is performed.When only the minimum
support degree in the model is changed, the generated frequent commodities and their
support degree will not change, but will be screened quantitatively. Association rules and
confidence will change greatly. Therefore, it can be explained that the model has good
robustness, and the changing of minimum support and minimum confidence will lead to
frequent commodity combination and quantitative screening of association rules, while
the change of the content of relatively important association rules is less. The programs
explanations are shown as following:
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process.py 
The following packages are used: 

Pandas  
Numpy  
Matplotlib  

Problem solved: 
draw histograms and data 

calculate the monthly average purchasing power index and calculate the deciles of 
the monthly purchasing power index 

calculate the optimal length of the inactive period and the active period 
calculate the evaluation index of promotion 
regression.py 
The following packages are used: 
Sklearn –Machine learning toolkit, which USES the Lasso regression and ridge 

regression in sklear.linear_mode 
Problems solved: 
ridge regression and Lasso regression, plotting, calculating statistical indicators 
getRules.py 
The following packages are used: 
Pandas 
Problems solved: 
identify the code of products purchased at the same time in the same consumption 

behavior from the purchase record table and form the product purchase data set. Then, 
the commodity combination and support degree of frequent purchases in the 
commodity purchase data set are calculated, and then the commodity rules and 
confidence degree of joint purchases are calculated with frequent commodity 
combination. 

4 Conclusions

Conclusions for shopping mall promotions: Based on the above conclusions, we give
Suggestions for shopping mall promotional activities.

Conclusion 1: the main target of promotional activities should be cosmetics, and it is
better to launch promotional activities for products of the same brand.
Conclusion 2: with reference to the groups of commodity combinations with associated
consumption relationships, preferential package can be launched to stimulate purchase,
or the sales volume of associated consumption commodities can be increased by offering
discounts to actively purchased commodities.
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Abstract. This paper mainly studies the discount data of department store mem-
bers. The researsh shows that the total supply of discounted goods and the number
of reward points issued have the most significant relationship with customer acti-
vation rate, the increase of discount rate and coverage scale would increase the
activation rate of inactive members and invalid members. The increase of the score
rate may have a stronger incentive effect on active members, but it has no obvious
incentive effect on inactive and ineffective members. In addition, by integrating
the commodity records of each purchase, and analyzing association rules, com-
modity combinations with associated consumption relationships are obtained, and
the analysis model of commodity portfolio association rules is established. This
paper is mainly based on the data of the member information, the sale water meter,
the member consumption detailed list, the merchandise information table, through
the data processing and analysis, rejects the abnormal data, prepares for the fol-
lowing processing. By analyzing the characteristics of member consumption and
the difference between member and non-member consumption, we can provide
marketing suggestions for the store manager FP-growth Algorithm is designed
to evaluate the purchasing power of members based on their gender, length of
membership, age and consumption frequency, and each parameter of the model is
explained, so as to improve the management level of the shopping mall. On this
basis, Suggestions for promotional activities in shopping malls are given.

Keywords: The score rate · FP-growth algorithm · The data dictionary · RMF
model · The changing trend

1 Instructions

1.1 Question Background

The retail industry will adopt various ways to attract more consumers to become mem-
bers, and try to improve the loyalty of members. At present, the development of e-
commerce leads to the continuous loss of shopping mall members, which brings great
losses to retail operators. At this time, operators need to implement targeted marketing
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strategies to strengthen good relations with members. For example, businesses take a
series of sales promotion for their members to maintain their loyalty.

Some people think that the cost of maintaining old members is too high. In fact, the
investment of developing new members is much higher than taking certain measures to
maintain existing members. Improve members’ image, strengthen the detailed manage-
ment of existing members, regularly push products and services to them, and establish
a stable relationship with members is an effective way for the better development of the
real retail industry.

1.2 Question Related Information

We obtain the data of the member related information from a large department store: the
member information data, the sales flow table in recent years, the member consumption
detailed list, the commodity information table and the data dictionary. Generally speak-
ing, the higher the commodity price, the higher the profit. We will focus on analysing
the consumption characteristics of the members of the shopping mall, compare the dif-
ferences between members and non-members, and explain the value that members bring
to the shopping mall. Establish a mathematical model to describe each member’s pur-
chasing power according to their consumption situation, so as to identify the value of
each member. As an important resource in the retail industry, members have a life cycle.
During the process from joining members to quitting, members’ status, such as active
or inactive will change constantly.

Therefore, it’s necessary to try to establish a mathematical model of member life
cycle and state division in a certain time window, so that the store managers can manage
the members more effectively.

2 Model Hypothesis and Symbolic Description

2.1 Model Hypothesis

Through the data, cash register number and transaction time, an order ticket can be
determined only, the small ticket may contain several different commodities of different
brands. In other words, it is assumed that there are no two customers who settle accounts
at the same time or at the same cash register and record the same document number in
the system. It is assumed that there are only two forms of sales promotion in the market,
one is direct price reduction or discount, which represents the difference between the
amount paid by customers and the original price of goods, and the other is market reward
points, which represents the increase of member points.

2.2 Problem Analysis

The first step, we compare the differences between members and non-members in terms
of purchases quantity, purchase amount, return quantity and return amount. For some of
themembers fromother branches,we also analyzed the differences betweenourmembers
and the members from other branches in terms of purchase and return behavior.
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At the same time, we analyze the different groups’ consumption habits distribution
according to consumption data, which can more intuitively see the differences between
member groups and other customer groups in customer consumption habits and their
customer value. Based on the quarterly consumption amount of members, we will estab-
lish a mathematical model to reflect how consumption amount and time affect members’
purchasing power. According to purchasing power and RMF model, we can observe the
change of customer value.

For the purchasing situation of members and non-members, we choose the average
unit price, the total number of purchases and the total amount of purchases as three
indicators. We note that the dataset provides the return records of members. We believe
that returnswill have a extremely important impact on the sales and personnel scheduling
of the mall. The customers of the group with less quantity and amount of returns are
relatively mature, resulting in relatively small profits loss and personnel loss to the
shopping mall. For the returns of members and non-members, we choose the average
unit price of returned goods, the total number of returned goods and the total amount of
returned goods as three indicators. Most of the members are members of our store and
some are members of other branches. The members from other branches also enjoy the
rights of ordinary members, such as members’ discounts and credits, but they are not
the object of membership management in our store. Therefore, we conducted the same
analysis on the purchasing and returning situation of our members and other branch
members.

2.3 The Construction Model of Purchasing Power

According to the members’ consumption of the characterization of every member of
the purchasing power, to recognize the value of membership. According to the theory
of RMF model, the RMF measure of customer value, that is, R, represents retention
rate, M represents the amount of consumption, and F represents consumption times. We
believe that the consumption amount of M in the RMF model, indicating the purchasing
power of members. The more the amount of consumption, the higher the purchasing
power. Furthermore, the shorter the last consumption time and the current time interval,
the higher the value of customers. In RMF model, M represents the sum of customer’s
historical consumption amount, which increases over time. We believe that members’
purchasing power will change over time. Considering the recent consumption amount
and historical consumption amount of members, the changing trend of purchasing power
can be explained.

We set the purchasing power of Member i at t Quarter as Pi,t :

Pi,t = Mi,t × 2

5
+ Pi,t−1 × 3

5
, t = 1, 2, 3, . . .

Mi,t is the Consumption at Current Quarter, Pi,t−1 is the purchasing power of the
previous quarter, so Pi,0 = 0.

In summary, the criteria given by the model for judging membership status are as
follows:

Members are considered activemembers,Members have consumption recordswithin
three months, there is no consumption record in three months, but there is consumption
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record in five months, that is to say, it is considered to be an inactive member. Members
who have no consumption records in five months are invalid members.

2.4 Trend Analysis of Purchasing Power

From the analyze, it can be seen that the purchasing power of the top 10% customers
with the highest purchasing power index has been rising in the nearly 2 years, and the
gap with the purchasing power of the other 90% customers has also been widening. The
purchasing power of the remaining 90% of the customer base has been declining over the
past two years. From this, we can see that the shopping mall’s customer group presents
a long tail phenomenon, 90% of the customers’ consumption capacity is constantly
declining, purchase intention and gradually declining. The 10% customer group with
the strongest purchasing power has amore andmore significant share in the development
and profit of the shopping mall, and their purchasing power and willingness to buy are
also increasing. This part of the customers have higher customer value.

2.5 Division of Membership Status

Members’ life cycle can be defined as: membership (development) - > active period
- > inactive period - > invalidation (withdrawal) period. In our opinion, how to
judge that members enter the inactive period after they do not buy commodities for
a period of time. And how to determine whether a member does not buy goods for
a longer period of time, that is to enter the expiration period, which is very critical.

Set the status of Member i at t time as Si,t
Let Si,t be the state of member i at t time.
The state Si,t = −1 means that customer i is invalid at time t.
The state Si,t = 1 means that customer i is inactive at t time.
The state Si,t = 2 means that customer i is active at time t.
Let M be the symbol of the amount, Q the symbol of the quantity, and C the symbol

of the number of purchases to the shopping mall. For the development state, we think
that generally speaking, it can be classified as inactive state, that is, the activity of new
members is not enough to enter active state. Generally speaking, we can assume that in
the recent �t1 period, member i went to the mall more than c1times; A total payment
exceeding m1 or a purchase exceeding q1 is considered to be active.

However, in the recent �t2 period, membership i goes to the mall more than c2
times, or pays more than m2 yuan altogether, or purchases more than q2 goods, which
is considered inactive; in other cases, membership is invalid and withdraws.

So as:

Si,t =

⎧
⎪⎪⎨

⎪⎪⎩

2 , Mi,t,�t1 ≥ m1 ∨ Qi,t,�t1 ≥ q1 ∨ Ci,t,�t1 ≥ c1

1 ,
(Mi,t,�t1 < m1 ∧ Qi,t,�t1 < q1

∧ Ci,t,�t1 < c1)
∧ (Mi,t,�t2 ≥ m2 ∨ Qi,t,�t2 ≥ q2

∨ Ci,t,�t2 ≥ c2)
0 , other

Currently, members’ consumption data totals three years, of which the first year is
incomplete. For members’ life cycle, the time of data is not long enough to support the
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simultaneous calculation of so many thresholds, so we simplify the model appropriately.
We believe that in the recent �t1 period, Members i purchased at least one commodity,
which is considered active; If the member has not purchased goods in the latest �t1
period, but has purchased at least one item in the latest �t2 period, the member is
considered inactive. In the recent �t2 period, members have not purchased goods, they
think that the membership has lost.

So the simplified model is

Si,t =
⎧
⎨

⎩

2 , Ci,t,�t1 ≥ 1
1 , Ci,t,�t1 = 0 ∧ Ci,t,�t2 ≥ 1
0 , other

So now we have to determine the size of �t1 and�t2. The activation rate
P0,2(t,�t2, i) of inactive members is defined as: at time t, member i has not purchased
any products during the �t2 period before time t. But in the time from t to t + 1, the
probability of purchasing at least one product.

The activation rate P1,2(t,�t1,�t2, i) of inactive members is defined as: at time t,
member i has not purchased any products during the �t1 period before time t.At least
one product has been purchased from �t2 to�t1, but the probability of purchasing at
least one product from time t to time t + 1.

We assume that P0,2 and P1,2 are independent with the members and the current
time, that is, P0,2(t,�t2, i) = P0,2(�t2), P1,2(t,�t1,�t2, i) = P1,2(�t1,�t2). And
the probability is expressed by statistical frequency, so the following conclusions are
drawn:

Conclusion 1: When the activation rate P0,2(�t∗2 ) is the minimum of P0,2(�t2), the
�t∗2 is the inactive period of members. That is, the longest time for members to remain
inactive;

The reason is that after the �t∗2 period, if the member does not buy, the possibility of
the member resuming shopping is the lowest in next month, that is to say, the member
most likely to become an invalidmember. Therefore, anymemberwho has not purchased
goods in the recent �t∗2 period is considered to be transformed from inactive state to
invalid state.

Conclusion 2: When the activation rate P1,2(�t∗1 ,�t∗2 ) is the minimum of
P1,2(�t1,�t∗2 ), the�t∗1 is the active period of members.Similar to conclusion 1, in such
a long period of time as �t∗1 members did not shop (even if they did during the period
from �t∗2 to �t∗1 ), they were least likely to resume shopping and most likely to shift
from active to inactive. First, we calculate �t∗2 . For �t2 = j,j in 2, 3, 4, . . . . . . , 11, 12
For any number in 11,12, for a month in the sample a.Calculate the number of members
x1 who did not buy in the first j months of this month, then calculate the number of
customers x2 in the next month of x1, and record the activation rate of invalid members
in the month a under the condition �t2 = j that P0,2(j, a) = x2

x1
.

2.6 Sensitivity Analysis

For active period �t∗1 and inactive period �t∗2 , we choose 18 consecutive months as
test samples to calculate �t∗1 and �t∗2 , in the 24-month sample length from these nearly
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2 years. To evaluate the robustness of active and inactive periods. From the 24-month
sample period, seven 18-month test samples can be generated. To evaluate the robustness
of active and inactive periods. From the 24-month sample period, seven 18-month test
samples can be generated.

3 Customer Life Cycle Model

In fact, customer activity is not constant. According to the activation rate of customers,
we can get the model of customer’s transition between inactive, active and loss states,
that is, customer life cycle model. For each user, the probability of losing, inactive and
active users in the t month is Pt,0, Pt,1,Pt,2, and Pt,0 + Pt,1 + Pt,2 = 1. For new users,
Pt,0 = 0,Pt,1 = 0,Pt,2 = 1.

In t + 1 month, the probability that the user belongs to three types of users is
respectively.

Pt+1,0 = k0,0Pt,0 + k1,0Pt,1

Pt+1,1 = k1,1Pt,1 + k2,1Pt,2

Pt+1,2 = k0,2Pt,0 + k1,2Pt,1 + k2,2Pt,2,

k0,0 = 0.0401, k1,0 = 0.2807,

k1,1 = 0.6346, k2,1 = 0.2279,

k0,2 = 0.0509, k1,2 = 0.0847,

k2,2 = 0.7721

Based on the conclusion of RMF model, we find that the purchasing power of the
first 10% of customers increases gradually, and their purchasing willingness becomes
stronger and stronger. We believe that this part of customers have the highest customer
value, so establish membership status partition model and membership life cycle model.
Based on the purchasing situation of members, members can be divided into active
members, inactive members and lost members. Members can switch between these
three states, and the probability of conversion is activation rate.

By calculating the activation rate under different states, we find that the boundaries
between the three states are that the members with consumption are active members in
three months, those without consumption in three months but with consumption in five
months are inactive members, and those without consumption records in five months
are invalid members. Finally, we calculate the probability of transition among the three
states based on historical data.
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4 Model Evaluation, Improvement and Extension

Combines with the descriptive statistics of consumption habits distribution, we can
roughly estimate the consumption habits of the overall customers. By establishing a
purchasing power model and combining with the RMF model, the changes in customer
value can be observed. RMF model can make up for the deficiency of single purchasing
power index and reflect customer valuemore comprehensively. The relationship between
member activation rate and marketing activities is studied by establishing membership
status partition model and membership life cycle model. Based on the data analysis of
membership status, the differences of purchase time among active members, inactive
members and lost members were clarfied.

The method of determining this boundary is proved by mathematical method, which
is justified by mathematical method besides traditional marketing theory. An analytical
model for association rules of commodity portfolio is establish., which not only reveals
the relationship between commodities, but also shows the strength of the relationship
between commodities through the confidence index, which has a strong explanability.
At the same time, automatic mining is more efficient and more applicable than manual
mining. FP-growth algorithm is used to analyze the association rules of the problem.
Compared with the traditional Apriori algorithm for computing Association rules, FP-
growth algorithm has obvious advantages in the efficiency and accuracy of large-scale
data processing. However, it is worth noting that FP-growth algorithm can only be used
to calculate historical data, but can not operate on incremental data alone. Therefore, in
the actual application process, the specific needs of market analysis may not be met, and
the storage space occupied is also very large.

The purchasing power and RMF model can be further deepened, and the purchasing
power can be internalized as an index in the RMF model. Clustering according to the
members’ retention rate and consumption frequency, dividing different customer groups.
and comparing the customer value of each group, we can get more detailed customer
division and clearer customer value. By using member life cycle models of the problem,
we can not only monitor the member’s activity, but also promote it further. Predicting
the state transition of members’ activity is great reference value to enterprise customer
management and marketing decision-making. we assume that there are only two ways
of discount: price reduction and membership points. At the same time, we are not clear
about the use of membership points. If there is more detailed discount information, we
can refine the relationship between the activation rate and discount activities. then the
specific discount strategy will also have a clearer direction.

This paper is mainly based on the data of the member information, the sale water
meter, themember consumption detailed list, themerchandise information table, through
the data processing and analysis, rejects the abnormal data, prepares for the following
processing. By analyzing the characteristics of member consumption and the difference
between member and non-member consumption, we can provide marketing suggestions
for the store manager FP-growth Algorithm is designed to evaluate the purchasing power
of members based on their gender, length of membership, age and consumption fre-
quency, and each parameter of the model is explained, so as to improve the management
level of the shopping mall.
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Abstract. In the process of subway operation, the braking system is a complex
system, and its state detection is for high data accuracy and state positioning
accuracy According to the structure of the braking system and the principle of
the braking method, the basic braking performance parameters of the system are
analyzed, combined with the abnormal state of the subway brake cylinder pres-
sure data, the braking process is divided into two stages: brake cylinder pressure
establishment and peak stability. And define the six characteristic parameters of
90% brake cylinder pressure establishment time, special slope period time, stable
pressure value, stable pressure standard deviation, maximum value and minimum
value. Aiming at the braking process performance, a data mining theory is pro-
posed, and software based on the fuzzy comprehensive evaluation method is writ-
ten to analyze the deterioration of the braking performance of subway vehicles.
The actual on-board data is used as an example to verify the reliability of the
theory.

Keywords: Subway · Braking performance · Fuzzy comprehensive evaluation

1 Introduction

Urban rail transit has outstanding benefits such as large capacity, fast speed, punctuality,
high economy, low environmental pollution, safety, and low energy consumption. There-
fore, it has become an inevitable choice for large cities to deal with traffic congestion. As
the urbanization of China continues to deepen, it is believed that more and more small
and medium-sized cities will also start the era of urban rail transit [1]. For a long time in
the future, China’s urban rail transit will be in its golden period of development, so there
is a huge market for research on urban rail transit train-related technologies. At present,
for the entire braking system, the engineering has proposed an analysis method for the
performance of the system, but the analysis method for the performance of the subway
vehicle braking system is still relatively rough [2]. However, with the degradation of the
system performance during the service time of the train and the occurrence of failures,
the state of the brake system of the train changes with time and environmental changes,
which in turn affects the execution of the brake command by the brake system [3]. These
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reflect the changes in the performance indicators of the braking system in the dynamic
working state, as well as the description of the changes in the working state of the vehi-
cle braking system. Since no clear and systematic analysis and evaluation methods are
given, there is an urgent need to study the analysis of braking performance [4] (Fig. 1).

Fig. 1. Schematic diagram of subway model

2 Selection of Braking Characteristic Parameters

During the operation of subway vehicles, the brake cylinder pressure reflects the final
output of the BECU and BCU, and then the brake cylinder pressure enters the basic
braking device to brake the vehicle. Regarding the braking system as a black box, fol-
lowing the black box theory, the impact of internal changes in the braking system will
affect the final output, which in turn affects the performance of the entire vehicle. Based
on the data mining of the output data, the brake cylinder pressure is selected as the
core observation time series data without considering the specific internal abnormality
generation mechanism.

According to the simulation analysis of the abnormal characteristics of the brake
cylinder pressure data in the previous section, in the actual operation of the vehicle, for
example, the braking process at the initial braking speed of 80 km/h needs to cover a
variety of different time series data sampling rates and large amounts of data analysis. To
characterize the normal or abnormal state of the data, it is necessary to reduce the data
volume of the brake cylinder pressure without losing the data characteristics. Therefore,
it is necessary to extract the characteristic value of the brake cylinder pressure data to
represent the complete braking process with fewer parameters.

This article divides a complete braking process into twomajor stages: brake cylinder
pressure establishment and brake cylinder pressure stabilization. A total of six charac-
teristic parameters are named after A, C, D, E, F, which characterize the change process
of brake cylinder pressure. As shown in Table 1 below.

Table 1. Characteristic parameter table

Stage Parameter item Characteristic value name

Rising phase A 90%T

(continued)
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Table 1. (continued)

Stage Parameter item Characteristic value name

B Special slope time period

Stage two C Stable value

D Standard deviation

E Important maximum

F Important minimum

(1) A
90 % pressure build-up time of brake cylinder. The time required for the brake cylinder
to start charging until the brake cylinder pressure rises to the specified pressure (90%
of the target pressure) is the main indicator describing the response performance of the
brake control system. The brake cylinder pressure rise time is an important performance
parameter, which includes the time from when the driver’s brake handle is pulled to
when the air pressure of the brake cylinder rises to the start of the basic brake, which
reflects idling stopping distance.
(2) B
The build-up time of brake cylinder pressure in special section. Because the subway
vehicle brakes under actual working conditions, there is a small interval of braking,
so the build-up of brake cylinder pressure may have been eliminated when the peak
braking command is not fully reached, and the 90% brake cylinder pressure build-up
time at this time is meaningless. At the same time, in the charging time of the brake
cylinder pressure, the first 2 s basically belong to the action phase of the brake system.
The brake cylinder pressure data at this time represents a series of actions of the brake
system, and the latter part is basically the process of continuing to inflate to the target
pressure. Therefore, it is set to select 50 kPa–70 kPa as the special slope section.
(3) C
Stable value.When the brake cylinder pressure is established, the brake cylinder pressure
is based on the actual output pressure value of the target pressure. There is a certain
difference between the actual output value of the vehicle engineering and the target set
value. At this stage, due to the dynamic characteristics of the system, the actual brake
cylinder pressure is real-time. Commonly used data processing methods are to take the
arithmetic average of the data, geometric average, etc. During a complete braking, if the
output value of the brake cylinder pressure of the vehicle is abnormally high or too low,
the average value may be affected by the abnormal data. Therefore, a single value in the
data segment is selected as the stable value of the brake cylinder pressure in the stable
phase, that is, the most frequent data value in the stable phase is selected as the normal
actual output value.
(4) D
Standard deviation. In mathematics, it can also be used as the mean square error, which
is the square root of the arithmetic mean of the square of the deviation from the mean,
expressed as σ. The standard deviation is the arithmetic square root of the variance.
Assuming that there is a set of real number data columns: X1,X2,X3,…,Xn, the arithmetic



808 H. Peng and Y. He

mean value of which is μ, the standard deviation formula is as follows.

σ =
√

1

N

∑N

i=1
(xi − μ)2 (1)

The standard deviation can reflect the discrete level of a data set. It is the most frequently
used judgment that can quantify the discrete degree of a set of data, and it is also the
main indicator of accuracy. Regarding the brake cylinder pressure in the stable phase,
the normal state is a constant value, but the actual output results usually produce certain
fluctuations. Using the standard deviation can express the degree of fluctuation of the
brake cylinder pressure value, so as to monitor the stability of the system output.
(5) E
The maximum value of the stable phase. When the brake cylinder pressure is unstable
and abnormal output is present, it is necessary to monitor the actual maximum output
pressure. Too high brake contact surface pressure will cause the wheels to lock, which
will affect the braking performance.
(6) F
Theminimumvalue of the stable phase.When an abnormality occurs in the brake system,
such as relay valve air leakage, brake cylinder air leakage, etc..Due to continuous air
leakage, the brake cylinder pressure continues to drop after the brake cylinder pressure
rises to the target pressure. It is necessary to pass the minimum value of the stable phase
to monitor possible abnormalities.

Therefore, the feature parameter extraction table is obtained as shown in Table 2.
below.

Table 2. Analysis table of six characteristic parameters

Stage Number Name Meaning

Stage one A 90%T 90% target pressure build-up time

B Special slope time period Specific ascent speed

Stage two C Stable value Stable stage value

D Standard deviation Volatility

E Important maximum Brake cylinder pressure overshoot

F Important minimum Insufficient brake cylinder pressure

The graphical data of brake cylinder pressure is shown in Fig. 2 below.
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Fig. 2. The distribution of parameters on the brake cylinder pressure curve

3 Fuzzy Comprehensive Evaluation and Analysis Method Based
on Characteristic Parameters

In order to analyze the train’s health status from multiple angles, it is necessary to filter
and analyze the indicators that characterize the train’s health status. As far as the train
brake system is concerned, the range of features is diverse, such as the operating time
of a solenoid valve, the strategy and efficiency of the air compressor’s charging and
exhausting air, the degree of airtightness of the cylinder, the operating frequency of
the large and small brakes, etc.. However, the first thing to consider when analyzing
streaming data should be whether these variables and features exist for detection by
existing sensors, andwhether sensor data can be obtained through simpler streaming data
acquisition channels, otherwise, just talking about multiple variables is not reasonable
for realization and engineering.

The problem of state analysis is that it is difficult to establish a complete model
for complex systems to analyze their failure probability, and although the operating
parameters of the system and components show degradation with the increase in service
time, this degradation is severely non-linear and at the same time ambiguous, without a
strict boundary limit. Refined to the rail transit train braking system, due to its importance
to ensure safety, there is no full life cycle database like other components. In order to
realize the quantitative expression of the above-mentioned qualitative characteristics,
rely on these factors to establish a stream data analysis and evaluation system, and
choose the fuzzy comprehensive evaluation method.

Fuzzy comprehensive evaluation method is a comprehensive evaluation method
based on fuzzy mathematics. It makes full use of the membership degree theory of
fuzzy mathematics, and expresses various qualitative evaluations through quantitative
evaluation, that is, uses fuzzy mathematics to make an overall evaluation of affairs or
objects restricted bymultiple factors. The fuzzy theory can be understood through simple
examples. Water with a temperature of 0 °C can be regarded as ice water, or a mixture
of ice and water, while water with a temperature of 80 °C is obviously hot water, so the
properties of water at 40 °C between the two are difficult to give a clear judgment. In the
process of changing properties from hot water to ice water, there is only a vague under-
standing of how to make accurate judgments based on temperature, and it is impossible
to clearly give a reasonable judgment boundary. For example, the maximum impulse
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requirement for the common braking of a subway train is less than 0.75 m/s3, so if the
actual impulse is greater than this value, it is obviously a poor state, which will greatly
affect the comfort of the user, and even a strong impact may cause deformation of the
coupler. Then if the maximum impulse of a certain service brake is second-order deriva-
tion of the speed, the calculated value is 0.72 m/s3. The braking performance this time
is only from the perspective of impulse, which is obviously not ideal, but it does not
exceed the data of 0.75 m/s3.

The naive evaluation index is that the smaller the impulse when the train is braking,
the better, and it can meet the needs within a reasonable range. When it exceeds a certain
value, although it is still acceptable, it still faintly feels that there is a hidden danger, that
is, the driving state of the vehicle has declined.

4 Analysis and Verification of Long-Term Vehicle Operation Status

For the braking performance degradation accompanying the long-term operation of the
vehicle, the theoretical method is to conduct periodic consistency tests on the vehicle
to observe the state change of the braking performance. In this article, based on the
above-mentioned fuzzy comprehensive evaluation and analysis method theory, a set of
software that can realize data visualization and data in-depth analysis is developed, and
the braking state of the vehicle is analyzed based on the actual on-board data of many
months.

4.1 Data Analysis Software Development

The development of data analysis software is based on the database as the carrier and
is developed based on the Labview language, which realizes the storage and deletion
of on-board data, and at the same time realizes the multi-function view of the data, and
can analyze the braking state of the whole vehicle based on multi-day data. The overall
structure of the software is shown in Fig. 3.

Fig. 3. Data analysis software architecture

The overall layout of the data analysis software is divided into a functional area and
a working area. The functional area has database operations, data viewing, and data in-
depth analysis. The working area is to implement specific operations on each functional
area module. The software interface is shown in Fig. 4.
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Fig. 4. Introduction to the software interface

4.2 Result Analysis

Use the software to analyze the data to get the scoring of the braking state of the vehicle.
The result is shown in Fig. 5. According to the analysis method in this article, when the
score is lower, it proves that the consistency of the vehicle is worse, which means that
the braking performance of the vehicle has decreased.

Fig. 5. Analysis of braking performance

As shown in Fig. 5, a total of 126 braking occurred from June to August, and the
average braking state score was 95.592. In September, a total of 133 braking occurred,
and the average value of the braking state score was 94.513. It can be seen that the
braking state of the vehicle has declined over time.

5 Conclusion

First of all, this article introduces the subway brake system, which is the object of sub-
way braking performance, analyzes its brakingmethod and working principle, combines
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the output parameters of the brake system, and establishes the brake cylinder pressure
data as the data analysis carrier. Then combined with the abnormal data characteristics
of the brake cylinder pressure data, two major stages and six characteristic parame-
ters of the braking process based on the brake cylinder pressure are established, which
are respectively: 90% brake cylinder pressure establishment time, special slope time
period, brake cylinder pressure stable value, stable phase standard deviation, maximum
value, minimum value. The braking performance analysis method based on the consis-
tency analysis method is proposed, and the braking performance of the vehicle is deeply
studied. Through the analysis of data mining methods, and based on the similarity mea-
surement model of sample data, a braking performance degradation analysis method
suitable for subway vehicles is established.
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Abstract. Recently, memristor based binarized convolutional neural network has
been widely investigated owing to its strong processing capability, low power con-
sumption and high computing efficiency.However, it has not been widely applied
in the field of embedded neuromorphic computing for manufacturing technology
of the memristor being not mature. With respect to this, we propose a method for
obtaining highly robust memristor based binarized convolutional neural network.
To demonstrate the performance of the method, a convolutional neural network
architecture with two layers is used for simulation, and the simulation results show
that binarized convolutional neural network can still achieve more than 96.75%
recognition rate on MNIST dataset under the condition of 80% yield of the mem-
ristor array, and the recognition rate is 94.53% when the variation of memristance
is 26%, and it is 94.66% when the variation of the neuron output is 0.8.

Keywords: Memristor · Binarized convolutional neural network · Variation

1 Introduction

Binarized convolutional neural network [1, 2] has obtained much attention owing to its
excellent computing efficiency [3] and fewer storage consumption [4]. However, when
faced with complex tasks [5], the depth of the neural network will become deeper and
deeper [6], increasing the demands on the communication bandwidth. And constrained
by the problem of memory wall [7] in von Neumann architecture, it is difficult to realize
further improvement in computing speed and energy efficiency.

Fortunately, the emerging ofmemristor [8] based computing system provides a novel
processing architecture, viz., processing-in-memory (PIM) architecture [9], solving the
memorywall problem existed in vonNeumann architecture. Because the core computing
component in PIM architecture, memristor array, is not only used to store weights of neu-
ral network but also to execute matrix-vector multiplier, data transferring between mem-
ory and computing units is avoided, thus decreasing the requirements of communication
bandwidth and improving computing speed and energy efficiency.
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Nevertheless, the manufacturing technology of the memristor is still not mature, the
manufactured devices existing many non-ideal characteristics [10, 11], such as yield
rate of memristor array and memristance variation, which degrades the performance of
application program running on the memristor based computing system. In response
to this, we propose a method to keep the performance of the binarized neural network
running on memristor based computing system.

2 Binarized Convolutional Neural Network and Proposed Method

2.1 Binarized Convolutional Neural Network

The architecture of the binarized convolutional neural network used for simulation only
two layers, which is proposed in our previous work [12]. And the detail information of
the binarized convolutional neural network is shown in Fig. 1.

Feature Size:20x20 Shape :(1 , 6400)

Input data Convolution Reshape Fully connectedActivation Dropout

Image size: 28x28 output :(1 ,10)

16

15

3

2

1

16

15

3
2

1

Feature maps

Feature Number:16

Fig. 1. Detail information of the binarized neural network

For the binarized convolutional neural network shown in Fig. 1, the input images of
the network are first processed into binary, viz., the pixel value of them is processed to
be 0 or 1. And the processing function is shown as follows:

f (x) =
{
0 x ≤ 0.5

1 x > 0.5
(1)

The output type of the activation is the same as the input, viz., 0 or 1, and the express
of the binarized function is shown as follows:

f (x) =
{
0 x ≤ 0

1 x > 0
(2)

The binary form of the weight parameters in the binarized neural network is +1 or
−1, and the processing function is shown as follows:

f (x) =
{

−1 x ≤ 0

+1 x > 0
(3)
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2.2 Proposed Method

The principle of the proposed method is to inject Gaussian noise into the binary weights
and binary function of activation during the forward propagation of the training process.
The purpose of injecting Gaussian noise into the weights is to improve robustness of the
binarized neural network to device defects, while the counterpart of that is to improve
the robustness of the network to neuron output variation.

Yreal

YoutConvolution
XGray

(0~255)

Xb

(0,1)

Yb

(0,1)
Fully connectedBinarize

Forward propagation

Loss

Backward propagation

WB_con v

WF_conv WF_fully

Batch_Size:100

Network training

Weights

updated

binarize

Noise
WConv

WB_fully Noise
WFully

+ +

Fig. 2. Training process of binarized neural network

With Gaussian noise injected into the weights, the detail training process of the
binarized convolutional neural network can be seen in Fig. 2. And it can be seen from
Fig. 2 that the ‘Noise’ represents the random value sampled from Gaussian noise which
follows normal distribution, and it is added to the binary weights, namely WB_conv and
WB_fully, to get the weights WConv and WFully. Then, the weights WConv and WFully are
used to perform convolution and vector-matrix multiply operation with inputs. In the
weights updated phase of backward propagation, the weightsWF_conv andWF_fully being
float-point are updated according to the algorithm of gradient descent [13]. What should
be noticed is that,since the gradient of the binary activation function at the non-zero
point is 0, and the gradient at the zero point is infinite, we use the gradient of the tanh
function to approximate the gradient of the binary activation function.

Fig. 3. Example of injecting noise into binary activation function
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The implementation scheme of injecting the Gaussian noise into binary activation
function can be seen in Fig. 3.

As can be seen in Fig. 3, the original outputs of the binary activation function only
have two types of values, that is 0 and 1. And the value sampled from the Gaussian
noise is float-point type. Therefore, the final type of the pixel value in the feature map
is float-point.

3 Experiments

3.1 Simulation Settings

All the experiments in this study are conducted using a computer with 24 GB DDR4,
Intel Core i7-8750H CPU (2.2 GHz), and a Nvidia GTX 1050 graphics card, and the
Tensor flow [14] open-source library is used to train the binarized neural network. The
simulation results are obtained usingMonte-Carlo simulationmethod in Python.Another
simulation settings are shown as following.

(1) Parameters of memristor model
During the simulation process, two Pt/HfO2:Cu/Cu memristors [15] are used for
representing one weights in the binarized convolutional neural network. And the
average resistance value of the memristors with high resistance state (HRS) or low
resistance state (LRS) is 1 M� and 1 K�, respectively.

(2) Parameters for training binarized convolutional neural network
The MNIST dataset is divided into three subsets, viz., training set including 55,000
images, validation set containing 5000 images, and testing set composed of 10,000
images. The number of epoch for training network is 100, and the value of the
batch size for gradient descent optimization algorithm is also 100. In addition to
that, exponentially decaying learning rate is applied, and the initial learning rate is
0.01.

(3) Model of non-ideal characteristics
The defects considered in our experiments include three types, namely yield rate
of the memristor array, resistance variation of the memristor and neuron output
variation.

For the problemof the yield inmemristor array,meaning that there are some damaged
devices in the array and each damaged device either sticks at GHRS (conductance value
corresponding tomemristor in the stateHRS) orGLRS (conductance value corresponding
to memristor in the state of LRS), the resistance in memristor array is randomly changed
to be GHRS or GLRS for emulating the yield rate problem. And an assumption has been
made that there is 50% possibility for each damaged device being stuck at GHRS or GLRS.

As for the problem of the resistance variation of the memristor, the resistance of
the memristors in the state of HRS (LRS) in array is not exactly 1M� (1K�), but
fluctuates around 1M� (1K�). Therefore, during the simulation process, the model of
the resistance variation is depicted as Eq. (4):

R N (μ, σ 2
v ) (4)
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In Eq. (4): the parameter μ represents the average value of the memristance in HRS
or LRS, viz., 1M� in the state of HRS and 1K� in the state of LRS. The parameter σv
should satisfy the relation described in Eq. (5):

σv = μ × rv (5)

In Eq. (5): the parameter rv denotes to the scale of the resistance variation.
With respect to the problem of neuron output variation, meaning the logical value

output by the binary activation function is not corresponded to the actual voltage value
output by neuron circuit, the logical value +1 (0) is not exactly mapped to the output of
the neuron, viz.,+VCC (0V), but fluctuates around+VCC (0V). During the simulation
process, the model of the neuron output variation is depicted as Eq. (6):

V N (μ1, σ
2) (6)

In Eq. (6): the parameter μ1 represents the expected voltage value of the neuron
output, viz., + VCC and 0V, and the parameter σ is the standard deviation of the normal
distribution reflecting the range of the neuron output variation.

3.2 Simulatino Results

Atfirst, the performanceof themethodwithGaussiannoise injected into binaryweights is
first demonstrated. The robustness of the binarized convolutional neural network trained
through the method with Gaussian noise injected into binary weights is analyzed based
on the model of non-ideal characteristics.

Table 1 gives the information about the recognition rate of the network trained
through method with noise injected into binary weights on MNSIT. What should be
noticed is that, the parameter (σ1) of the noise injected into binary weights is closely
related to the parameter (σv) of the resistance variation model for the reason that two
memristors forming a differential pair are used to represent one weight.

Table 1. The performance of the binarized convolutional neural network trained through method
with noise injected into weights.

Gaussian noise injected into binary
weights (σ1)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Accuracy (%) 98.15 98.1 98.06 98 97.87 97.57 97.18 96.83

Figure 4 shows the analysis results of network’s tolerance for yieldrate of the mem-
ristor array and resistance variation of memristor when the network is trained through or
not through (σ1 = 0.0) method of injecting noised into weights.What should be noticed
is that, the noise parameter σ1 = 0.0 means that the method of injecting noise into
weight is not adopted.
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Fig. 4. Analysis results of the tolerance of binarized convolutional neural network for yield rate
of the memristor array (a) and resistance variation of memristor (b).

As can be seen in Fig. 4, with the value of noise parameter σ1 increasing, the net-
work’s robustness to yield rate of memristor array and resistance variation of memristor
is improved, however, the performance of the network under ideal condition shows a
gradual decline. Therefore, a reasonable noise parameter value should be given to bal-
ance the network performance and robustness. It can be noticed from table 1 that the
recognition rate of the network achieves more than 97.5% when noise parameter varies
from 0.1 to 0.6. And it can be seen from Fig. 4 (a) and (b), when the noise parameter is
0.6, the network not only has a good tolerance to the resistance variation of the mem-
ristor, but also has a good tolerance to the yield of the array. Therefore, the parameter
value of the noise injected into weights is 0.6 in this paper. Figure 5 gives the analysis

Fig. 5. Results of network’s robustness to neuron variation.
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results of the network’s tolerance for neuron output variation when the noise parameter
is 0.0 and 0.6, respectively.

What can be seen fromFig. 5 is that the network’s tolerance to neuron output variation
is degenerated. To improve the network’s tolerance for neuron output variation, the
method of injecting noise to binary activation function is also adopted during the training
procedure of the network. Table 2 gives the information about the performance of the
network trained with method of injecting noise into binary weights (σ1 = 0.6) and
binary activation function(σ2).

Table 2. The performance of the network trained through method with Gaussian noise injected
into weights (σ1 = 0.6) and activation.

Gaussian noise injected into
binary activation (σ2)

0.2 0.4 0.6 0.8 1.0 1.2

Accuracy under ideal condition
(σ = 0.0)

97.33% 97.13% 96.66% 96.55% 96.03% 95.66%

Accuracy when the parameter of
neuron output variation (σ = 1.2)

67.99% 88.28% 91.44% 93.33% 93.62% 93.67%

What can be seen from Table 2 is that, as the noise parameter σ1 is 0.6 and noise
parameter σ2 increase, the performance of the network under ideal condition declines
continuously, but the tolerance of the network to neuron output variation increase grad-
ually. Therefore, to keep the performance of the network excellent under ideal condition
and improve the tolerance of the network to neuron output variation, we select a rough
value for the noise parameter σ2, that is 0.5. Similarity, the parameter (σ2) is related to
the parameter (σ ) of the neuron output variation model for the reason that the neuron
output variation follows normal distribution. Figure 6 shows the robustness of network
trained throughmethodwith noise injected into weights (σ1 = 0.6) and binary activation
(σ2 = 0.5) to non-ideal characteristics.

As can be seen in Fig. 6 (a) and (c), the robustness of the network trained through
method with noise injected into binary weights (σ1 = 0.6) and binary activation (σ2 =
0.5) to yield of array and neuron output variation is improved. It also can be noticed from
Fig. 6 (b) that the performance of the network under ideal condition declines marginally,
which can be ignored.
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(a)                                                   (b)

(c)

Fig. 6. The robustness of the binarized convolutional neural network trained trough method with
noised injected into weights (σ1 = 0.6) and binary activation (σ2 = 0.5) to yield of array (a) and
resistance variation of memristor (b) and neuron output variation (c).

4 Conclusion

In this paper, we propose amethod for obtaining highly robustmemristor based binarized
convolutional neural network.By injectingGaussian noise into binaryweights andbinary
activation function during the training procedure, the reasonable noise parameter is
selected for keeping the performance of the network and the network’s tolerance to non-
ideal characteristics. A binarized convolutional neural network ismapped intomemristor
array for simulation, and the results show that when the yield of the memristor array is
80%, the recognition rate of thememristor based binarized convolutional neural network
is about 96.75%, and when the resistance variation of the memristor is 26%, it is around
94.53%, and when the neuron output variation is 0.8, it is about 94.66%.
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Abstract. The current stochastic model in GNSS processing is constructed based
on the prior experience, for example the ratio of the weight of the pseudorange
and phase observations is generally determined as 1:10000. These methods ignore
the precision differences of the different GNSS receivers and observation space.
In this paper, the standard deviation of differenced ionosphere-free pseudorange
and phase observations is computed with dual-frequency observations and then
the weight ratio of the pseudorange and phase observations is obtained using
the computed standard deviation. This method is introduced in satellite clock
estimating and the data is processed. The results show that the presented method
is feasible, with which the accuracy of the estimated satellite clock results is
improved. The estimated satellite clock results are further adopted in PPP and the
positioning results of the 10 users validate that the estimated satellite clock, which
uses the presented method, can accelerate the convergence of PPP compared with
the traditional method.

Keywords: Global Navigation Satellite System · Precise point positioning ·
Standard deviation · Pseudorange · Phase observations ratio of the weight

1 Introduction

The positioning accuracy of the Global Navigation Satellite System (GNSS) is affected
by different kinds of error sources, and the satellite clock error is one of the most influ-
ential factors. To meet the high-precision positioning requirement of precise point posi-
tioning (PPP) users, the estimation and service for the precise satellite clock becomes
an essential routine of the International GNSS Service (IGS) [1, 2]. The ionosphere-
free phase and pseudorange observations (L1/L2 and P1/P2) collected from the global
observation stations are used in GNSS satellite clock error estimation [3-7]. Initially,
final precise satellite clock products are provided and delayed by 15 days. Considering
the influence of the phase ambiguity on the estimating efficiency, some computationally
efficient approaches are presented for real-time application [3, 4, 6-8]. In these compu-
tationally efficient approaches, the time-varying satellite clock correction is computed
according to the epoch-differenced algorithm and phase observation, while the satellite
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clock error of the reference epoch is estimated with code observation. Since then, in
order that high-precision satellite clock and orbit products are provided for users, with
the help of multiple agencies and centers, real-time service (RTS) of IGS is published
as Ratio Technical Commission for Maritime Services (RTCM) and state-space repre-
sentation (SSR) streams are broadcasted on the Internet [18]. Based on the analysis for
triple-frequency observations, the GPS inter-frequency clock bias is noticed [9-11] and
the estimation for the triple-frequency satellite clock is developed [12, 13]. The satellite
clock services for the single, dual and triple-frequency users are realized based on the
IGS clock products, which is estimated with ionosphere-free phase and pseudorange
combinations, and the biases between the different observations.

The reasonable stochastic model is very important for processing the GNSS data to
obtain the optimal solution [14-16]. The stochastic model is generally constructed with
the elevation-dependent function and standard deviations of observations. In satellite
clock estimating, the code and phase observations and their corresponding stochastic
models are adopted. The different weights should be applied for observations of different
stations considering their precision differences [17]. The 1:10000 of the weight ratio
is generally adopted for pseudorange and phase observations in satellite clock error
estimating [5, 6]. It is obvious that using the same weight ratio for all observation
stations ignores the precision differences of observations for different GNSS receivers.
It is well known that the performance of the GNSS receiver and their observations are
improved with the continuous progress of the GNSS hardware technology. Thus, the
satellite clock estimation is discussed and the construction strategy of the stochastic
model is presented. GPS data from 56 IGS stations on DOY 100, 2021 are processed
for analyzing the quality of the estimated satellite clock errors and data from 10 user
stations are used for evaluating the performance of PPP.

2 Method

Generally, undifferenced ionosphere-free carrier-phase and pseudorange observations
are adopted in satellite clock estimation. During the estimation process, the biases from
the satellite and the receiver are included in the estimated satellite clock and receiver clock
respectively. The contribution of the biases from the pseudorange and phase observations
to the clock estimations determines the used weights of observations. Thus, the strategy
of the satellite clock error resolution is discussed and then the establishment of the
stochastic model is presented.

2.1 The Satellite Clock Estimation

The ionosphere-free carrier-phase and pseudorange observations can be described as:

IF(L1,L2) = ρ + δr − δs +
(

f 21
f 21 −f 22

N1λ1 − f 22
f 21 −f 22

N2λ2

)
−

(
f 21

f 21 −f 22
FCBr

1 − f 22
f 21 −f 22

FCBr
2

)

+
(

f 21
f 21 −f 22

FCBs
1 − f 22

f 21 −f 22
FCBs

2

)
− Tr,s + ε1,2

IF(P1,P2) = ρ + δr − δs −
(

f 21
f 21 −f 22

br1 − f 22
f 21 −f 22
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)
+

(
f 21

f 21 −f 22
bs1 − f 22

f 21 −f 22
bs2

)
− Tr,s + ω1,2

(1)
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where ρ is the geometric distance from a satellite to a receiver, δr is the receiver clock
error (unit: m), δs is the satellite clock error (unit: m), fi(i= 1,2) are carrier frequencies of
signals, FCBs

i (i = 1,2) are satellite FCBs of phase observations, which contain constant
and time-varying parts, FCBr

i (i = 1,2) are receiver FCBs, bsi (i = 1,2) are satellite
hardware delays of pseudorange observations, which also contain constant and time-
varying parts, bri (i = 1,2) are receiver HDBs, T is tropospheric delay, ε1,2 and ω1,2 are
noises. During resolving, the estimated, reparameterized satellite clock error will absorb
satellite-dependent biases and is written as:

δs = δs +
[
PP ·

(
f 21

f 21 − f 22
FCBs

1 − f 22
f 21 − f 22

FCBs
2

)
+ Pc ·

(
f 21

f 21 − f 22
bs1 − f 22

f 21 − f 22
bs2

)]
/(PP + Pc)

(2)

where Pp and Pc are the used weights of phase and pseudorange observations in satellite
clock error estimating. Equation (2) indicates that the set weights are mainly determined
by biases of pseudorange and phase observations when reparameterizing satellite clock
error. Combined with the elevation-dependent weighting, the final weight function can
be written as:

w(θk) =
{

1/σ 2

2 sin(θk)/σ
2

30◦ ≤ θk ≤ 90◦

7◦ ≤ θk < 30◦

}
(3)

where θ is the elevation of the satellite; σ is the standard deviations of phase and pseudo-
range observations. Generally, the 1:100 standard deviations for phase and pseudorange
observations are adopted and estimated, reparameterized satellite clock error contains
almost all parts of FCB, since the weight of the phase observation is far greater than that
of pseudorange observation. It is obvious that these weights do not consider the preci-
sion differences of the different GNSS receivers and is not beneficial for improving the
estimated satellite clock results. The settings for satellite clock estimation are listed as
follows. Formeasurements, the observation interval is 30s and the elevation cut-off angle
is set as 70. In parameter correction, the least square filter is adopted and weighting is
according to the presentedmethod. Station coordinates are fixed values from IGSSINEX
files and satellite orbits are based on precise ephemeris products released by IGS. Satel-
lite and receiver clock errors are both solved as white noises at each epoch and ambiguity
float solution is adopted. The troposphere delay is corrected by Saastamoinen model and
residuals are estimated via piece-wise pattern. The phase center variation (PCV) is based
on Absolute IGS 08 correction model. DCB(C1-P1) correction adopts monthly products
released by CODE. In addition, phase windup, relativistic effects, solid tide and ocean
tide corrections are also implemented.

The implementation of PPP requires dual-frequency observations and corresponding
satellite clock and orbit products.Meanwhile, corrections are needed for ocean tide, solid
tide, Earth rotation, phase center variation, relativistic effects and Differential Code
Bias (DCB). The estimated parameters are receiver position and clock error, residual of
troposphere delay and phase ambiguity. In PPP processing, the estimator of Least square
filter and the corresponding stochastic model are used.
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2.2 Stochastic Model

Li et al. [17] show that the reasonable stochastic model should be constructed for obtain-
ing the optimal results. The stochastic model is established by means of the evaluation
of ionosphere-free pseudorange observations. As for the presented method, the stan-
dard deviation of differenced ionosphere-free phase and pseudorange observations is
described as:

σdif =
√

σ 2
ifp + σ 2

ifc (4)

where σ 2
ifp and σ 2

ifc are variances of ionosphere-free phase and pseudorange observations,
respectively. In Li et al. [17], the weight ratio of the adopted phase and pseudorange
observations can be obtained, once the standard deviation as Eq. 4 shown is calculated
and standard deviation of ionosphere-free phase observations is determined according
to the priori information.

3 Data Processing and Analysis

To validate the performance of modified satellite clock errors with presented method,
GPS data of 56 IGS stations collected on DOY 100, 2021 is processed with different
weights. The distribution of used stations can be seen from Fig. 1.

Fig. 1. Distribution of the 56 IGS stations (Red dots) and the 10 user stations (blue dots).

Based on the strategy presented in Li et al. [17], pseudorange observations are eval-
uated and related results can be seen from Fig. 2. It is shown that standard deviations
of differenced ionosphere-free carrier-phase and pseudorange observations of different
stations are different. These validate that the accuracy of different GNSS receivers is
different and the different weight should be set in GNSS processing, when the different
GNSS receiver are used.

To validate the presented approach, data is processed according to the settings. A
simulated real-time experiment is implemented, in which streamed data from daily files
are analyzed in epoch-wise pattern. The estimated satellite clock results are in compari-
son with that of IGS. The computed convergence time is considered as the elapsed time
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Fig. 2. The standard deviations of differenced ionosphere-free carrier-phase and pseudorange
observations of different stations

when the difference between estimated clock results and corresponding IGS products is
less than 0.1 ns. In difference computing, the reference satellite of PRN02 is selected:

RMSif =
√∑n

i=1 (σIGS − σE)i

n
(5)

where σE refers to the estimated satellite clock error and σIGS refers to the satellite clock
error released by IGS. In data processing, the different strategies of #1 and #2 are used.
In the #1, the traditional weights ratio of the phase and pseudorange observations is
used, while the presented stochastic model is applied in #2. In the strategies of #1 and
#2, the standard deviation of L1/L2 of 0.001 m is used. The convergence time can be
seen from table 1. It is observed that the convergence time of #1 is longer than that
of #2. The shortened time results indicate that the presented method is beneficial to
build the reasonable stochastic model. This new built stochastic model considers the
difference of GNSS receiver and observing environment so that the good results are
obtained. Meanwhile, modified satellite clock errors are adopted in PPP positioning. In
processing, convergence time of positioning refers to the elapsed time when the errors
between estimated coordinates and that of IGS are all smaller than 10 cm in all directions
of north, east and up. The convergence time of positioning for 10 users are shown in
Table 2. The results indicate that the convergence time is shortened, when the method
of #2 is used to process the GNSS data. This can be interpreted as the estimated satellite
clock error values of #2 are better than of #1. When the better satellite clock error values
are serviced for PPP users, high-precision PPP positioning can be obtained.

Table 1. Convergence time of satellite clock errors estimated by different strategies

Satellite #1 (min) #2 (min) Satellite #1 (min) #2 (min)

PRN01 30 28 PRN18 40 38

PRN02 30 29 PRN19 32 32

(continued)
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Table 1. (continued)

Satellite #1 (min) #2 (min) Satellite #1 (min) #2 (min)

PRN03 25 23 PRN20 33 31

PRN05 30 28 PRN21 26 25

PRN06 26 24 PRN22 33 32

PRN07 23 23 PRN23 34 33

PRN08 25 24 PRN24 35 34

PRN09 26 25 PRN25 29 28

PRN10 28 27 PRN26 27 26

PRN11 33 32 PRN27 26 25

PRN12 36 35 PRN28 28 27

PRN13 32 31 PRN29 26 25

PRN14 31 30 PRN30 27 26

PRN15 26 25 PRN31 26 25

PRN16 27 26 PRN32 26 24

PRN17 22 21

Table 2. The convergence time results of positioning for 10 users for the different strategies

Station #1 (min) #2 (min) Improvement (min)

amc2 25 25 0

auck 104 102 2

brmu 63 46 17

brux 23 18 5

chan 120 118 2

coco 26 25 1

lck3 60 55 5

lck4 46 38 8

lhaz 35 32 3

mat1 67 66 1

4 Conclusion

The reasonable stochastic model is very important for obtaining the optimal estimated
results. In the GNSS data processing, the weight for the GNSS observations of the phase
and pseudorange is generally determined by the prior experience, for example the ratio
of 1:10000. It is obvious that this neglects the precision differences of different GNSS
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receivers and observation space. In Li et al. [17], the standard deviation of differenced
ionosphere-free carrier-phase and pseudorange observations is computed and then the
weight ratio of pseudorange and phase observations are obtained using the computed
standard deviation. This presented method is introduced in satellite clock estimating
and the data is processed. In this processing, the results show the proposed strategy for
establishing the stochasticmodel is feasible and it is beneficial to improve the accuracy of
estimated satellite clock results. Further, improved satellite clock results are used in PPP
and positioning results of 10 users demonstrate that the convergence time is shortened
when satellite clock errors are estimated with the presented method.
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Abstract. Sonar image segmentation is the basis of undersea goal detection and
recognition. The THC (Tsallis-Havrda-Charvát) entropy can describe the statisti-
cal properties of the non-extensive systems and has a wider range of applications.
There aremultiple choices for the two features of the two-dimensional histograms,
such as the gray value, the average gray value within a neighborhood, the median
gray value within a neighborhood, themode of gray values within a neighborhood,
and so on. This paper investigates the segmentation results of a sonar image from
an undersea goal using THC entropies of a variety of two-dimensional histograms,
and gives the evaluation indexes for the segmentation results.

Keywords: Sonar image · Image segmentation · Entropy · Two-dimensional
histogram

1 Introduction

A sonar is common equipment for undersea measurement, and in some cases it is irre-
placeable.Undersea goal finding, undersea rescue, underseamanufacture, undersea robot
movement, seabed treasure finding, ocean exploitation, and sea warfares often contain
the goal recognition with the help of the sonar images of undersea goals [1]. In order to
recognize the sonar images, segmenting the image first is usually essential. The sonar
image of an undersea goal usually contains three areas: the goal light area, the goal dark
one, and the seabed reverberation one. The sonar image segmentation is to obtain the
above goal light area and goal dark one.

The thresholding is a well-known image segmentation method, and widely used
because of its simple and fast calculation [2, 3]. There are some thresholding methods
based on entropies [4]. There is a the entropy basedmethodwhich uses the THC (Tsallis-
Havrda-Charvát) entropy [3, 5]. The THC entropy can describe the statistical properties
of the non-extensive systems and has a wider range of applications [3, 6]. The THC
entropy based method in the reference [3] uses the gray value and the average gray value
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Z. Qian et al. (Eds.): WCNA 2021, LNEE 942, pp. 831–836, 2022.
https://doi.org/10.1007/978-981-19-2456-9_84

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-2456-9_84&domain=pdf
https://doi.org/10.1007/978-981-19-2456-9_84


832 Y. Liu et al.

within a neighborhood as the features of the pixel to form the two-dimensional histogram
for image segmentation. Not only the gray value and the average gray value within a
neighborhood are used to form the two-dimensional histogram in this paper, but other
features are also used. That is, this paper investigates the segmentation results using a
variety of two-dimensional histograms.

2 Dual-Threshold Method Using the Two-Dimensional THC
Entropy

There are multiple choices for the two features of the two-dimensional histograms, such
as gray value, the average gray value within a neighborhood, the median gray value
within a neighborhood, the mode of gray values within a neighborhood, and so on.
Let f 1(m, n) and f 2(m, n) represent the two features of the pixel in an image, and the
two-dimensional histogram is prescribed as

p(i, j) = n(i, j)

M × N
(1)

where n(i, j) denotes the pixel number when f 1(m, n) = i and f 2(m, n) = j, M × N
represents the size of the sonar image. Suppose i = 0, 1, ···, imax where imax is the
maximum value of f 1(m, n) while (m, n) traveling across the whole image and j = 0,
1, ···, jmax where jmax is the minimum value of f 2(m, n) while (m, n) traveling across
the whole image. Suppose that a sonar image of an undersea goal is divided into three
areas using (t1, s1) and (t2, s2): the goal light area, the goal dark one, and the seabed
reverberation one. Here t1 and t2 denote the thresholds of the feature f 1(m, n) in the
image, and s1 and s2 are the thresholds of the feature f 2(m, n) in the image.

THC entropy with the order α related to the goal dark area is prescribed by

Hα
d (t1, s1) = 1

α − 1
[1 −

t1∑

i=0

s1∑

j=0

(
p(i, j)

pd (t1, s1)
)α] (2)

where

Pd (t1, s1) =
t1∑

i=0

s1∑

j=0

p(i, j) (3)

THC entropy with the order α related to the goal light area is prescribed by

Hα
l (t2, s2) = 1

α − 1
[1 −

imax∑

i=t2+1

jmax∑

j=s2+1

(
p(i, j)

pl(t2, s2)
)α] (4)

where

Pl(t2, s2) =
imax∑

i=t2+1

jmax∑

j=s2+1

p(i, j) (5)
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THC entropy with the order α related to the seabed reverberation area is prescribed
by

Hα
r (t1, s1, t2, s2) = 1

α − 1
[1 −

t2∑

i=t1+1

s2∑

j=s1+1

(
p(i, j)

pr(t1, s1, t2, s2)
)α] (6)

where

Pr(t1, s1, t2, s2) = 1 − Pd (t1, s1) − Pl(t2, s2) (7)

The total THC entropy is given by

Hα(t1, s1, t2, s2) = Hα
d (t1, s1) + Hα

r (t1, s1, t2, s2) + Hα
l (t2, s2) (8)

Receive the value (t∗1 , s∗1, t∗2 , s∗2) corresponding to the maximum value of the total
THC entropy by means of maximizing the total THC entropy, that is

(t∗1 , s∗1, t∗2 , s∗2) = Arg max
t1,s1,t2,s2

[Hα(t1, s1, t2, s2)] (9)

Here (t∗1 , s∗1) and (t∗2 , s∗2) are two thresholds which are used for the thresholding
(segmentation) of an image.

3 Segmentation Results for the Sonar Image from an Undersea
Goal

3.1 Introduction to the Sonar Image from an Undersea Goal

Figure 1(a) is a sonar image from an undersea man-made goal. The lighter part is the
goal light area and the darker part is the goal dark area in the image. The goal dark area
is on the goal light area and close to the goal light area. The reverberation area is around
the goal light area and the goal dark one.

3.2 Segmentation Procedures and Results for the Sonar Image from an Undersea
Goal

The segmentation procedures are as follows.

(1) Input the sonar image from an undersea goal.
(2) Filter the image using Wiener filter with a window size of 5 × 5.
(3) Calculate the two-dimensional histogram.
(4) Let α = 0.8 [3], and calculateHα

d (t1, s1),Hα
l (t2, s2) andHα

r (t1, s1, t2, s2) using the
formulas (2), (4) and (6).

(5) Calculate (t∗1 , s∗1, t∗2 , s∗2) using the formula (9).
(6) Receive two pair of thresholds (t∗1 , s∗1) and (t∗2 , s∗2).
(7) Receive the thresholded image containing three gray values with the help of the

thresholds (t∗1 , s∗1) and (t∗2 , s∗2).
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In Fig. 1, Fig. 1(b) is the images after Wiener filtering, Fig. 1(c) is the image after
manual segmentation which is regarded as the best segmentation result. Figure 1(d)-1(i)
are the segmented images by means of the two-dimensional THC entropy. Figure 1(d)-
1(i) are the segmented images corresponding to the feature combinations 1 (the grayvalue
and the average gray value within a neighborhood), 2 (the gray value and the median
gray value within a neighborhood), 3 (the gray value and the mode of gray values within
a neighborhood), 4 (the average gray value within a neighborhood and the mode of
gray values within a neighborhood), 5 (the average gray value within a neighborhood
and the median gray value within a neighborhood), and 6(the median gray value within
a neighborhood and the mode of gray values within a neighborhood). The thresholds

(a) Sonar image (b) Sonar image after Wiener filtering (c) Manual segmentation

(d) Feature combination 1 (e) Feature combination 2 (f) Feature combination 3

(g) Feature combination 4 (h) Feature combination 5 (i) Feature combination 6

Fig. 1. Segmentation results based on the two-dimensional THC entropies.
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for image segmentation corresponding to Fig. 1(d)-1(i) are (38,43), (94,86); (38,42),
(96,91); (39,43), (101,81); (38,41), (133,117); (40,42), (91,82); (38,40), (105,83).

It can be found out from Fig. 1 that the sonar image of an undersea man-made goal is
roughly divided into a goal dark area, a reverberation one and a goal light one. However,
the parts of the reverberation area are wrongly divided into the goal light area or the
goal dark one. The reason for this phenomenon is that the values of the two features of
each feature combination in the parts of the reverberation area are actually equal to the
values of the two features of each feature combination in the goal light area or the goal
dark one. Visually, although there are errors in segmentation, in comparison, Fig. 1(g),
namely feature combination 4, has the best segmentation effect.

This paper attempts to give the evaluation indexes IOU (intersection over union) and
FPR (false positive rate) for the above segmentation results. Table 1 gives the evaluation
indexes IOU and FPR of the goal light area. Table 2 gives the evaluation indexes IOU
and FPR of the goal dark area [6]. In terms of the evaluation indexes IOU and FPR, for
the segmentation of the goal light area, Fig. 1(g), namely feature combination 4, has the
best segmentation effect; and for the segmentation of the goal dark area, Fig. 1(i), namely
feature combination 6, has the best segmentation effect. In general, the evaluation using
indexes IOU and FPR is roughly the same as the visual effect.

Table 1. Evaluation indexes for the segmentation of the goal light area.

Feature combinations 1 2 3 4 5 6

IOU 0.1321 0.1520 0.1966 0.5078 0.1093 0.2552

FPR 0.8667 0.8466 0.7953 0.3973 0.8902 0.7343

Table 2. Evaluation indexes for the segmentation of the goal dark area.

Feature combinations 1 2 3 4 5 6

IOU 0.2456 0.2479 0.2293 0.2572 0.2132 0.2636

FPR 0.7520 0.7497 0.7695 0.7403 0.7847 0.7339



836 Y. Liu et al.

4 Conclusion

This paper investigates the application of the THC entropies of 6 kinds two-dimensional
histograms to the sonar image segmentation. The segmentation results with different
two-dimensional histograms are different. In practical applications, we can determine
which two-dimensional histogram is more appropriate based on experiments. But we
should also know that for a sonar image from an undersea goal, there may be mis-
segmentation with any two-dimensional histogram given in the paper. That is because,
for a sonar image from an undersea goal, any two-dimensional histogram given in the
paper is not an ideal shape of the three peaks and two valleys.

This work is supported by Hainan Provincial Natural Science Foundation of China
(No. 420CXTD439) and the National Science Foundation of China (No. 61661038).
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Abstract. Gaussian Naive Bayes (GNB) is a popular supervised learning algo-
rithm to address various classification issues. GNB has strong theoretical basis,
however, its performance tends to be hurt by skewed data distribution. In this
study, we present an optimal decision threshold-moving strategy for helping GNB
to adapt imbalanced classification data. Specifically, a PSO-based optimal pro-
cedure is conducted to tune the posterior probabilities produced by GNB, fur-
ther repairing the bias on classification boundary. The proposed GNB-ODTM
algorithm presents excellent adaptation to skewed data distribution. Experimen-
tal results on eight class imbalance data sets also indicate the effectiveness and
superiority of the proposed algorithm.

Keywords: Gaussian Naive Bayes · Class imbalance learning · Decision
threshold moving · Particle swarm optimization

1 Introduction

In recent years, class imbalance learning (CIL) has become one of hot topics in the field
of machine learning [1]. Also, the CIL has been widely applied in various real-world
applications, including disease classification [2], software defect detection [3], biology
data analysis [4], bankrupt prediction [5], etc. So-called class imbalance problemmeans
in training data, the instances belong to one class is much more than that in other
classes. The problem tends to highlight the performance of majority class, but to ignore
the minority class.

There exist three major techniques to implement CIL: 1) data-level approach, 2)
algorithmic-level method and 3) ensemble learning strategy. Data-level, which is called
resampling, addresses CIL problem by re-balancing data distribution [6–7]. It contains
oversampling that generates lots of new minority instances, and undersampling which
removes a lot of majority instances. Algorithmic-level adapts class imbalance by mod-
ifying the original supervised learning algorithms. It mainly contains: cost-sensitive
learning [8], and decision threshold-moving strategy [9–10]. Cost-sensitive learning
designates different training costs for the instances belonging to different classes to
highlight the minority class, while decision threshold-moving tune the biased decision
boundary from the minority class region to the majority class region. As for ensemble
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learning, it integrates either a data-level algorithm or an algorithmic-level method into
a popular ensemble learning paradigm to promote the quality of CIL [11–12]. Among
these CIL techniques, the decision threshold-moving is relatively flexible and effective,
however, it also faces a challenge, i.e., it is difficult to select an appropriate threshold.

In this study, we focus on a popular supervised learning algorithm named Gaussian
Naive Bayes (GNB) [13] which also tends to be hurt by skewed data distribution. First,
we analyze why the GNB tends to be hurt by imbalanced data distribution in theory.
Then, we explain why adopting several popular CIL techniques could repair this bias.
Finally, based on the idea, PSO optimization algorithm, we propose an optimal decision
threshold-moving algorithm for GNB named GNB-ODTM. Experimental results on
eight class imbalance data sets indicate the effectiveness and superiority of the proposed
algorithm.

2 Methods

2.1 Gaussian Naive Bayes Classifier

GNB is a variant of Naive Bayes (NB) [14], which is used only to deal with data in
continuous space. Like NB, GNB has a strong theoretical basis. GNB assumes in each
class, all instances satisfy a multivariate Gaussian distribution, i.e., for an instance xi,
we have:

P(xi|y) = 1√
2πσ 2

y

e
− (xi−μy)2

2σ2y (1)

where μy and σy denote the mean and variance of all instances belonging to class
y, respectively. P(xi| y) represents in class y, xi’s conditional probability. As the prior
probability P(y) is known, hence the posterior probability P(y| xi) and P(~y| xi) can be
calculated as,

P(y|xi)= P(xi|y)P(y)

P(xi|y)P(y)+P(xi| ∼ y)P(∼ y)
(2)

P(∼ y|xi)= P(xi| ∼ y)P(∼ y)

P(xi|y)P(y)+P(xi| ∼ y)P(∼ y)
(3)

We expect the classification boundary can correspond to P(xi| y) = P(xi| ~y). How-
ever, if the data set is imbalanced (supposing P(y) << P(~y), then to guarantee P(y| xi)
= P(~y| xi), i.e., P(xi| y)P(y) = P(xi| ~y)P(~y), the real classification boundary must
correspond to a condition of P(xi| y) >> P(xi| ~y). That means the classification bound-
ary is extremely pushed towards the minority class y. That explains why skewed data
distribution hurts the performance of GNB.

To repair the bias, data-level approaches change P(y) or P(~y) to make P(y)= P(~y),
cost-sensitive learning designates a high cost C1 for class y and a low cost C2 for class
~ y to make P(y) C1 = P(~y) C2, while for decision threshold-moving strategy, it adds
a positive value λ for compensating the posterior probability of class y.
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2.2 Optimal Decision Threshold-Moving Strategy

As we know, decision threshold-moving is an effective and efficient strategy to address
CIL problem. However, we also face a challenge that is how to designate an appropriate
moving threshold λ. Some previous work adopt empirical value [9] or trial-and-error
method [10] to designate the value forλ, but ignore the specific data distribution, causing
over-moving or under-moving phenomenon.

To address the problem above, we present an adaptive strategy for searching themost
appropriate moving threshold. The strategy is based on particle swarm optimization
(PSO) [15], which is a population-based stochastic optimization technique, inspired
by the social behavior of bird flocking. During the optimization process of PSO, each
particle dynamically changes its position and velocity by recalling its historical optimal
position (pbest) and observing the position of the optimal particle (gbest). On each round,
the position of each particle is updated by:

{
vk+1
id = vkid + c1 × r1 × (pbest − xkid ) + c2 × r2 × (gbest − xkid )

xk+1
id = xkid + vk+1

id

(4)

where vkid and vk+1
id represent the velocities of the dth dimension of the ith particle in the

kth round and the (k+ 1)st round, while xkid and x
k+1
id denote their positions, respectively.

c1 and c2 are two nonnegative constants that are called acceleration factors, while r1 and
r2 are two random variables in the range of [0, 1]. In this study, the size of particle swarm
and the search times are both set as 50, as well c1 and c2 are both set to 1. Meanwhile,
the position x is restricted in the range of [0, 1] with considering the upper limit of a
posterior probability is 1, and the velocity v is restricted between –1 and 1.

As for the fitness function, it should directly associate with the classification per-
formance. We all know in CIL, accuracy is not an appropriate performance evaluation
metric, thus we use a widely used CIL performance evaluation metric called G-mean as
fitness function, which could be described as below,

G-mean = √
TPR × TNR (5)

whereTPRandTNR indicate the accuracy of the positive and negative class, respectively.

2.3 Description About GNB-ODTM Algorithm

Combining GNB and the optimization strategy presented above, we propose an optimal
decision threshold-moving algorithm for GNB named GNB-ODTM. The flow path of
the GNB-ODTM algorithm is simply described as follows:

Algorithm: GNB-ODTM.
Input: A skewed binary-class training set �, a binary-class testing set �.
Output: An optimal moving threshold λ*, the G-mean value on the testing set �.
Procedure:

1) Train a GNB classifier on �;
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2) Calculate the posterior probabilities of each instance in �, and hereby calculate the
original G-mean value on �;

3) Call PSO algorithm and use the training set � to find the optimal moving threshold
λ*;

4) Adopt the trained GNB classifier to calculate the posterior probabilities of each
instance in �;

5) Tune the posterior probabilities in � by the recorded λ*;
6) Calculate the G-mean value on the testing set � by using the tuned the posterior

probabilities.

From the procedure described above, it is not difficult to observe that in comparison
with empirical moving threshold setting, the proposed GNB-ODTM algorithm must be
more time-consuming as it needs to conduct an iterative PSO optimization procedure.
However, the time-complexity can be decreased by assigning small iterative times and
population as soon as possible, which is also helpful for reducing the possibility of
making classificationmodel be overfitting.Moreover, we also note that the GNB-ODTM
algorithm is self-adaptive, which means it is not restricted by data distribution, and
meanwhile it can adapt any data distribution type without exploring it.

3 Results and Discussions

3.1 Description About the Used Data Sets

We collected 8 class imbalance data sets fromUCI machine learning repository which is
avaliable at: http://archive.ics.uci.edu/ml/datasets.php. The detailed information about
these data sets is presented in Table 1. Specifically, these data sets have also been used
in our previous work about class imbalance learning [16].

Table 1. Description about the used data sets

Data set Number of
attributes

Number of
instances

Minority
class

Majority class Class
imbalance
ratio

abalone9 8 4177 Class 9 Remainder
classes

5.06

abalone19 8 4177 Class 19 Remainder
classes

129.53

pageblocks2345 10 5473 Class 2 ~
5

Class 1 8.77

(continued)

http://archive.ics.uci.edu/ml/datasets.php
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Table 1. (continued)

Data set Number of
attributes

Number of
instances

Minority
class

Majority class Class
imbalance
ratio

pageblocks5 10 5473 Class 5 Class 1 ~ 4 46.59

cardiotocographyC5 21 2126 Class 5 Class 1 ~ 4,
class 6 ~ 10

28.53

cardiotocographyN3 21 2126 NSP3 NSP1, NSP2 11.08

Credit card clients 23 10000 Default
payment
next
month1

Default
payment next
month 0

3.46

Wilt 5 4839 Class 1 Class 2 17.54

3.2 Analysis About the Results

We compared our proposed algorithm with GNB [13], GNB-SMOTE [7], CS-GNB [8],
GNB-THR [9] and GNB-OTHR [10] in our experiments. All parameters in PSO have
been designated in Sect. 2. In addition, to guarantee the impartiality of experimental
comparison, we adopted external 10-fold cross-validation and randomly conducted it 10
times to provide the average G-mean as the final result.

Table 2 shows the comparable results of various algorithms, where on each data set,
the best result has been highlighted in boldface.

From the results in Table 2, we observe:

1) In comparison with original GNB, no matter associating it with resampling, cost-
sensitive learning or decision threshold-moving techniques could promote classifi-
cation performance on imbalanced data sets. The results indicate the necessity of
adopting CIL technique to address imbalance classification problem, again.

2) It is difficult to compare the quality of resampling and cost-sensitive learning as
each of them performs better on partial data sets. GNB-SMOTE performs better on
abalone9, pageblocks5, cardiotocographyC5 and cardiotocographyN3, while CS-
GNB produces better result on rest data sets.

3) Although GNB-THR significantly outperforms to the original GNB model, it is
obviously worse than several other algorithms. It indicates the unreliability of setting
moving threshold by empirical approach.

4) We beleive the proposed GNB-ODTM algorithm is successful as it has produced the
best result on nearly all data sets except pageblocks2345 and cardiotocographyN3.
In addition, we observe on mst data sets, the performance promotion is remarkable
by adopting the proposed algorithm. It should attribute to the consideration of dis-
tribution self-adaption. Although the proposed GNB-ODTM algorithm has a higher
time-complexity than several other algorithms, it is still an excellent altinative for
processing imbalance data classification problem.
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Table 2. G-mean performance of various comparable algorithms on 8 data sets

Data set GNB GNB-SMOTE CS-GNB GNB-THR GNB-OTHR GNB-ODTM

abalone9 0.2793 0.6318 0.6279 0.5710 0.6329 0.6651

abalone19 0.0000 0.6175 0.6428 0.4930 0.6227 0.7023

pageblocks2345 0.8506 0.9298 0.9441 0.8751 0.9336 0.9420

pageblocks5 0.4716 0.9360 0.9229 0.9146 0.9322 0.9460

cardiotocographyC5 0.6799 0.8845 0.8736 0.7851 0.8564 0.8991

cardiotocographyN3 0.9077 0.9491 0.9256 0.8672 0.9333 0.9412

Credit card clients 0.5731 0.6885 0.6914 0.5984 0.6993 0.7296

Wilt 0.1026 0.9687 0.9711 0.7232 0.9704 0.9799

4 Concluding Remarks

In this study, we focus on a specific class imbalance learning technique named decision
threshold-moving strategy. A common problem about this technique is indicated, i.e.,
it generally lacks adaption to data distribution, further causing unreliable classification
results. Specifically, in the context of Gaussian Naive Bayes classification model, we
presented a robust decision threshold-moving strategy and proposed a novel CIL algo-
rithm called GNB-ODTM. The experimental results have indicated the effective and
superiority of the proposed algorithm.

The contribution of this paper is two-folds which are described as follows:

1) In context of Gaussian Naive Bayes classifier, we analyze the hazard of skewed data
distribution in theory, and indicate rationality of several popular CIL techniques;

2) Based on Particle Swarm Optimization technique, we propose a robust decision
threshold-moving algorithm which can adapt various data distribution.

Theworkwas supported byNatural Science Foundation of Jiangsu Province ofChina
under grant No.BK20191457.
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Abstract. The time domain signal is based on the decomposition of the unit
step signal, the complex signal is represented by the Heaviside Function, and
the problem of the definition of the original jump time in the new function is
proposed, based on the analysis and comparison of simple signal and complex
signal in time domain and frequency domain, the problems needing attention in
using ε(t) to express signal are put forward. It is concluded that no definition or
special definition of the “0” moment in the original unit step signal does not affect
the composition of the composite function.

Keywords: Unit step signal · Compound signal · “0” Moment

1 The Introduction

Complex signals can be easily expressed by linear combination of step signals and delay
signals. In addition [1, 2], the step function is used to represent the action interval of
the signal, so that the piecewise defined function can be expressed into a unified form
by the step function, and the function is cut or the piecewise defined function is unified
into the function defined on the whole number line, which often makes the function
representation simple and easy, and simplifies the operation, and reduces the error. The
study of some characteristics of complex signals becomes convenient and easy. Using the
characteristic of linear time-invariant system [3], the spectrum of complex signal can be
studied and discussed through the spectrum of unit step signal and the characteristics of
frequency domain, so as to reduce the calculation difficulty of complex signal spectrum.

2 Complex Functions Are Represented by Unit Step Functions

Generally, in the definition of the unit step function ε(t) [4], the time of “0” is

undefined or defined as “0.5” according to requirements, i.e. ε(t) =
⎧
⎨

⎩

1 t > 0
0.5 t = 0
0 t < 0

or
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ε(t) =
⎧
⎨

⎩

1 t > 0
no definition t = 0
0 t < 0

[5, 6], Thus, when complex functions are represented by

linear combinations of unit step functions [7], undefined points occur within the defined
interval [8]. As shown in Fig. 1, 2 and 3, is f (t) equal to the sum of f1(t) and f2(t)? Since
the unit step function is undefined at time “0”, should the value at time “0” be added to
the sum of f1(t) and f2(t) to equal f(t)? Can you express the Fourier transform of f (t)
using the Fourier transform of f1(t) and the linear properties of the Fourier transform?

Fig. 1 . Fig. 2 .

Fig. 3 .

2.1 f1(t), f2(t) for f (t)

Using unit step signals ε(t) to describe, f1(t), f2(t), and f1(t), f2(t) for f (t)

f1(t) = (−t + 1)[ε(t) − ε(t − 1)], f2(t) = (t + 1)[ε(t + 1) − ε(t)].
According to the definition 1 of ε(t), the functions in the above two equations are not

defined at the time of “0”, “1” and “-1”. Is f (t) properly represented by the sum of f1(t)
and f2(t)? The waveform shows that f1(t) and f2(t) are not defined at the “0” moment,
but the value of f (t) is “1”. Does this mean that the value of “0” moment is missing?
The following is a demonstration of the relationship between the frequency domain and
the time domain.

2.2 F1(ω) for F(ω)

That’s the sum of the Fourier transform of f1(t) and the Fourier transform of f2(t),
compared to the Fourier transform of F(ω). Since f1(t) = (−t + 1)[ε(t) − ε(t − 1)],
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using the linear, time-shift, and frequency-domain differential properties of common
Fourier transform, we can ge:

F1(ω) =
∫ ∞

−∞
(−t + 1)e−jωtdt =

∫ 1

0
(−t + 1)e−jωtdt

F2(ω) =
∫ 0

−1
(t + 1)e−jωtdt

F1(ω) + F2(ω) =
∫ 0

−1
(t + 1)e−jωtdt +

∫ 1

0
(−t + 1)e−jωtdt

= −
∫ 1

0
te−jωtdt +

∫ 1

0
e−jωtdt +

∫ 0

−1
te−jωtdt +

∫ 0

−1
e−jωtdt

= −
∫ −1

0
tejωtdt +

∫ 1

−1
e−jωtdt +

∫ 0

−1
te−jωtdt

=
∫ 1

−1
e−jωtdt +

∫ 0

−1
t(e−jωt + ejωt)dt

=
∫ 1

−1
e−jωtdt + 2

∫ 0

−1
t cosωtdt

Take Two integrals separately

∫ 1

−1
e−jωtdt = − 1

jω
e−jωt

∣
∣
∣
1−1 = − 1

jω
(e−jω − ejω) = 1

jω
2j sinω = 2

sinω

ω
(2.2–1)

2
∫ 0

−1
t cosωtdt = 2

ω

∫ 0

−1
td sinωt = 2

ω
(t sinωt

∣
∣
∣
0−1 −

∫ 0

−1
sinωtdt)

= 2

ω
(− sinω + 1

ω
− 1

ω
cosω)

= − 2

ω
sinω + 2

ω2 − 2

ω2 cosω (2.2–2)

Add (2.2–1) and (2.2–2):

2

ω2 − 2

ω2 cosω = 4

ω2 sin
2 ω

2
= s2a(

ω

2
) (2.2–3)

From the Fourier transform of the commonly used signal, we can see that the Fourier
transform F(ω) = s2a(

ω
2 ) of the signal f (t) in Fig. 3 is the same as formula (2.2–3),

And by the one-to-one correspondence between the Fourier transform and the primitive
function, we get f (t) = f1(t) + f2(t).
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2.3 The Temporal Interpretation of f (t) = f1(t) + f2(t) Holds

From the time domain, f (t) = f1(t) + f2(t)

f2(t) = (t + 1)[ε(t + 1) − ε(t)], f1(t) = (−t + 1)[ε(t) − ε(t − 1)],

f (t) = f1(t) + f2(t) = (−t + 1)[ε(t) − ε(t − 1)] + (t + 1)[ε(t + 1) − ε(t)]

= (−t + 1)ε(t) − (−t + 1)ε(t − 1) + (t + 1)ε(t + 1) − (t + 1)ε(t)

= −2tε(t) − (−t + 1)ε(t − 1) + (t + 1)ε(t + 1)

The function graph is shown below 2.3–1(a).

Fig. 4 .

As you can see from the figure, the value of f (t) at t = 0 can be determined by
(t + 1)ε(t + 1), so Fig. 4(a) is the sum of three straight lines to Fig. 4(b). The fact that
f1(t) and f2(t) are undefined at the “0” moment and that the value of f (t) is “1” does
not mean that the value of the “0” moment is missing and that it does not require f1(t)



848 J. Xu

and f2(t) to add the value of “0” to get f (t). When the functions defined by the step
signal form a combined function, some overlapping undefined points can be naturally
compensated in the process of function combination.

3 The Conclusion

Similar to the above, many functions defined by ε(t) when the combination of some
overlap undefined points in the process of function combination can bemade up naturally,
without adding. As the Common Gate Function Gτ (t) (Fig. 5).

Fig. 5. Function Gτ (t)

What is reasonable and right to deal with an undefined “0” moment? In this paper,
two examples of Combined functions are given, and the problems needing attention in
using ε(t) to express signals are put forward.
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Abstract. In order to eliminate the influence of the delay error of the sam-
pled value in the data link on the longitudinal differential protection device, this
paper proposes a protection data self-healing synchronization algorithm based on
wavelet transform to calculate the moment of sudden change. First, calculate the
mutation amount of the sampled data at each end in real time. When the muta-
tion amount threshold is exceeded, it is determined that the multi-terminal system
has a short-circuit fault. Then, according to the sudden change characteristics of
the collected current waveform, the wavelet modulus maximum value is used to
extract the fault sudden change time of each end data, based on the fault time at
one terminal, the automatic compensation for the time differences between this
terminal and others are realized, thus a new sampling sequence is formed. The
resynchronized sampling sequences are used to calculate the differential current
and braking current after fault to ensure the correct action of the protective device.
Through theoretical analysis and simulations, the correctness and effectiveness of
the proposed algorithm is verified; in addition, it is shown that this algorithm can
improve the reliability of actions by the intelligent protection device, thus realizing
protections such as multi-terminal differential, wide-area differential, etc.

Keywords: Mutation · Wavelet transform · Multi-terminal longitudinal
differential protection · Wide-area differential protection · Synchronization
algorithm · Intelligent protection

1 Introduction

With the advancement of smart grid and information technology, the research and appli-
cation of the principle of multi-terminal longitudinal differential protection has received
extensive attention [1–4]. The device of the multi-terminal longitudinal differential pro-
tection needs to obtain remote sampling data. These data transmission paths are different,
and there will be time errors due to link blockage during transmission, so data at differ-
ent collection points need to have accurate synchronization processing methods, which
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can ensure the synchronization of data and the accuracy of fault calculation and dis-
crimination [5]. Data synchronization includes synchronous sampling and data window
synchronization. Generally, intelligent multi-terminal longitudinal differential protec-
tion usually adopts data acquisition based on satellite and high-precision clock synchro-
nization, and data transmission adopts high-speed optical fiber wide-area self-healing
network. After adopting methods such as synchronous pulse sampling and resampling,
the delay error of the data in the transformer and the sampling link can be effectively
compensated, but the delay error caused by the data in the transmission link requires an
effective method to realize the data window synchronization. Synchronization methods
include data time-scaling method, link fixed delay compensation method, etc. [6–10].
Literature [11] proposed a fault current fundamental wave zero-crossing point identifi-
cation method to solve the difficulty of protection data synchronization, and pointed out
the huge cost of multi-terminal and wide-area differential protection data synchroniza-
tion technology; Literature [12] analyzed the shortcomings of multiple synchronization
clock methods, and proposed a network-wide time synchronization scheme based on
sparse phasor measurement unit PMU; Literature [13] proposed a network sampling
synchronization method based on an external reference clock source; Literature [14]
proposed a data synchronization method based on clock difference to solve the problem
of inconsistent data synchronization between two-way channel routing in a self-healing
ring network.

According to the requirements of the specification, the relay protection device should
not rely on the external time synchronization system to realize the protection function, so
the data time stampingmethod is usually not adopted. The link fixed delay compensation
method usually first measures the rated delay value of the data transmission link, and
then compensates the delay error between the data according to the fixed delay value to
achieve synchronization. The disadvantage is that the link delay has some uncertainties,
so the delay compensation method has errors.

For the protection of the multi-terminal longitudinal differential principle, it is nec-
essary to obtain remote sampling values to judge the fault interval. The data transmission
distance is so long and the link segments are much more than we expected. During the
data transmission process, link congestion and routing self-healing reconstruction may
occur due to data storms. Therefore, the uncertainty of the transmission delay of the
data will cause a large phase difference, calculation error and even a wrong operation
of the protection [15, 16]. For the new wide-area differential protection that needs to
adaptively construct the protection range according to the grid network topology, the
end points and data links of the protection are not fixed, and the transmission delay of
the data at each end is more uncertain. It is necessary to eliminate delay errors to ensure
that the data between each end is synchronized. For UHV systems, the transmission
distance is longer, the data communication volume is larger, and the data link is more
complicated. The endpoints and normal communication links that constitute the multi-
terminal longitudinal differential principle protection are fixed, but the end points of the
wide area differential protection and the normal communication link may not be fixed.
The possibility of a large delay error between the sampled data at each end is higher,
and the possibility of the protection device’s erroneous action is also higher.



852 Z. Wang et al.

This paper proposes a self-healing synchronization algorithm for relay protection
data based on wavelet transform to calculate sudden changes. Aiming at the delay of
current sampling data in the transmission process due to communication link problems
in the power system, it is assumed that the sudden changes of multi-terminal faults are
accurately collected. Under the premise, according to the characteristics of thewaveform
mutation of the sampled data during the short-circuit fault, the value of each sampled
data is calculated. At the moment of the fault sudden change, the time difference is
compensated by this, the sampling data synchronization is realized, and the application
of the algorithm in the multi-terminal system is studied.

2 Mutation Algorithm and Data Delay Error

2.1 The Method of Calculating the Abrupt Change by Wavelet Transform

After the line fails, the waveform has abrupt and singularity. The traditional Fourier
transform analysis method and the time domain analysis method will produce large
errors, and the wavelet analysis has a good ability to detect the sudden change of the
signal.

Let Ψ (x) be the basis wavelet, f w (a, b) represents the continuous wavelet transform
of the signal f (x) ∈ L2(R), which can be expressed as

fw(a, b) = 1√
a

∫ +∞
−∞f (x)�∗

(
x−b
a

)
= 〈f (x),�a,b(x)〉 (1)

In the formula: a is the expansion factor; b is the translation factor; Ψ a,b(x) is the
wavelet function that selects the basis wavelet Ψ (x) corresponding to a and b.

The modulus maximum point of the wavelet transform corresponds to the current
fault time one-to-one. The wavelet modulus maximum point indicates that the signal has
the largest rate of change at this point.

2.2 The Impact of Data Delay on the Performance of Longitudinal Differential
Drotection

The multi-terminal system has m-side power supply and multi-terminal longitudinal
differential protection. The differential current Id and braking current I r of each branch
in the protection area can be expressed as

{
Id =

∣
∣
∣
∑m

j=1Ij
∣
∣
∣

Ir = ∑m
j=1

∣
∣Ij

∣
∣

(2)

In the formula, İ j is the current phasor of branch j.
In normal system operation and out-of-area faults, the differential current is 0 under

ideal conditions, and the actual value is the unbalanced current caused by measurement
errors and other factors, while the braking current is relatively large; when the system
has an area fault, the differential current is the sum of the fault currents provided by
each branch, the differential current value is larger, and the protection should satisfy the
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action equation for reliable action. The differential protection action equation can be
expressed as

{
Id � krIr
Id � Iop

(3)

Where: kr is the braking coefficient; Iop is the starting current.
The multi-terminal longitudinal differential protection uses the optical fiber network

to transmit the sampled signal. The signal propagation speed in the optical fiber is about
2/3 of the speed of light in vacuum, the signal delay is about 5 μm/km, and the signal is
converted, processed, and relayed. Additional delays are also generated in links such as
relays and switches.

For multi-terminal longitudinal differential protection that needs to collect large-
scale multi-point data, it is easy to sample data from each branch. But due to long data
link transmission distance, channel congestion, data packet loss, route switching, etc.
Loss of synchronization results in a phase difference. The relationship between the delay
time difference between data �tER and the phase difference �ϕER can be expressed as

�ϕER = ωN�tER (4)

In the formula, ωN is the power frequency angular velocity. In normal operation or
an out-of-zone fault, the phase error of the two current phasors with the amplitude of Im
due to the delay error, the unbalanced differential current and the braking current are

{
Id = 2Imsin(�tER/2)
Ir = 2Im

(5)

In the case of an out-of-zone fault, the differential protection action Eq. (3) can be
expressed as

Id
Ir

= sin(�tER/2) � kr (6)

In the case of an area fault, the delay error will also bring errors to the calculation
of the differential current. The differential current and the braking current are

{
Id = 2Imcos(�tER/2)
Ir = 2Im

(7)

In the event of a fault in the area, the differential protection action Eq. (3) can be
expressed as

Id
Ir

= cos(�tEn/2) � kr (8)

Table 1 shows the delay error, phase error, and the ratio of the internal and exter-
nal differential current Id to the braking current I r of the two current phasors whose
amplitudes are both Im when the fault occurs outside and inside the area.
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It can be seen from Table 1 that with the increase of the delay error, the ratio shows a
decreasing and increasing trend when the internal and external faults occur, and they are
equal when the delay error reaches 5 ms. There is an intersection, so the delay error will
bring obvious errors to the differential current calculation, and the protection device may
cause the protection tomalfunction or refuse to operate due to the loss of synchronization
of the sampling data.

Table 1. Phase error and ratio of differential/braking current of different time delay error

Delay error /ms Phase error
/(°)

Id/Ir

External fault Internal fault

0 0 0 1.000

1 18.00 0.156 0.988

2 36.00 0.309 0.951

3 54.00 0.454 0.891

4 72.00 0.588 0.809

5 90.00 0.707 0.707

For a double-ended line, the currents at each end are İ1 and İ2 respectively. If the
differential current Id and the braking current I r are

{
Id = ∣

∣İ1 + İ2
∣
∣

Ir = ∣
∣İ1 − İ2

∣
∣ (9)

Then the actual action equations when the fault occurs outside the zone and the zone
are respectively

Id
Ir

= tan(�tER/2) � kr

Id
Ir

= arctan(�tER/2) � kr (10)

Since the value of the tangent function is greater than the sine, it is more prone to
malfunction when using this action equation in the case of an out-of-zone fault.

3 Principle of Self-healing Synchronization Algorithm forMutation
Data

In order to eliminate the influence of the delay error of the sampled value in the data
link on the protection device, this paper proposes a data self-healing synchronization
algorithm based on wavelet transform to calculate the moment of sudden change. The
principle is that when a short-circuit fault occurs in the power system, after the protection
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device receives the sampling the data, first calculate the failure mutation time of each
data mutation amount, and according to the data failure mutation time, compensate the
transmission time error between each sampling value, realize the synchronization of
the failure data sequence, and use the resynchronized sampling value to calculate the
failure differential current and braking current value, realize the principle of multi-side
differential and wide-area differential protection.

For m-terminal longitudinal differential protection, the received data includes m-
terminal sampling data, and a fault occurs at time n, and the protection device actually
receives the current data sequence at terminal j at time n as ij(kj), j = 1, 2,…, M, as
shown in Fig. 1, the data transmission delay is

�tj = kj − n (11)

In the formula: n is the timewhen the fault occurs; kj is themutationmoment actually
received by the protection.

By calculating the time of the sudden change of the data at each end, the time
difference between the accepted current sequence ii(ki) and ij(kj) at the i-end can be
calculated, as shown in Fig. 1, the time difference �tji can be expressed as

�tji = kj − ki (12)

By compensating the time difference �tji between the sequence ii(ki) and ij(kj), a
new i-terminal current sequence ii(n + �tji) is obtained. Similarly, the current sequence
of the other terminals after compensation is calculated, and then it is compared with the
j-terminal current sequence ij(kj). Calculate the differential current, as shown in Fig. 1,
the m-terminal longitudinal differential current is

id(n) =
∣
∣
∣
∣
∑M−1

i �=j
ii
(
n + �tji

) + ij(n)

∣
∣
∣
∣ (13)

By calculating the moment of sudden change in the current sequence at each end,
the time difference caused by the delay of the transmission link is compensated, the
additional phase error of the current sequence at each end is eliminated, the current
sequence at each end can be resynchronized, and the protection device can correctly
calculate the post-fault differential current, judge the fault section, avoid the wrong
operation of the protection device due to the delay error of the data transmission link.

When the system is running normally, the electrical quantity at each end does not
produce a sudden change, and the sudden change method cannot be used to achieve
synchronization. At this time, the phase difference of the current at each end constituting
the differential protection is small, and the fixed delay compensation method and the
waveform zero-crossing point detection can be used to achieve data synchronization.
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Fig. 1. Schematic of mutation data synchronization algorithm

4 Simulation Verification of Self-healing Synchronization
Algorithm for Mutation Data

Use PSCAD to establish a 500 kV multi-terminal power grid system simulation model,
as shown in Fig. 2, simulate the internal and external short-circuit faults under vari-
ous operating conditions in the system, collect fault current signals at each end of the
system, write simulation programs, and simulate sampling data is transmitted to the
protection device through the optical fiber communication channel, random delay errors
are generated due to factors such as channel distance, congestion, route self-healing
or reconstruction, which causes the sampling data received by the protection device to
lose synchronization, and this paper proposes wavelet transform to calculate the sudden
change amount data self-healing synchronization algorithm resynchronizes and corrects
the data to ensure that the protection device correctly judges the fault zone.
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Fig. 2. PSCAD simulation principle of multi-terminal power system
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4.1 External Fault Simulation Analysis

When the external fault point F1 in Fig. 2 is short-circuited, the multi-terminal longitu-
dinal differential protection device receives the current at each end through the commu-
nication channel. For the convenience of observation, the A-phase current on each side
is selected for analysis. As shown in Fig. 3(a), from the current waveform, the currents
on each side that should have abrupt changes at the time of the fault are obviously out
of synchronization. After eliminating the influence of the distributed capacitance of the
line through current compensation and eliminating the influence of the non-periodic
component in the sampled data, the phase A current on each side is shown in Fig. 3(b).
It can be seen from Fig. 3 (a) and (b) that there is a significant phase difference between
the short-circuit currents of phase A at each end, and a large differential current will be
generated when an external fault occurs. The following calculation methods need to be
used to calculate the differential current and braking current

{
Id = ∣

∣İ1 + İ2 + İ3
∣
∣

Ir = |I1| + |I2| + |I3| (14)

Using the sudden change data self-healing synchronization algorithm proposed in
this paper, the sampled data on each side can be resynchronized according to the sudden
change time. After synchronization, the short-circuit current of each endpoint and the
calculated differential current phase A waveform are shown in Fig. 3.

As shown in (c), it can be seen that the short-circuit current at each end after resyn-
chronization eliminates the phase difference and only has a small differential current.
Perform simulation programming on the differential current Id and braking current Ir
of the multi-terminal longitudinal differential protection, calculate the effective value of
the differential current Id and braking current Ir, and draw the braking curve, as shown
in Fig. 3(d), including From the moment when the first fault mutation occurs on one side
of the line, to the last side mutation.

Sampling data several cycles after the time, where the arrow is the direction of the
order of data change over time. It can be seen from Fig. 3(d) that from the moment of
the first sudden change to the sudden change on each side, the differential current action
characteristic is in the action zone, indicating that in the event of an external fault, the
data is out of synchronization or due to factors such as communication congestion. Part
of the data is lost, guarantee.

The protective device may malfunction due to too much error in the calculated
value of the differential current. The differential current action characteristic after the
external fault synchronization is always in the braking zone, indicating that the out-of-
synchronization data of the external fault has been resynchronized.
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Fig. 3. Simulation analysis of external faults

4.2 Ixternal Fault Simulation Analysis

When the internal fault point F2 in Fig. 2 is short-circuited, the protection device receives
currents from each end point through the communication channel, and the phase A
currents on each side are shown in Fig. 4(a). Obviously out of sync at the moment of
sudden change in current on each side.

Phenomenon, after compensating the distributed capacitive current of the line and
eliminating the influence of the non-periodic component, the phase A current on each
side is shown in Fig. 4(b).

After using the sudden change data self-healing synchronization algorithm proposed
in this paper to realize data resynchronization, the short-circuit current and differential
current waveform diagram of each end point are shown in Fig. 4(c). It can be seen from
Fig. 4(c) that the short-circuit current of each terminal after resynchronization eliminates
the phase difference, and the differential current can accurately reflect the fault current.

There is an obvious phase difference in the short-circuit current of phase A at each
end. The calculated differential current is greatly reduced, and the braking current is
relatively large. The effective value of the current is calculated and the braking curve
is drawn, as shown in Fig. 4(d). The sequence direction of the time change, and the
differential current action characteristic is in the action zone, indicating that the internal
fault out-of-synchronization data can ensure the correct action of the protection device
after resynchronization and correction.
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Fig. 4. Simulation analysis of internal faults

Figure 4(d) includes data from the moment of the first fault mutation on one side
of the line to a few cycles after the last moment of mutation; the differential current
action characteristic is in the braking zone, indicating that in the event of an internal
fault, Using the failure sampling data that is out of synchronization or partly lost, the
protection device may decrease the sensitivity of the action or even refuse to move due
to the significant reduction in the calculated value of the differential current.

It can be seen from the simulation analysis that the synchronization of the sampled
value is very important for the multi-terminal longitudinal differential protection. When
there is a large phase error between the sampled values, it may cause errors in the
calculation of the differential current and lead to protection. Misoperation or refusal of
operation due to wrong judgment of the fault zone. This paper proposes a multi-terminal
longitudinal differential protection mutation data synchronization algorithm based on
wavelet transform that can effectively correct the transmission phase error of the sampled
data, and automatically realize the multi-side sampled data. The re-synchronization
ensures the accuracy of the calculation of the differential current of the multi-terminal
longitudinal differential protection and the correctness of the fault interval judgment,
and improves the reliability of the multi-terminal longitudinal differential protection
and wide-area differential protection.

5 Conclusion

Using the sampling data of the fault current at each end, due to the complexity of the
transmission link and the communication problem, and the characteristics of different
sudden changes, a multi-terminal longitudinal differential protection based on wavelet
transform to calculate sudden change data self-healing synchronization algorithm is
proposed. Realize the resynchronization of the sampled data at each end that has lost
synchronization, and ensure that the protection device correctly judges the fault interval,
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thereby improving the reliability of the multi-terminal longitudinal differential protec-
tion and the wide-area differential protection. The principle analysis and simulation
verification prove the correctness and effectiveness of the algorithm.

This algorithm is not only suitable for multi-terminal longitudinal differential pro-
tection based on steady-state components, but also suitable for longitudinal differential
protection based on transient components of sampled values. For the wide-area differen-
tial principle protection and remote backup protection center based on wide-area infor-
mation, the use of mutation data self-healing synchronization algorithms or other data
synchronization algorithms is even more important to ensure the reliability of protection
actions.
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Abstract. Open-set recognition in blind shortwave signal processing is an impor-
tant issue inmodern communication signal processing. This paper presents a novel
method for this problem. By preprocessing, the signal data matrix and vector dia-
gram are obtained as network input. Then, the network is trained and tested with
the known signal, and the upper and lower quintile algorithm is used to obtain the
interval threshold for judging the known signal and the distance threshold for inter-
cepting the length range of the unknown signal. Finally, the network is used for
numerical regression in open-set range, the threshold combined with kernel den-
sity clustering algorithm is used to identify different signals. Simulation results
show that the proposed method overcomes the defects of traditional algorithm,
which cannot distinguish different types of unknown signals and only applicable
for few signal types.

Keywords: Open-set recognition · Shortwave · Dual-input regression neural
network · Data stream · Vector diagram

1 Introduction

Due to the flexibility, survivability and long-distance transmission, shortwave commu-
nication has always been a reserved and development method in the field of wireless
communication. Shortwave signal automatic recognition technology [1] is an impor-
tant content of signal blind processing and an important basis for subsequent signal
analysis, monitoring and countermeasure. With the development of modern shortwave
communication technology, shortwave communication shows a trend of diversification
of types, fine differentiation of specifications and continuous emergence of new signal
types. Most of the traditional signal automatic recognition technologies are concentrated
in the closed-set level. When new unknown signal enter the system, the correct result
cannot be obtained. Therefore, in order to meet the need of convenience, intelligence
and timeliness of modern blind signal processing, it is of great value to carry out the
research on efficient open-set recognition technology of shortwave signal.

At present, most traditional signal recognition algorithms aswell as algorithms based
on deep learning only consider the recognition of known signal types. When a new
unknown signal type appears, itwill be recognized as one of the known signal, resulting in
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discrimination error. To solve the above problem,Literature [2] proposed a support vector
data description (SVDD) algorithm with density scaled classification margin (DSCM),
which determines the interval between hypersphere and positive samples according to
the relative density proportion of two types of positive training samples, and carries
out open-set recognition in combination with support vector description, However, the
algorithm can only distinguish 2 types of positive sample signals, and will classify all
unknown signal types into one class. Literature [3] extends the algorithm of incremental
support vectormachine (ISVM) [4] combinedwith error correcting output codes (ECOC)
[5] to multi classification for incremental learning and recognition, but this algorithm
cannot solve the forgetting problem in incremental learning. Besides, designing coding
matrix requires more priori information, and its multi classification ability is restricted
by the coding length, as well as the model needs to be trained every time when a new
signal is received, lead to its low efficiency.

The generative adversarial (GA)method is also used to solve the open-set recognition
problem. Literature [6] combines the improved intra class splitting (ICS) algorithm with
the genetic adversarial algorithm to obtain the boundary signal samples, then trains the
boundary signal samples as unknown types of signals and realizes the open-set recogni-
tion. However, the process of constructing boundary samples is complex and the effect
is unstable, and it also cannot distinguish different types of unknown signal. Literature
[7] uses the generative countermeasure network theory to build a reconstruction and dis-
crimination network (RDN)model to identify the modulation types of signals. However,
the difference between the reconstructed signal data and the real unknown signal data is
difficult to control, and when the known signal types is more than 2, the classification
and discrimination mechanism will be very complex, which results in low operability.
In addition, it is still unable to distinguish different types of unknown signals.

Some other methods, such as Literature [8] uses the extreme value-weibull distribu-
tion to fit the cut-off probability of the distance from the feature to the feature center,
combines the classification cross entropy with the center loss, and modifies the output
of the dual channel long-short term memory (DCLSTM) network to conduct the mod-
ulation recognition. This algorithm proposes the concepts of feature center and feature
distance. In some cases, it can distinguish different unknown types of signals, but it
cannot distinguish signals of different specifications with the same modulation mode.

From the above analysis, it can be concluded that the current signal open-set recogni-
tion algorithms have the following shortcomings: 1) Some algorithms are only applicable
to 2 types of known signals, and no longer applicable when the number of known sig-
nal type increases; 2) The existed works focus on the signal modulation recognition, the
recognition method for different specifications with the samemodulation mode is hardly
considered; 3) It is difficult to distinguish different types of unknown signals, unknown
signals can only be distinguished into one class, called ‘unknown class’.

In this paper, we propose a method to transform features of different signals into
different regression values, and use these values to distinguish different signals. The
contributions of proposed method are described as follow: Firstly, we design a dual-
input neural network to fuse and map the feature information extracted from signal data
stream and vector diagram. For better feature extraction, we design a network structure
based on dense convolution theory. Secondly, different from the traditional recognition
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network structure, we use the hyperbolic tangent (Tanh) activation function to perform
numerical regression on signal features at the end of the network, and establish a one-to-
one nonlinear mapping relationship between signal feature and specific value. Thirdly,
we test the network in closed-set, using the upper and lower quintile algorithm to obtain
the regression discrimination threshold of each known signal and the center distance
threshold for unknown signal. Finally, we perform open-set experiments to demonstrate
the effectiveness of the proposed method.

2 Distinguishing Features of Shortwave Signal

2.1 Data Stream

Specific shortwave standard has unique generation algorithm and transmission speci-
fication. These rules and standards make its signal data stream presents unique infor-
mation organization format. Taking MIL-STD-188-110A (110A) [9], MIL-STD-188-
141B(141B) [10] and Link11 SLEW [11] as an example, the typical information
transmission format is shown in Fig. 1.

bit
Preamble Sequence

N×144bit
Data Sequence

32Bit
End Field

T+144Bit
Flush Field

(a) 110A
768bit

Protection Sequence
192bit

Preamble Sequence
P×1920Bit
Valid Data

(b) 141B
150bit

Header Sequence
30Bit

Phase Reference
60Bit

Start Code
M×30Bit

Tactical Data
60Bit

Supervised stop code

(c)Link11 SLEW

Fig. 1. Typical transmission format for shortwave 110A, 141B and Link11 SLEW signal. The
information format of 110A signal consists of preamble sequence, data sequence, end field and
flush field. 141B consists of protection sequence, preamble sequence and valid data. Link11 SLEW
consists of header sequence, phase reference sequence, start code, tactical data and Supervised
stop code.

We can conclude that the data transmission organization structure of different signals
is unique, and the bits of each sequence andfield are not the same. These differencesmake
the received 110A, 141B and Link11 data stream present the unique data characteristics
of their respective signal. Based on this, if a feature extraction algorithm with high
performance and strong robustness can be found for signal data, the feature extracted
from signal data stream can be used as recognition criteria to distinguish the type of
different shortwave signals.
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2.2 Vector Diagram

Vector diagram shows the symbol track by reconstructing two channels of received signal
data in time order, not only can distinguish frequency shift keying (FSK) and phase shift
keying (PSK), but also can distinguish signals with different PSK modulation modes, as
shown in Fig. 2. The symbols of PSK signals have a fixed phase, so the vector diagram is
in the form of constellation point and symbol trajectory, while the phase of FSK signals
is random during symbol conversion, so the vector diagram is in the form of circle.

(a) QPSK (b) 8PSK (c) FSK

Fig. 2. Vector diagram of shortwave signal. It shows signal with different modulation mode has
different vector diagram forms.

In this paper, the signal vector diagram is used as the supplementary feature extraction
source. By powerful feature processing ability of neural network, the different feature
information of signal specification represented by data flow and the modulation feature
information represented by vector diagram is fused, and then learned and mapped, to
further improve the performance of signal recognition.

3 Proposed Method

In this section,we first describe the dual-input neural network architecture of ourmethod,
then we present the algorithm for obtaining the discrimination threshold. Finally, we
demonstrate the procedure of the proposed scheme.

3.1 Dual-Input Regression Neural Network

Regression analysis (RA) is a statistical analysis method to determine the relationship
between two or more variables. We construct dual-input regression neural network to
map the extracted signal feature to specific value. By using the difference of numerical
regression result, we can distinguish different signals in open-set range.

The proposed dual-input regression neural network is illustrated in Fig. 3. The fea-
ture extraction is conducted by 7 feature extraction modules. The structure of feature
extraction module is shown in Fig. 4. The network connects adjacent feature extraction
module through the transformation module, each transformation module contains a 1
× 1 convolution and a 2 × 2 average pool. After extracting the feature via the above
(66+18) × 2 + 5 = 173 layers network and conduct a 7 × 7 global average pool, the
acquired feature information are fused by concatenation, and then establish the nonlinear



866 J. Zhang et al.

relationship between signal feature and specific value by regression processing. Except
for the end of the network, the rectified linear unit (ReLu) is used in each layer. During
the compilation and optimization of the network, the Adam algorithm is used to work
out the optimal solution of the network structure parameters.

Fig. 3. Structure of dual-input regression neural network. The data matrix branch contains 4
feature extraction modules and the vector diagram branch contains 3. Each feature extraction
module contains different numbers of connection nodes.

1H 2H 3H 4H0H
1x 2x 3x0x

Fig. 4. Structure of the feature extraction module designed based on densely connected convolu-
tion [12], which has a better performance than residual structure [13].

At the end of the network, Tanh activation function is used for regression from signal
eigenvectors to preset specific values:

Tanh(x) = ex − e−x

ex + e−x
, x ∈ (−∞,+∞) (1)

Compared with Sigmoid activation function, which is widely used in regression
operation:

Sigmoid(x) = 1

1 + e−x
, x ∈ (−∞,+∞) (2)

The Sigmoid activation functionmay change the distribution of original data to some
extent, as shown in Fig. 5, while Tanh does not. Moreover, Tanh has a larger gradient,
so that the convergence speed is faster in regression operation, which can achieve better
training effect.
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Fig. 5. Comparison between Tanh and sigmoid activation function. Sigmoid is non-zero mean,
its output range is (0,1). Non-zero mean data will be mixed during output, which will change the
distribution of original data to a certain extent. The Tanh activation function is zero mean and the
output range is (−1,1), which solves the above problem.

3.2 Discrimination Threshold

After regression of a specific signal with several signal samples, the result values will
fall into a small range. In this paper, the upper and lower quintile algorithm is used to
work out the interval threshold and center distance threshold of known signal, in which
the interval threshold is used as the basis to distinguish known and unknown signals, the
center distance threshold is taken as the length when intercepting the numerical cluster
of unknown signals. Suppose that after regression processing of a known signal S, the
numerical distribution of several samples is shown in Fig. 6.

Fig. 6. Diagram of upper and lower quintile algorithm. The outliers of the numerical regression
results are removed through this algorithm, and the appropriate threshold is obtained.

Define γlow as the lower quintile of the data set, indicating that there is only 1/5 of
all data, which value is less than γlow. Similarly, define γup as the upper quintile of the
data set, which means that only 1/5 of all data has a value greater than γup. According
to the upper and lower quintile algorithm, the interval threshold of regression value for
signal S is defined as: {

δlow = γlow − μ(γup − γlow)

δup = γup + μ(γup − γlow)
(3)

where δlow is the lower bound threshold of regression value for signal S, δup is the upper
bound threshold, andμ is the scale factor, which is 1.5 in this paper. In addition, δup−δlow
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is the upper and lower distance threshold of the regression for signal S. After regression
test of known signals in the closed-set, use:

D = λ
1

2J

J∑
j=1

(δ(n)
up − δ

(n)
low) (4)

To calculate the center distance threshold D, which is used as the length of subsequent
center-distance interception of unknown signals numerical clusters. In Eq. (4), J is the
number of known signal types, δ

(n)
up and δ

(n)
low represent the upper bound threshold and

lower bound threshold of the j-th known signal, λ is the grace factor, the value we use is
1.38.

3.3 Algorithm Scheme

According to the above discussion, the open-set recognition process is as follows:

1) Preprocess known shortwave signals and construct training signal data sets;
2) Use the training data set to train the network, when the network’s loss value falls

below the preset threshold, the training is terminated and the network is saved;
3) Since the network cannot conduct zero-error regression, the trained network is used

to test the known signal. With the upper and lower quintile algorithm, the interval
threshold and center distance threshold of each known signal are obtained as the
standard to distinguish between known and unknown signals and the subsequent
interception of the unknown signal;

4) In the open-set range, use the network to recognize the preprocessed signals. For
the regression value of a specific signal, if it falls within the threshold of a known
signal interval in step 3), it is judged as such known signal, and if it falls outside the
threshold of all known signal intervals, it is judged as unknown signal;

5) Use the kernel density clustering algorithm [14] to cluster all regression values iden-
tified as unknown signals to obtain the number of categories, regression numerical
clustering clusters and corresponding density center coordinate. For each numeri-
cal clustering cluster, use the density center coordinate combined with the center
distance threshold to intercept, the signal samples represented by the regression
numerical points fallingwithin the interception range are identified as such unknown
signal, so as to complete the open-set recognition.

4 Experimental Results

In this section, the recognition performance of proposed method is simulated and tested.
The experimental platform is configured with Intel (R) Xeon (R) e-2276m processor,
NVIDIA Quadro RTX 5000 GPU and 32 GB DDR4 memory.

Signal used in the experiment includes 6 types: 110A, MIL-STD-188-110B (110B)
[15], MIL-STD-188-141A(141A) [16], 141B, Link11 SLEW, PACTOR [17]. The signal
setting of the experiment is shown in Table 1. During experiment, 110A, 141B, Link11
SLEW and PACTOR are used for network training as known signals, and are set to
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regress to the value of 0, 1, 2, and 3. 110B and 141A as unknown signals are not used
for training. After obtaining the discrimination threshold according to Sect. 3.2, 110B
and 141A are used as network input together with the 4 known signals in the open-set
test stage.

Table 1. Attributes of experimental signal samples

Signal Modulation As
known/unknown

Training
regression value

110A 8PSK Known 0

110B 8PSK Unknown –

141A 8FSK Unknown –

141B 8PSK Known 1

Link11 SLEW 8PSK Known 2

PACTOR 2FSK Known 3

For generating vector diagram, the size is set to 128 × 128 to fit the structure of the
network. For data stream, as the network’s performance will be affected by the change
of data statistical distribution, resulting in the inconsistency of calculation dimensional
dynamic range and the decline of learning performance. Therefore, the normalization
algorithm is adopted as:

Norm(data) = data − max(data)+min(data)
2

max(data) − min(data)
+0.5 (5)

which data represents the signal data before normalization, Norm(data) is the data after
normalization processing. With normalization, the network can process data at the same
scale, gaining better learning and regression performance. In addition, considering that
the neural network can perform efficient operation on two-dimensional data structure, so
the normalized data is constructed as 336× 336 data matrix to obtain the high efficiency
of data structure.

4.1 Recognition Performance

Table 2 shows the open-set recognition result of proposed method, The signal-to-noise
ratio (SNR) of the experiment is 6dB. It is shown that after regression operation of
4 known signals 110A, 141B, Link11 SLEW and PACTOR, it does not completely
regressed to the preset value, but have slight deviation. Therefore, according to the upper
and lower quintile algorithm in Sect. 3.2, the upper bound and lower bound thresholds of
regression for each known signals are obtained to distinguish known and unknown signal.
At the same time, the center distance threshold obtained for center-distance interception
of unknown signals is 0.0581. The experiment result indicates that when the SNR is
6dB, the recognition accuracy of known signals reaches more than 96%, which verifies
the feasibility of the proposed method.



870 J. Zhang et al.

Table 2. Open-set recognition results of the proposed method

Signal Lower bound of
regression

Upper bound of
regression

Density
center

Center
distance
threshold

Recognition
accuracy

110A −0.1132 −0.0589 – – 99.3%

141B 0.9226 0.9894 – – 98.9%

Link11
SLEW

1.9132 2.1197 – – 99.5%

PACTOR 2.9972 3.0065 – – 96.7%

Unknow
1(110B)

– – −0.2923 0.0581 90.1%

Unknow
2(141A)

– – 2.3072 0.0581 99.20%

Once regression processing is completed, use the kernel density clustering algorithm
to obtain the numerical clustering clusters and density centers of unknown signal, and
then intercepts them by using the center distance threshold. The proposed method can
distinguish the unknown signal 1 (110B) with a recognition accuracy of 90.1%, and the
unknown signal 2 (141A) with a recognition accuracy of 99.20%.

Overall, compared with the traditional open-set recognition method, which has few
applicable signal types, difficult to distinguish signals of different specifications with
same modulation mode and difficult to distinguish different unknown signals, the pro-
posed method can effectively deal with the open-set signal data set, of which 4 signals
are 8PSK modulation mode, and can distinguish different types of unknown signals.

4.2 Influence of Numerical Scale on Regression

This section discusses the influence of different training regression scale on network
performance through comparative experiments. Table 3 shows the training regression
value of 2 experiments on the known signals 110A, 141B, Link11 SLEW and PACTOR.
During the training stage, 4 known signals are regressed to the value of 0, 1, 2, 3 and 0,
100, 200, 300.

Table 3. Training regression value of each experiment

Signal Experiment 1 Experiment 2

110A 0 0

141B 1 100

Link11 SLEW 2 200

PACTOR 3 300
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In order to better observe the result, signal samples are input into the network in the
order of signal type during the test stage. The corresponding relationship between signal
sample type and signal serial number is shown in Table 4.

The number of each signal type is 1000. The regression result of each experiment is
shown in Fig. 7. It can be seen that when different scale of regression is set, the network
will carry out numerical regression according to the preset scale, and the result of both
experiment have good discrimination.

Table 4. Corresponding relationship between signal sample type and serial number

Sample type Sample serial number

110A 1–1000

110B 1001–2000

141A 2001–3000

141B 3001–4000

Link11 SLEW 4001–5000

PACTOR 5001–6000

This is because, although the numerical scales are different, once the network com-
pletes the training under this scale, a nonlinear mapping relationship matching this scale
is formed. In other words, the training of different scale will only lead to the difference
in the numerical dimension of regression result, and will not affect the discrimination
performance between signals.

(a) Regression to 0-3 (b) Regression to 0-300

Fig. 7. The numerical regression result at different scales of training regression value. The exper-
imental results show that different regression numerical scale will not affect the discrimination of
signals.
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5 Conclusions

By combining the feature information of shortwave signal data stream and vector dia-
gram, an open-set signal recognition method is proposed. Using the good feature extrac-
tion ability of densely connected convolution and the excellent feature processing and
regression performance of dual-input regression neural network, the open-set signal
recognition task is well completed. Experimental results show that compared with the
traditional method, the proposed method can distinguish different type of unknown sig-
nals while maintaining the open-set recognition accuracy, and can effectively distinguish
signals of different specifications with same modulation mode. In addition, this paper
proposes to establish the regression relationship between signal feature and specific
value, and embody the feature of different signal types as different regression values.
This idea of transforming feature information for processing provides a new approach
for further research in this field.
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Abstract. In this paper, we propose a novel Person Re-identification model that
combines physical biometric information and traditional appearance features.
After manually obtaining a target human ROI from human detection results, the
skeleton points of target person will be automatically extracted by OpenPose
algorithm. Combining the skeleton points with the biometric information (height,
shoulder width.) calculated by the vision-based geometric estimation, the further
physical biometric information (stride length, swinging arm.) of target person
could be estimated. In order to improve the person re-identification performance,
an improved triplet loss function has been applied in the framework of [1] where
both the human appearance feature and the calculated human biometric informa-
tion are utilized by a full connection layer (FCL). Through the experiments carried
out on public datasets and the real school surveillance video, the effectiveness and
efficiency of proposed algorithm have been confirmed.

Keywords: Computer vision · Deep learning · Person re-identification

1 Introduction

How to identify a person through long distance, where the facial features of target will
be blurred due to the low resolution of face region, has been an important task in many
fields such as surveillance, security and recommendation system. Since the outbreak of
COVID-19, it has drawn more and more attention from numerous researchers because
the performance of conventional face recognition algorithms will degrade greatly due to
the request of wearing mask, therefore, people need other methods to identify the target
person regardless of their facial masks. On the other hand, close contacts are often found
in busy areas (shopping streets, malls, restaurants, etc.), the appearance of people tends
to change significantly. Compared with the physical biometric information, appearance
is more sensitive to clothing and lighting changes. On the contrary, people’s physical
information is less affected by external factors.

The methods of Person Re-identification (Re-ID) can roughly be divided into part-
based Re-ID, mask-based Re-ID, pose-guided Re-ID, attention-model Re-ID, GAN Re-
ID and Gait Re-ID [7].
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Part-based Re-ID: global features and local features of target are extracted and calcu-
lated to achieve Person Re-ID. McLaughlin [2] using color and optical flow information
in order to capture appearance andmotion information for Person Re-ID. Under different
cameras, Cheng [3] present a multi-channel parts-based convolutional neural network
(CNN) model. To effectively use features from a sequence of tracked human areas, Yan
[4] built a Long Short-TermMemory (LSTM) network. To establish the correspondence
between images of a person taken by different cameras at different times, Chung [5] pro-
posed a weighted two stream training objective function. Inspired by the above studies,
Zheng [6] proposed AlignedReID that extracts a global feature and first surpass human-
level performance. Thesemethods are fast, but performance will be affected when facing
background clutter, illumination variations or obstacle blocking.

Mask-base Re-ID: masks and semantic information is used to alleviate the problem
of Part-based Re-ID. Song [8] first designed a mask-guided contrastive attention model
(MGCAM) to learn features from the body and background to improve robust during
background clutter. Kalayeh, M [9] proposed an adopt human semantic parsing model
(SPReID) to further improve the algorithm. To reduce the impact of the appearance
variations, Qi [10] added multi-layer fusion scheme and proposed a ranking loss. The
accuracy ofmask-baseRe-ID is improved comparedwith part-basedRe-ID, but it usually
suffers from its expensive computational cost and its segmentation result lacks of more
accurate information for Person Re-Id proposes.

Pose-guided Re-ID: When extracting features from person, part-based Re-ID and
mask-base Re-ID usually simply divide the body into several parts. In Pose-guided Re-
ID, after prediction the human pose, the same parts of the human body features are
extracted for Re-ID. Su [11] proposed a Pose-driven Deep Convolutional (PDC) model
to match the features from global human body and local body parts. To capture human
pose variations, Liu [12] proposed a pose-transferrable person Re-ID framework. Suh
[13] found human body parts are frequently misaligned between the detected human
boxes and proposed a network that learns a part-aligned representation for person re-
identification. Considering of people wearing black clothes or be captured by surveil-
lance systems in low light illumination, Xu [15] proposed head-shoulder adaptive atten-
tion network (HAA) that is effective in dealing with person Re-ID in black clothing.
Pose-guided Re-ID has a good balance between speed and accuracy. But the perfor-
mance is influenced by skeleton points detection algorithm, especially when pedestrians
are blocking each other.

Attention-model Re-ID: using attention model to determine attention by globally
considering the interrelationships between features for Person Re-ID. The LSTM/RNN
model with the traditional encoder-decoder structure suffers from a problem: it encodes
the input into a fixed-length vector representation regardless of its length, which makes
the model cannot performing well for long input sequences. Unfortunately, Person Re-
ID always working in long input sequences. Many researches chosen to use attention-
based model and reached the state-of-the-art. Xu [16] proposed a spatiotemporal atten-
tion model for Person Re-ID. The model is assumed the availability of well-aligned
person bounding box images, W. Li [17] and S. Li [18] proposed two different spa-
tiotemporal attention to complementary information of different levels of visual atten-
tion re-id discriminative learning constraints. In study, researchers found the methods
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based on a single feature vector are not sufficient enough to overcome visual ambigu-
ity [19] and proposed Dual Attention Matching networks [20]. Compared with above
methods, attention-model re-ID method has better performance in accuracy, but it is
computationally intensive.

GAN Re-ID: using generative adversarial network (GAN) to generate more train-
ing data only from the training set and reduce the interference of lighting changes. A
challenge of Person Re-ID is the lacking of datasets, especially in the complex scenes
and view changes. To obtain more training data only from the training set and improve
performance during different datasets, semi-supervised models using generative adver-
sarial network (GAN) such as LSRO [21], PTGA [22] and DG-Net [23] was proposed.
GAN Re-ID works well in different environments, but there are still some problems in
stability of training.

Gait Re-ID: using skeleton points of human to extract gait features for person Re-
ID. This type of method does not focus on the appearance of a person, but requires a
continuous sequence of frames to identify a person by the changes in appearance caused
by motion. Gait Re-ID method exploit either two-dimensional (2D) or 3D information
depending on the image acquisition methods.

For 3D methods, depth-based person re-identification was proposed [24, 25], which
works onKinect or other RGBDcameras to obtain human pose information. Thismethod
is fast and show better robustness to a variety of factors such as clothing change or
carrying goods. However, not many surveillances use RGBD cameras in real-life and
this method can only maintain accuracy at close distance (usually less than 4 0 or 5 m).

For 2Dmethods, Carley, C [26] proposed an autocorrelation-based network. Rao [27]
proposed a self-supervised method CAGEs to obtain better gait representations. This
method provides a solution of “Appearance constancy hypothesis” in appearance-based
method, but it is more computationally expensive and require higher-quality data.

In this paper, we propose a person Re-ID algorithmwith the combination of physical
biometric information and appearance features. To get appearance features, we modified
the ResNet-50 proposed by framework of [1] and design a new triplet loss function,
trained it on Market1501 and DUKEMTMC. On the other hand, Re-ID is often used in
surveillance video, where the camera’s view is often fixed. By calibrating the camera
and measuring the camera’s position information, combined with human skeletal point,
we can calculate physical biometric information such as human height, shoulder width
and stride length, which is useful for the person Re-ID. In the end, we calculate the
Euclidean distance between target person and others, reranking the results. In order to
improve the person re-identification performance, both the human appearance feature
and the calculated human biometric information are utilized by a full connection layer
(FCL).

Since most of the conventional Person Re-ID datasets do not contain physical bio-
metric information and the intrinsic matrix of cameras, we built our dataset by using real
surveillance video in school and evaluate our combine method.
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2 Algorithm Description

2.1 System Overview

The framework of proposed algorithm is shown in Fig. 1. To reduce calculation errors,
the camera needs to be calibrated and positioned before running the person Re-ID.
Our algorithm works on video streams, we need to mark the target ROI manually for
query sets. The algorithm will use object detection algorithm to predict human ROI for
gallery set. The method consists of two parts named global appearance features part
and physical biometric information part. The first part extracts the global feature from
the person image and distance from each target. The other part is designed to predict
physical biometric information by using human skeleton points and calculate triple loss.
The losses of these two parts are sent to a fully connected layer classified and re-ranking
to match the target person. More details of this work will be described in the following
sections.

Fig. 1. System overview

2.2 Query Sets and Gallery Sets Data Collection

To simplify the operation, we need to select the target ROI manually. In this part, we
mark the target in multiple video frames. Marking multiple angles of the same target
can improve the accuracy of the subsequent algorithm.

To collect the gallery data, we use object detection to predict human ROI for next
part. In comparison experiments, we found out that using the larger model can hardly
improve the accuracy of prediction, but would greatly increase the computational cost.
Consider the balance between speed and accuracy, we choose YOLOV5S, the smallest
and fastest model of YOLOV5, as our detector.

After collecting Data of Query Sets and Gallery Sets, these images will be sent into
the Global Appearance Part and Physical Biometric Information Part to extract features
for person re-identification.
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2.3 Global Appearance Part

In this research we using a modified model of framework in [1] to extract global appear-
ance. The backbone of this model is ResNet-50 with the span of the last spatial down-
sampling set to 2. After extracting features by the backbone, the model uses a GAP layer
to obtain the global feature. During prediction, the model will calculate the Euclidean
distance of global feature between Gallery sets and Query sets. During training, the
framework will calculate triplet loss based on the distance between positive pair and
negative pair of global features. To improve the performance of the model, we use RKM
(reliability-based k-means clustering algorithm) [33] modified the loss function. After
applied the new triplet loss function (1) in the framework, we retraining and evaluated
our model on Market1501 [34] and DukeMTMC [35]. The experimental results will be
described in the EXPERIMENT section.

Our triplet loss (Ft) is computed as:

Ft = R*[dp− dn+ α] (1)

where dp and dn are feature distances of positive pair and negative pair. α is the margin of
triplet loss. In this paper we set α as 0.2. R represents the reliability to classify a gallery
sample into the query or other clusters. Detailed information about how to compute R
could be found in [33].

2.4 Physical Biometric Information Part

The physical biometric information calculated by this part is shown inFig. 1. To calculate
the physical biometric information, the position information, intrinsic matrix of the
camera and the skeleton points of target are needed. For getting human skeleton points
we using OpenPose [29], a bottom-up algorithm, which first detect 25 human skeleton
points of the human body in thewhole image and then correspond these points to different
individual people. The human skeleton points predicted by OpenPose are shown in the
Fig. 2 By using human ROI that we get by object detection, the computation required
by OpenPose decreases significantly.

Fig. 2. Physical biometric information
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In this paper, every result predicted by OpenPose will be stored in an array of 25
lengths skeleton points. The human physical biometric information is calculated by
dividing ROI on human body pictures.When the whole human body is in the camera, we
use the y-point coordinate at the top of the target detection frame as the top coordinate y1.
The lowest point coordinates of the target ankle, max (skeleton points [24] [1], skeleton
points [21] [1]), is used as the bottom coordinate y2. In order to calculate shoulder
breadth, we use the skeleton points of human shoulder x coordinates, skeleton points
[2] [0] and skeleton points [5] [0], as X-axis coordinates x1 and x2. By using x1, y1,
x2, y2 into the Formula (2), the distance between human head, heel, left shoulder and
right shoulder in the realistic reference system can be calculated, as further calculate the
information of human height and shoulder width.

When the camera is on the side of the person, we can calculate the stride length
and arm swing length of the person from the skeleton points of the arms and toes in
consecutive video frames.In this part, we still use the (y1, y2) coordinates calculated in
the height. The difference is that we take the maximum and minimum values of the left
toes and right feet toes in a sequence as the x-coordinate (x3, x4). By substituting (y1,
y2, x3, x4) into the Formula (2), we can obtain the stride length. Similarly, using the
coordinates of the target’s left elbow and right elbowwe can calculate the swing arm.We
use 0 fill the physical information when we can’t calculate physical information because
of the orientation of person or the obstruction.

This part is based on single-view metrology algorithm by obtaining the distance of
object between two parallel planes.With distortion compensation processing, the images
can be used to measure human physical biometric information. We use the traditional
pinhole model to transform camera reference frame to world reference frame, and this
model is defined as (2):

⎡
⎣
xb − Cx

yb − Cy

−fk

⎤
⎦ =

⎡
⎣
R11 R12 R13

R21 R22 R23

R31 R32 R33

⎤
⎦ ·

⎡
⎣
Xw − X0

Yw − Y0

Zw − Z0

⎤
⎦ (2)

where xb, yb is a point on the image, Cx, Cy is the centric point of the image plane
coordinates, f k is the distance from the center of projection to the image plane, R is the
extrinsic matrix of the camera, XW, YW , ZW is a point in the world reference frame, and
X0, Y0, Z0 is the centric point in the world reference frame.

In the experimental, we found that when human body moved, the posture changes
would lead to data fluctuation, which affected the stability of calculation body height.
Therefore, we used a simplified Kalman filter to solve the problem. The simplified
Kalman filter formula is given by the following:

Pt= Pt−1 + Q (3)

Kt= Pt−1

(Pt−1 + R)
(4)

Xt= Xt−1 + Kt(HZtH
T − Hxt−1) (5)

Pt= (E− Kt)Pt−1 (6)
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whereP is the predictedmatrix,X is the estimatematrix,K is theKalmangainmatrix,P is
covariance matrix, Z is measurement result,Q is process noise matrix, R is measurement
error covariance matrix, t, t−1 is current time and previous time. E is identity matrix. H
is measurement matrix.

Fig. 3. OpenPose predict result

Human height and shoulder width are numerically independent, we simplify the

control matrix and use the

[
h 0
0 w

]
as the input of Kalman filter, where the h is height

of target and w is the shoulder width of target. Kalman filter takes a weighted average
(5) of the predicted result of the current state (t) and the previous state (t−1) with the
measurement result. Theweightedmean namedKalman gain is defined by the covariance
matrix of the previous state, the measurement noise covariance and the system process
covariance (4). In this work (Q, R) are hyperparameters, whichQwas set to 0.0001 and R
was set to 1. The covariance matrix is determined by the previous moment’s covariance,
the process noise matrix Q and Kalman gain (3) (6). The effect of Kalman filtering for
height measurement will be shown in Fig. 3. Kalman Filter Comparison Chart, where the
‘truth’ line refers the real height of the person, the ‘original’ line refers each predicted
result, the ‘filtered’ line refers the result after Kalman filtering. As shown in the Fig. 3,
after Kalman filtering, the max error predicted by our method is reduced from ± 10 cm
to ± 4 cm.

In the end, the features calculated by global appearance part and physical biometric
information part will be sent into a network to classification and re-ranking to find the
target person.

2.5 Classification and Re-ranking

In this part, we designed a network (Fig. 4) to utilize physical biometric information
and human appearance features for person re-identification. In order to ensure the inde-
pendent robustness, we first use relatively independent networks and loss functions to
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Fig. 4. Kalman Filter comparison chart

process the two features separately and score the results obtained from each in a con-
sistent manner. We use a fully connected network with two hidden layers to jointly
compute the triplet loss and SoftMax loss, at the same time, optimizing the ratio of both.
We introduce Dropout into the fully connected layer to prevent overfitting. After pro-
cessing the physical biometric feature information by the fully connection network, the
output dimension will be consistent with the appearance features. Finally, we add two
feature losses to calculate the ID loss. For comprehensive consideration, we introduce a
sigmoid function and trainable parameters λ to give appropriate activation intensity, to
control the weight of the two kinds of features.

During prediction, we obtain the feature vectors of query sets and gallery sets respec-
tively to calculate the Euclidean distance between them, re-ranking the data of gallery
through the distance difference, and select the top five IDs as the final result.

3 Experiment

3.1 Evaluation of Human Height Prediction

In this part, we requested 3 persons with different heights to walk in same trajectory
for evaluating the accuracy of our human height prediction method. Each person was
requested to walk in the circle, where the range between the camera and human varied
between 5 to 10 m. Before the experiment, the true heights of each target person were
manually recorded. Then we recorded a ten-minute video of each person. Table 1 shows
the accuracy and max error of our prediction algorithm, where ‘Truth’ refers to the truth
height of the person, ‘Average’ refers the average height of predicted person, ‘Max Error’
refers to the maximum error between ‘truth’ and predicted human height.
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Table 1. Evaluation results of human height prediction

Person Truth Max error Average

Person 1 183 cm 3.79 cm 183.67 cm

Person 2 178 cm 2.296 cm 178.24 cm

Person 3 180 cm 3.12 cm 179.22 cm

3.2 Evaluation on Public Dataset

In this section, we trained our modified models on Market1501 [34] and DukeMTMC
[35] datasets. Market1501 [34] dataset collected 32,668 images of 1,501 identities using
6 video cameras at different perspectives distances. Due to the openness of the environ-
ment, images of each identitywere captured by at least of two cameras. In this dataset, 751
of these individuals were classified as the training set, which contains 12,936 images.
The remaining 750 individuals were classified as the test set, which contains 19,732
images. DukeMTMC [35] dataset is recorded by 8 calibrated and synchronized static
outdoor cameras, it has over 2700 identities, with 1404 individuals appearing on more
than two cameras and 408 individuals appearing on one camera. This dataset randomly
sampled 702 individuals containing 17,661 images as the training set and 702 individuals
containing 17,661 images as the test set.

Since most of the Person Re-ID datasets do not contain human physical information
or camera location information, we evaluated our global appearance part on public
dataset. The results of the evaluation are shown in Table 2. The Rank1 accuracy and
mean Average Precision (mAP) are reported as evaluation metrics.

Table 2. Comparison of other methods

Type Method Market1501 DukeMTMC

Rank1 mAP Rank1 mAP

Mask-guided MGCAM [8] 83.79 74.33 – –

SPReID [9] 94.63 90.96 88.96 84.99

MaskReID [10] 92.46 88.13 84.07 79.73

Pose-guided PDC [11] 84.14 63.41 – –

PT [12] 79.75 57.98 68.64 48.06

PABR [13] 95.4 93.1 88.3 83.9

HAA [14] 95.8 89.5 89.0 80.4

(continued)
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Table 2. (continued)

Type Method Market1501 DukeMTMC

Rank1 mAP Rank1 mAP

Attention-based HA-CNN [18] 91.2 75.7 80.5 63.8

DuATM [19] 91.42 76.62 81.82 64.58

EXAM [20] 95.1 85.9 87.4 76.0

Gan-ReID LSRO-GAN [21] 83.97 66.07 – –

DG-Net [23] 94.8 86.0 86.6 74.8

Part-based AlignedReID [6] 94.4 90.7 – –

IDE [30] 79.5 59.9 – –

TriNet [31] 84.9 69.1 – –

AWTL [32] 89.5 79.7 79.8 63.4

Strong Baseline [1] 95.4 94.2 90.3 89.1

Ours 96.1 94.2 90.9 89.1

3.3 Evaluation on Surveillance Dataset

To train and evaluate our method, we build our dataset by using real surveillance video
in school. We took several videos of 30 people walking at different angles by using 3
calibrated cameras.Before recording,we calibrated andmeasured position of the camera.
The cameras were placed horizontally and measured by a laser rangefinder to get the
height and pitch angle for composition extrinsic matrix. Then, we use a checkerboard
calibration plate to calibrate the camera and get intrinsic matrix. The information will
be used to calculate human physiological information and reduce calculation errors.

Fig. 5. Fully connection network

We randomly intercept 100 consecutive frames for each video and use object detec-
tion algorithm to obtain the bounding box of each person, then manually label each
target as our dataset. For getting human physical biometric information, we measured
each person’s height, shoulder width, stride length and swing arm manually. Totally, we
labeled 9000 images and the dataset was divided equally according to identity as our
test and training set. Because of privacy problem, we put part of people images in Fig. 5
and blur them (Fig. 6).
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Fig. 6. Some examples of surveillance dataset

In this part we conducted comparative experiments on the surveillance dataset, the
appearance feature method (without Physical Biometric part) and the combiningmethod
(with Physical Biometric part) respectively, bold number denote the better performance
(Table 3).

Table 3. Comparison on our dataset

Method Ranking1 mAP

Ours (Only Appearance Features) 97.62% 94.93%

Ours (Appearance Features +
Physical Biometric Information)

98.68% 95.46%

4 Conclusion

In this research, we propose a person re-identification algorithm that combines physical
biometric information and human appearance features. We calculate human physiolog-
ical parameters by human skeletal point prediction algorithm combined with camera
single-view metrology algorithm. The human appearance features are extracted by a
modified ResNet50. To combine appearance features and physiological biometric infor-
mation, we introduce a feature-weighted fusion model to learn both feature information.
By evaluating on a public dataset, we demonstrate the effectiveness of the new loss func-
tion. Since it is not feasible to conduct comparative experiments of combining methods
on public datasets, we produced our own dataset to train and evaluate our improved
global appearance method and combination method, confirmed the effectiveness of the
combining method.

5 Future Work

In our experiments, we found that when using the object detector to predict the human
body, the ROI changes also lead to incorrect prediction of human height. This situation
seriously reduces the accuracy of the algorithm. We will try to use mask-based methods
to predict persons and calculate biometric information in future work. On the other hand,
our physical biometric part relies heavily on camera position information, which makes
our method not so compatible, we will try to solve these problems in our future work.
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Abstract. Deep learning method has been gradually applied to Automatic Mod-
ulation Classification (AMC) because of its excellent performance. In this paper,
a lightweight one-dimensional convolutional neural network module (Onedim-
CNN) is proposed. We explore the recognition effects of this module and other
different neural networks on IQ features and AP features. We conclude that the
two features are complementary under high and low SNR. Therefore, we use
this module and probabilistic principal component analysis (PPCA) to fuse the
two features, and propose a one-dimensional convolution feature fusion network
(FF-Onedimcnn). Simulation results show that the overall recognition rate of this
model is improved by about 10%, and compared with other automatic modulation
classification (AMC) network models, our model has the lowest complexity and
the highest accuracy.

Keywords: Automatic modulation classification · Feature fusion ·
FF-onedimcnn · Deep learning · Low-complexity · Lightweight

1 Introduction

Automatic modulation classification has broad application value in both commercial and
military applications. On the business side, The number of connected devices has been
growing exponentially over the past decade. Cisco [1] predicts that machine-to-machine
(M2M) connections will account for half of the connected devices in the world by 2023,
and the massive number of devices will put great pressure on the spectrum resources,
signaling overhead and energy consumption of base stations [2, 3]. To address these
challenges, software defined radio (SDR), cognitive radio (CR) and adaptive regulation
systems have been extensively studied. In the military aspect, especially in the process
of unmanned aerial vehicle system signal reconnaissance, how to accurately and quickly
judge the modulation type of the received signal under the condition of non-cooperative
communication is very important for the real-time processing of the subsequent signal.
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Deep learning (DL) can automatically learn advanced features. It has received much
attention for its excellent performance in complex and deep architecture identification
tasks. O‘Shea [4] first proposed the use of CNNs to classify the modulation of raw
signal samples generated using GNU radio, and their later publication [5] introduced
a richer radio (OTA) data set that included a wider range of modulation types in real-
world environments. To cope with a more complex realistic environment and reduce the
influence of channels on transmitted signals, an improved CNN method is proposed in
[6] to correct signal distortion that may occur in wireless channels. In [7], a channel
estimator based on neural network is designed to find the inverse channel response and
improve the accuracy of the network by reducing the influence of channel fading [8].
Based on the theoretical knowledge of signal parameter estimation, a parameter esti-
mator is introduced to extract information related to phase offset and transform phase
parameters. In terms of lightweight network design, [9] proposed a lightweight end-to-
end AMC model lightweight deep neural network (LDNN) through a new group-level
sparsity induced norm. [10] proposed convolutional neural network (CNN) and convo-
lutional Long and short Term Deep neural Network (CLDNN),Reduce the parameters
in the network while maintaining reasonable accuracy. One-dimensional convolutional
neural network is utilized in [11], and one-dimensional convolutional neural network
achieves good performance only through original I/Q samples.In terms of feature fusion,
[12] proposed two ideas of feature fusion. Firstly, the received radar signal is fused with
the image fusion algorithm of non-multi-scale decomposition, The image of a single
signal is combined with different time-frequency (T-F) methods. Using the convolu-
tional neural network (CNN) based on transfer learning and stacked autoencoder (SAE)
based on self-training, the sufficient information of fusion image is extracted [13]. Com-
bining the advantages of convolutional neural network (CNN) and long and short term
memory (LSTM), features are extracted from the I/Q stream and A/P stream to improve
performance.

The contributions of this paper are summarized as follows:

• A lightweight one-dimensional convolutional neural network module is proposed.
The one-dimensional convolutional neural network can better extract the features of
data flow. Experiments show that this single module can achieve recognition accuracy
comparable to other network models, but with the most minor parameters.

• The performance of different neural network models on I/Q time series and A/P time
series is explored. Twoconclusions canbedrawn from the experimental results. First, it
verifies that the proposed networkmodule performs best in two input features. Second,
the input features of the I/Q time series and the A/P time series can complement each
other at low SNR and high SNR.

• According to the proposed one-dimensional convolutional neural network module
and the method of probabilistic principal component analysis (PPCA) to fuse the two
features, we designed a one-dimensional convolutional feature fusion network model
(FF-OnedimCNN). Experimental results show that this model has more advantages
in both accuracy and complexity.
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2 Signal Model and Preprocessing

2.1 Signal Model

After the signal passes through the channel and is sampled discretely, the equivalent
baseband signal can be expressed as follows:

r(n) = ej2π f0Tn+jθn
L−1∑

u

s(u)h(nT−uT − εT ) + g(n) (1)

where s(u) is the transmitting symbol sequence, h(nT ) is the channel response function,
T is the symbol interval, ε represents synchronization error, f0 represents frequency

offset, θn represents phase jitter, g(n) represents noise, and
L−1∑
u

s(u)h(nT−uT ) represents

symbol interference.

2.2 Signal Preprocessing

In this paper, the I/Q format of the original complex sample is mainly converted to A/P
format; in other words, the original sample is converted from I/Q coordinates to polar
coordinates [7]. In literature [15], the author directly mapped the received complex
symbols to the constellation map on the complex plane as features and achieved good
performance. Although this method is practical and straightforward, learning features
from images on the I-Q plane loses the domain knowledge and available features of
the communication system. Obviously, the constellation of QPSK can be regarded as
a subgraph of 8PSK, as shown in Fig. 1(a) and (b), which will lead to their wrong
classification. Therefore, preprocessing the original sample can improve the recognition
accuracy. We define r as a signal segment, and the receiving and sampling period T
is described in the previous section. The I/Q symbol sequence can be regarded as a
sampling sequence with time step, n = 1, ...,N , which can be expressed as:

r(nT ) = r[n] = rI [n] + jrQ[n], n = 1, ...,N . (2)

The instantaneous amplitude of the signal is defined as:

A[n] =
√
r2I [n] + r2Q[n] . (3)

The instantaneous phase of the signal is defined as:

P[n] = arctan(
rI [n]
rQ[n] ) (4)

Although the I/Q components have been normalized, it is still necessary to normalize
them after the amplitude and phase data are obtained from the I/Q components through
the standard formula; otherwise the model will perform poorly. The I/Q component of
the original sample is transformed into an A/P component, as shown in Fig. 1(c) and (d).
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Fig. 1. (a) QPSK constellation diagram; (b) 8PSK constellation diagram; (c) 16QAM I/Q
sequence waveform at SNR 12; (d) 16QAM A/P sequence waveform at SNR 12

3 The Proposed Modulation Classification Method

3.1 The Proposed One-Dimensional Convolutional Neural Network Module

The one-dimensional convolutional neural network module proposed is shown in Fig. 2.
We train eight kinds of modulation signals on the RadioML data set. After the original
data is preprocessed, we get two characteristic data sets, namely the I/Q sequence data
set and the A/P sequence data set. For the I/Q sequence dataset, each data sample is
an I/Q sampling sequence with 128-time steps, represented by a 2 × 128 matrix. The
specific process of each layer is as follows:

• Input layer: The input layer of the network needs to transform the original 2 × 128
matrix into a 128 × 2 matrix, so as to input it into the one-dimensional convolution
layer.

• The first 1D CNN layer: the first layer defines a filter (also called feature detector)
of height 4 (also called convolution kernel size). We defined eight filters. So we have
eight different features trained in the first layer of the network. The output of the first
neural network layer is a 128 × 8 matrix. Each column of the output matrix contains
the weight of a filter. When defining the kernel size and considering the length of the
input matrix, each filter will contain 72 weight values.

• Second 1D CNN layer: The output of the first CNN will be input into the second
CNN layer. We will define 16 different filters again on this network layer for training.
Following the same logic as the first layer, the output matrix is 128× 16 in size. Each
filter will contain 528 weight values.

• Third and fourth 1D CNN layers: To learn higher-level features, two additional 1D
CNN layers are used here. The output matrix after these two layers is a 128 × 64
matrix.

• Global average pooling layer: After passing four 1D CNN layers, we add a Glob-
alAveragePooling1D layer to prevent over-fitting. The difference between GlobalAv-
eragePooling and our average pooling is thatGlobalAveragePooling averages each
feature map internally.
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• Dropout layer: The Dropout layer randomly assigns zero weights to neurons in the
network. If we choose a ratio of 0.5, 50% of the neurons will be weighted to zero. By
doing this, the network is sensitive to small changes in data.

• The full connection layer is activated by Softmax: finally, after two full connection
layers, the number of filters is 256 and 8, respectively. After the global average pooling
layer, a vector with a length of 64 is obtained. After the full connection layer, the
probability of occurrence of each type in 8 modulation types is obtained.

Input
128×2

BPSK

QPSK

16QAM

64QAM

Cov1D :8
Size:4

ReLu

Cov1D :16
Size:4

Cov1D :32
Size:4

Cov1D :64
Size:4

ReLu

ReLu

ReLu

ReLu

So Max

Fig. 2. Module structure of one-dimensional convolutional neural network

3.2 Datesets and Implementation Process

The three RF radioML datasets are available here: https://www.deepsig.ai/datasets.
2016.04C and 2016.10A data sets contain 11 types of modulation schemes with SNR
ranging from −20 dB to 18 dB. Each data sample is an I/Q time series with 128-time
steps, and the modulation signal is stored as a 2× 128 I/Q vector. Data sets are simulated
in real channel defects (generated by GNU radio), and the detailed process of data set
generation can be found in O‘Shea et al.‘s paper [16]. There are eight digital modula-
tion classes (BPSK, QPSK, 8PSK, PAM4, QAM16, QAM64, GFSK, CPFSK) and three
analog modulation classes (WBFM, AM-DSB, AM-SSB).After a detailed exploration
of three data sets. We found defects in 2016.04C and 2018.01A data sets. 2016.04C
data sets were not normalized correctly. QAM16 and QAM64 occupied A larger range
in value than other modulation types, while 2016.10A data were within ±0.02 on both
axes.2018.01A contains 24 modulation types, but some of them are incorrectly marked.
In addition, the analog modulation of the three data sets is almost impossible to distin-
guish between the analog modulation because the voice recording is paused. Therefore,
digital modulation in 2016.10A dataset was selected for training and testing.

We divide the digital modulation data set in 2016.10A data set into training set
(67%), verification set (13%) and test set (20%). Due to the limitation of memory,
the batch size of time series data input is 512 and the training period is 200. In this
paper, Adam optimizer is used to optimize the network, and the initial learning rate is
set to 0.001. GPU environment of all programs is NVIDIA Quadro P4000.Other deep
learning models include CNN [4], Resnet [5] and CLDNN [17]. Table 1 compares the
performance and complexity of several indicators, including the number of parameters,
training time, overall classification accuracy and classification accuracy under different
signal-to-noise ratios.

https://www.deepsig.ai/datasets
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Table 1. Performance comparison under different models with different features

Model Feature Parameters Training
time

Classification
Accuracy
SNR (−20
db,18 db)

Classification
Accuracy
SNR (−10
db, 5 db)

Classification
Accuracy
SNR (6 db,18
db)

CNN IQ 2,665,816 115 55.76% 58.85% 82.69%

AP 2,665,816 114 55.39% 54.23% 87.20%

ResNet IQ 141,632 82 55.81% 59.26% 82.23%

AP 141,632 81 53.91% 50.90% 86.95%

CLDNN IQ 163,462 210 54.82% 58.46% 80.85%

AP 163,462 210 57.93% 56.94% 92.94%

OnedimCNN
(Ours)

IQ 29,632 29 58.39% 60.98% 87.59%

AP 29,632 28 60.46% 59.61% 95.49%

As shown in Table 1, compared with other benchmark models, the one-dimensional
convolutional network module is superior to other network models in all aspects of
indicators. Among the benchmark models, CLDNN performs best, with a classification
accuracy of 93% at a high SNR. Compared with CLDNN, the proposed one-dimensional
convolutional networkmodule hasmore obvious advantages, The classification accuracy
of the model is slightly 3% higher than that of CLDNN, but the parameters of the model
are only 1/5 of that of CLDNN. The classification accuracy within the whole SNR range
is shown in Fig. 3. As can be seen from Fig. 3, among all the models, the classification
accuracy of the A/P feature at high SNR is about 7.25% higher than that of the I/Q
feature, and I/Q data is more resistant than the A/P feature at low SNR. As seen from
the confusion matrix of OnedimCNN-IQ and OnedimCNN-AP, as shown in Fig. 4, the

Fig. 3. Classification accuracy of the time series model within the overall SNR range
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A/P feature is better than the I/Q feature to help the model distinguish between QAMs
and PSKs. OnedimCNN-AP can completely distinguish 8PSK fromQPSK, while QAM
still confuses. This shows that amplitude-phase time series are more prominent features
of modulation classification, but they are more susceptible to noise conditions.

Fig. 4. (a) OnedimCNN-IQ and (b) OnedimCNN-AP confusion matrices in the SNR range of
6db to 18db

3.3 Feature Fusion

Feature fusion is divided into two steps. Firstly, we apply probabilistic principal com-
ponent analysis to reduce the dimension of high-dimensional features extracted by one-
dimensional convolutionmodule. Then,we use themethod of sequence fusion for feature
fusion.Our one-dimensional convolution feature fusion networkmodel (FF-Onedimcnn)
is shown in Fig. 5 features are extracted from the two feature fusion networks through
two convolution modules. The input size of both components is 128 × 2, and ReLu is
selected as the activation function. In the one-dimensional convolutional feature fusion
network structure, after the features are extracted through Block1, the main parts of the
two segments are screened by combining the method of probabilistic principal compo-
nent analysis. Then the features are fused by sequence splicing. In addition, A/P data
after normalization increases the risk of overlap with the I/Q data. In order to prevent
network model fitting, we have two kinds of feature extraction of regularization is intro-
duced after the operation, L2 regularization to make the network more tend to use all the
input characteristics, rather than rely heavily on the input features in some small part. L2
penalizes smaller, more diffuse weight vectors, which encourages classifiers to eventu-
ally use features from all dimensions, rather than relying heavily on a few of them. We
introduce L2 regularization in the fully connected layer to improve the generalization
ability of the model and reduce the risk of overfitting.
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Fig. 5. Model structure of one-dimensional convolution feature fusion network

4 Experimental Results and Discussion

This section illustrates the effectiveness of the one-dimensional convolution feature
fusion network model through some comparative experiments. We still conduct training
and testing on the previous datasets, andfirst verifywhether the feature fusionmethod can
inherit the advantages of the two features. Secondly, we compared this model with the
latest automatic modulation classification algorithms based on deep learning, includ-
ing CNN-1 [4], CNN-2 [10], CLDNN-1 [10], CLDNN-2 [13], MCLDNN [18], and
PET-CGDNN [8]. The evaluation is also carried out from four aspects: the number
of parameters, training time, overall classification accuracy and classification accuracy
under different SNR, as shown in Table 2. Among the classification models mentioned
above, CLDNN-2 and MCLDNN both involve the idea of feature fusion. The model
proposed by us is comparable to the two models in accuracy, but our model is superior
in model complexity.

4.1 Classification Accuracy

As can be seen from Fig. 6, after the fusion of the two features, the classification accu-
racy of the one-dimensional convolution module proposed by us is consistent with that
of A single module on I/Q features at low SNR, and roughly the same as that of A
single module on A/P features at high SNR. We verify that the advantages of both can
be inherited by the method of feature fusion. In addition, the overall recognition rate is
10% better than Resnet’s A/P feature recognition rate, 5% better than the I/Q feature
recognition rate of individual modules, and 3% better than the A/P feature recognition
rate. Meanwhile, as shown in Fig. 6, the recognition rate of the FF-OnedimCNN model
proposed is significantly higher than that of other network models starting from -4dB.
When the SNR reaches 2 dB, the recognition rate of the model tends to be stable. The
average recognition accuracy from 6 dB to 18 dB reaches 94.95%, which is almost
equal to the recognition rate of the A/P feature of A single module. It can also be seen
from Table 2 that, compared with other network models, the FF-OnedimCNN model
proposed by us has the highest classification accuracy in terms of both overall classi-
fication accuracy and high SNR classification accuracy. Figure 7 shows the confusion
matrices of the FF-OnedimCNNmodel under different SNR. For the confusionmatrices,
each row represents the real modulation type, and each column represents the predicted
modulation type. From the confusion matrices from −20 dB to 18 dB, the confusion
mainly focuses on the classification of 8PSK and QPSK, 16QAM and 64QAM. From
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the second section, we know that there are two reasons for the significant classification
error. The first one is influenced by the channel. To simulate the real scene, the chan-
nel has interfered with frequency offset, center frequency offset, selective fading and
Gaussian white noise. Second, they have overlapping constellation points, which leads
to the decline of recognition rate. However, according to the confusion matrix from 6 dB
to 18 dB, the FF-OnedimCNN model proposed can completely distinguish 8PSK from
QPSK, and 16QAM and 64QAM are also greatly improved.

4.2 Computational Complexity

In order to better deploy themodel to edge devices, we should consider not only the accu-
racy of the model, but also the complexity of the model. The most intuitive evaluation
criteria for model complexity are the training parameters and training time of the model,
as shown in Table 2. The training parameters of CNN-2 and PET-CGDNN are similar to
those of the FF-OnedimCNN model, among which PET-CGDNN has the least training
parameters. However, from the perspective of training time, The training time of FF-
OnedimCNNmodel was only 1/3 of that of PET-CGDNN. The sum ofmodel parameters
of CNN-2 is almost equal to that of the FF-OnedimCNNmodel, from the perspective of
accuracy, the FF-OnedimCNN model proposed by us has a higher classification accu-
racy. In addition, both CLDNN-2 and MCLDNN adopt the idea of feature fusion. Both
combine two network models of convolutional neural network (CNN) and long and
short-term memory (LSTM) for classification. In terms of classification accuracy, the
two models both reach more than 92% at high SNR, indicating that multi-feature fusion
is better than single-feature fusion. However, from the perspective of training parame-
ters, the training parameters of the twomodels increased more than seven times than that
of the FF-OnedimCNNmodel. At the same time, we also found that the LSTM network
would increase the training time of the network. In summary, we can conclude that the

Table 2. Performance comparison under different models

Model Parameters Training
time

Classification
Accuracy SNR
(−20 db, 18
db)

Classification
Accuracy SNR
(−10 db, 5 db)

Classification
Accuracy SNR
(6 db, 18 db)

CNN-1 2,665,816 115 55.76% 58.85% 82.69%

CNN-2 73,588 40 57.89% 60.22% 86.38%

CLDNN-1 97,864 368 58.77% 62.20% 86.57%

CLDNN-2 557,212 668 62.38% 65.64% 93.37%

MCLDNN 405,812 523 58.44% 56.93% 92.96%

PET-CGDNN 71,484 210 56.66% 60.60% 83.13%

FF-OnedimCNN
(Ours)

73,176 71 63.40% 67.10% 94.95%
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FF-OnedimCNN model proposed has more significant advantages in both accuracy and
complexity, and has more potential in future model deployment.

Fig. 6. Comparison between the proposedmethod and deep learning basedmethod under different
SNR

Fig. 7. Confusion matrices for the proposed method at different SNRs. (a) SNR range of−20 db
to 18 db; (b) SNR range of −10 db to 5 db; (c) SNR range of 6 db to 18 db
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5 Conclusions

In this article, we first proposed a lightweight one-dimensional convolutional neural
network module. We compared the modules and other network model in the I/Q perfor-
mance features and A/P, we found that the A/P characteristics under high signal to noise
ratio of classification accuracy are about 7.25% higher than the I/Q characteristics, I/Q
data under low SNR more resistance than A/P characteristics, We conclude that the I/Q
feature and A/P feature can complement each other at high and low SNR. Therefore,
a one-dimensional convolution feature fusion network structure (FF-OnedimCNN) is
proposed by using one-dimensional convolution neural module combined with proba-
bilistic principal component analysis (PPCA) to fuse the two features. We discuss the
validity of the proposed model from two aspects of classification accuracy and com-
plexity. Experimental results show that compared with the newly proposed network
model for automatic modulation classification, our model has obvious advantages in
both classification accuracy and complexity.
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Abstract. In order to solve the problem that the output damping force of mag-
netorheological Damper is not large enough and the adjustable range is small, a
bypass magnetorheological Damper is designed in this paper. The Valve is con-
nected in a hydraulic cylinderwith pipes to forma controllablemagnetorheological
Damper device. Two structures are designed by adding non-magnetic materials to
the structure so that the magnetic field lines pass vertically through the damping
gap as much as possible. One is to use two coils and add a non-magnetic mate-
rial above the coil, and the other is to use only one coil and add a non-magnetic
material above the coil. The finite element method is used to simulate and analyze
the parameters of two structures which affect the damping performance, and the
results are discussed. The results show that more magnetic force lines can pass
through the damping channel vertically by adding non-magnetic material to the
structure, which can increase the damping force and adjustable coefficient.

Keywords: Magnetorheological damper · Single coil · Double coil · The finite
element

1 Introduction

Magnetorheological fluid (MRF) is a new kind of intelligent material, which is generally
composed of magnetizable particles at micron or nanometer scale, carrier fluid and
additives. When there is no external magnetic field, the Magnetorheological Fluid is a
fluid with good fluidity. When magnetic field is applied, the Magnetorheological Fluid
can be converted into a viscoelastic solid in millisecond level, and the yield shear stress
increases with the increase of magnetic field intensity until saturation. Moreover, the
transformation process of Magnetorheological Fluid and solid is controllable, rapid and
reversible. Magnetorheological damper has excellent dynamic characteristics of fast
response and low power consumption, and has outstanding functions in semi-active
vibration control [1].

Mazlan improved its performance by designing its structure and extending the path
length of the magnetorheological damper [2]. Hu and Liu studied the dual-coil mag-
netorheological damper, built a model to study its performance by studying different
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piston configurations, and optimized it by using Ansys parameter language to obtain the
best damping performance [3]. Kim and Park proposed a new type of adjustable damper
and analyzed its damping force characteristics by studying four cylinders with different
shapes [4]. Nie and Xin analyzed the performance of the Magnetorheological Damper
with different piston configurations, and optimized its structural parameters by combin-
ing particle swarm optimization and finite element method [5]. The magnetorheological
damper designed by Wang and Chen can improve its performance under a certain vol-
ume [6]. Choi et al. [7] designed a new magnetorheological damper and installed the
serpentine valve on the bypass channel of the damper, but in order to reduce the volume,
the installation position was consistent with the cylinder shaft. Liu and Gao [8] verified
the advantages of multi-slot dampers through experiments, which have large damping
force and adjustable range, and can further improve their performance by increasing the
number of multi-slots.

2 Theoretical Formula and Structural Design

2.1 Theoretical Formula

According to Bingham model, when the magnetorheological fluid flows through the
damping gap with volume Q, the pressure difference at both ends is:

�P = 12ηLQ

bh3
+ CLTy

h
(1)

Q = APV (2)

The damping force in flow mode is:

F = �PAP = 12ηLA2
PV

bh3
+ CLTy

h
AP (3)

Adjustable coefficient:

β = bh2Ty
4ηApV

(4)

AP Is the effective area of the piston, Q is the flow rate, V is the movement speed of the
piston, η is the viscosity, L is the length, h is the radial height of the damping hole, D is
the inner diameter of the cylinder, C is 2–3.b = πD.

2.2 Structural Design

To a preliminary magnetorheological damping hydraulic design, first of all, based on
maximum damping force to calculate the diameter of the piston rod, according to the
inner diameter and the relationship between the piston rod diameter, estimate the cylinder
inner diameter and thickness of the cylinder block, cylinder diameter, according to the
material maximum pressure and the allowable stress at work, calculate the thickness at
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the bottom of the end cover of magnetorheological damper. The smaller the damping
clearance, the greater the damping force, but too small damping clearance may lead to
plugging phenomenon, temporarily set the damping clearance as 1 mm, the piston rod
line is temporarily set as plus or minus 50, hydraulic cylinder specific parameters are
shown in the following Table 1.

Table 1. Parameter table

Piston rod diameter (mm) 16

Cylinder inner diameter (mm)
Outer diameter of cylinder (mm)
Cylinder thickness (mm)
End cap thickness (mm)
Damping gap (mm)

40
60
10
10
1

Stroke (mm) ±50

By adding non-conductive materials, more magnetic field lines can pass vertically
through the damping channel. The structure and parameters of the two structures are
shown in the figure below (Figs. 1 and 2).

Fig. 1. The structure of the double coil is shown
in this figure

Fig. 2. The structure of the single coil is
shown in this figure

It can be deduced from the previous formula:
There are eight hysteresis drops in the first configuration (Table 2)

P1 = 2 ∗ T1 ∗ YC

JXJX
(5)

P2 = 2 ∗ T2 ∗ (GCJJ2 − WCGK2) ∗ 0.5

JXJX
(6)

P3 = 2 ∗ T3 ∗ (GCJJ2 − WCGK2) ∗ 0.5

JXJX
(7)

P4 = 2 ∗ T4 ∗ (0.5 ∗ XQJJ )

JXJX
(8)
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Table 2. Size parameters

Double coil The Size (mm) Single coil Size(mm)

WC1 12 WC 32

HC1 6 HC 6

WC2 12 R2 6

HC2 6 ZC 4

R2 6 YC 4

ZC 4 GCC 3

YC 4 K1 2

XQJJ 8 K2 2

GCC 3 K3 2

K1 2 WGCK1 2

K2 2 WGCK2 2

K3 2 R1 15

K4 2 JXJX 1

WGCK1 2 D 5

WGCK2 2 R3 21

R1 15 GCJJ1 13

JXJX 1 GCJJ2 13

D 5 GCJJ3 13

R3 21

GCJJ1 8

GCJJ2 8

GCJJ3 18

P5 = 2 ∗ T5 ∗ (0.5 ∗ XQJJ )

JXJX
(9)

P6 = 2 ∗ T6 ∗ (GCJJ1 − WGCK1) ∗ 0.5

JXJX
(10)

P7 = 2 ∗ T7 ∗ (GCJJ1 − WGCK1) ∗ 0.5

JXJX
(11)

P8 = 2 ∗ T8 ∗ YC

JXJX
(12)

Viscous pressure drop

P0 = 12Qη ∗ (ZC + WC1 + XQJJ + WC2 + YC)

π ∗ JXJX ∗ JXJX ∗ JXJX ∗ 2 ∗ R1
(13)
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The total pressure drop of the first structure is.

P = P0 + P1 + P2 + P3 + P4 + P5 + P6 + P7 + P8 (14)

There are six hysteresis drops in the first configuration

P1 = 2 ∗ T1 ∗ YC

JXJX
(15)

P2 = 2 ∗ T2 ∗ (GCJJ2 − WGCK2) ∗ 0.5

JXJX
(16)

P3 = 2 ∗ T3 ∗ (GCJJ2 − WGCK2) ∗ 0.5

JXJX
(17)

P4 = 2 ∗ T4 ∗ (GCJJ1 − WGCK1) ∗ 0.5

JXJX
(18)

P5 = 2 ∗ T5 ∗ (GCJJ1 − WGCK1) ∗ 0.5

JXJX
(19)

P6 = 2 ∗ T6 ∗ ZC

JXJX
(20)

Viscous pressure drop

P0 = 12Qη ∗ (ZC + WC + YC)

π ∗ JXJX ∗ JXJX ∗ JXJX ∗ 2 ∗ R1
(21)

The pressure drop of the second structure is.

P = P0 + P1 + P2 + P3 + P4 + P5 + P6 (22)

3 Finite Element Analysis

3.1 Model Diagram and Magnetic Field Line Distribution Diagram of the Two
Structures

Two kinds of structure modeling in ANSYS, give material properties respectively and
then the simulation, observe two lines of magnetic force distribution of the structure,
it can be seen that due to the structure by adding non-magnetic materials, and then
make more lines of magnetic force can be vertically through the damping clearance,
two-dimensional model diagram and the lines of magnetic force distribution as shown
in the figure below (Figs. 3, 4, 5 and 6).
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Fig. 3. Double coil as shown in this figure Fig. 4. Single coil as shown in this figure

Fig. 5. Double coil as shown in this figure Fig. 6. Single coil as shown in this figure

3.2 Influence of Each Parameter on Magnetic Flux Density

Influence of Radial Damping Clearance. As can be seen from thefigure, themagnetic
induction intensity increases with the decrease of the damping gap. As the gap becomes
smaller, the magnetic resistance becomes smaller. As the total magnetic flux remains
unchanged, the magnetic induction intensity increases. The output damping force is the
sum of viscous damping force and hysteresis damping force, and the viscous damping
force is inversely proportional to the third power of the gap. The controllable damping
force is also inversely proportional to the size of the gap, so it decreases with the increase
of the gap. When the clearance increases, the decrease of controllable damping force
is much smaller than that of viscous damping force, resulting in a rapid increase of
adjustable ratio (Figs. 7 and 8).

Influence of Current Size. By the figure can be seen when the current increases, the
magnetic induction intensity is increasing, this is because the increase in the current
process, other relevant size remains the same, lead to reluctance has not changed, this
is increase current, equivalent to increase magnetic flux, magnetic induction intensity
increasing, further influence the shear stress, leading to large damping force. The increase
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Fig. 7. Double coil as shown in this figure Fig. 8. Single coil as shown in this figure

of hysteresis drop indirectly leads to the increase of adjustable coefficient (Figs. 9 and
10).

Fig. 9. Double coil as shown in this figure Fig. 10. Single coil as shown in this figure

Influence of Coil Turns. By the figure can be seen when the coil number of turns
increases, the magnetic induction intensity is increasing, it is because the increase in the
number of turns in the process, other relevant size remains the same, lead to reluctance
has not changed, then increase the coil number of turns, equivalent to increase magnetic
flux, magnetic induction intensity increasing, further influence the shear stress, leading
to large damping force. The increase of hysteresis drop indirectly leads to the increase
of adjustable coefficient (Figs. 11 and 12).

The Influence of the Width of the Magnetic Isolation Ring above the Coil. It can
be seen from the figure that when the width of the magnetic isolation ring on the coil
increases, the magnetic flux density decreases. This is because the increase of the width
indirectly leads to the shortening of the vertical passage length of the magnetic field line,
and ultimately reduces the hysteresis drop. When the hysteresis drop becomes smaller,
the output damping force becomes smaller and the adjustable coefficient decreases
(Figs. 13 and 14).
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Fig. 11. Double coil as shown in this figure Fig. 12. Single coil as shown in this figure

Fig. 13. Double coil as shown in this figure Fig. 14. Single coil as shown in this figure

3.3 Influence of Each Parameter on Damping Performance

Influence of Radial Damping Clearance. As the radial clearance increases from1mm
to 2.5 mm, the effect on the output damping force and adjustable coefficient is shown
below (Figs. 15 and 16).

Fig. 15. Double coil as shown in this figure Fig. 16. Single coil as shown in this figure

When the radial clearance increases, the damping force decreases, because when
the radial clearance increases, the pressure drop decreases, and then the damping force
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decreases. The adjustable coefficient increases with the increase of the radial clearance.
This is because the increase of the radial clearance will lead to the decrease of the
viscous pressure drop, and the hysteresis pressure drop also decreases with the increase
of the clearance, but the decrease speed is smaller than the viscous pressure drop, so
the adjustable coefficient becomes larger. It can also be seen from the figure that the
damping force and adjustable coefficient of a single coil are larger than those of a double
coil, possibly because the magnetic flux density along the path of a single coil is more
evenly distributed than that of a double coil, and part of the two coils in a double coil
will cancel out.

Influence of Current Size. As the current increases from 1A to 2.5a, the effect on the
output damping force and adjustable coefficient is shown in the figure below (Figs. 17
and 18).

Fig. 17. Double coil as shown in this figure Fig. 18. Single coil as shown in this figure

It can be seen from the figure that when the current increases, the output damping
force and the adjustable coefficient are increasing. This is because when the current
increases, the magnetic resistance does not change, which causes the magnetic flux
to increase, the magnetic induction intensity increases, and the magnetic The stagnant
pressure drop increases, and the viscous pressure drop is constant at this time, so the
overall pressure drop increases, the damping force becomes larger, and the adjustable
coefficient becomes larger. It can also be seen from the figure that the damping force
and adjustable coefficient of the single coil are larger than that of the double coil, which
may be due to the offset between the two coils in the double coil.

Influence of Coil Turns. When the number of turns of the coil increases from 200N to
500N, the influence on the output damping force and adjustable coefficient is shown in
the figure below (Figs. 19 and 20).

As can be seen from the figure, when the number of turns of the coil increases,
both the output damping force and the adjustable coefficient increase. This is because
when the number of turns of the coil increases, the hysteresis pressure drop also increases
indirectly. At this time, the viscous pressure drop is constant, so the adjustable coefficient
increases. It can also be seen from the figure that the damping force and adjustable
coefficient of a single coil are larger than that of a double coil, possibly because the two
coils in a double coil will cancel out part of the middle.
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Fig. 19. Double coil as shown in this figure Fig. 20. Single coil as shown in this figure

Influence of the Width of the Magnetic Isolation Ring above the Coil.
When the width of the width of the magnetic isolation ring above the coil increases
from 2 mm to 3.5 mm, the effect on the output damping force and adjustable coefficient
is shown in the figure below (Figs. 21 and 22).

Fig. 21. Double coil as shown in this figure Fig. 22. Single coil as shown in this figure

It can be seen from the figure that when the width of the magnetic isolation ring
increases, the output damping force and the adjustable coefficient are both reduced.
This is because when the width of the magnetic isolation ring increases, the length of
the magnetic field lines passing through vertically decreases indirectly. This causes the
hysteresis pressure drop to decrease. At this time, the viscous pressure drop is certain, so
the adjustable coefficient becomes smaller. Due to the decrease of the hysteresis voltage
drop, the output damping force is indirectly reduced. It can also be seen from the figure
that the damping force and adjustable coefficient of the single coil are larger than that of
the double coil, which may be due to the fact that the magnetic flux density on the path
of the single coil is more uniform than that of the double coil, and the double coil Part
of the two coils in the middle will cancel out.

4 Conclusion

Based on hydraulic design, two kinds of structures of magnetorheological damper are
designed, and the finite element analysis is carried out on the relevant parameters that
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affect the damping performance. Through the analysis, the influence of each parameter
on the damping performance is studied. The following conclusions are drawn:

1) As the gap increases, the damping force of themagnetorheological damper decreases
and the adjustable coefficient increases.

2) When increasing the number of coil turns and current, both the damping force and
the adjustable coefficient of the magnetorheological damper increase.

3) When the width of the magnetic isolation ring increases, the damping force and the
adjustable coefficient of the magnetorheological damper decrease.

4) In the same volume, the damping performance of the single coil is better than that
of the double coil when keeping the current and the number of turns of the coil the
same.
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Abstract. Image caption is wildly considered in the application ofmachine learn-
ing. Its purpose is describing one given picture into text accurately. Currently, it
uses the Encoder-Decoder architecture from deep learning. To further increase
the semantic transmitted after distillation by feature representation, this paper
proposes a knowledge distillation framework to increase the results of the teacher
section, extracting features by different semantic levels from different fields of
view, and the loss function adopts the method of label normalization. Handle
unmatched image-sentence pairs. In order to achieve the purpose of a more effi-
cient process. Experimental results prove that this knowledge distillation architec-
ture can strengthen the semantic information transmitted after distillation in the
feature representation, achieve a more efficient training model on less data, and
obtain a higher accuracy rate.

Keywords: Image captioning · Knowledge distillation · Encoder-decoder ·
CNN-LSTM

1 Introduction

Image Captioning is very useful in the field of big data and a great advance for computers
to quickly extract information from images. In addition, Image captioning actually gen-
erates a comprehensive and smooth descriptive sentence automatically by the computer
based on the content of the Image. For example, the user searches for the desired items
through a paragraph, or find a paper or article source through a picture, multi-object
recognition in images or videos, automatic semantic annotation of medical images,
object recognition in automatic driving and so on.

The original image captioning technology is mainly derived from machine learning
algorithms. For example, after extracting image operators and using classifiers to obtain
targets, the target and attributes are used to generate captions. In recent years, it has many
kinds of methods in the model [1]: one of them is statistical method to have features with
NN model based on encode decode. HAF model is the baseline based on RL [2]. In a
generating caption, REN for CIDEr by assigning different weights to each of importance
and its weight is word-level. It is proposed to use the language model as a large label
space to complete image caption [3], and it also includes using the Attention area to
generate words. But there is a problem of attention drift.
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This paper proposes a knowledgedistillation architecture to increase our performance
of an autoregressive teacher model with good generalization performance. The purpose
is to provide more data for training as a reference, and introduce more unlabeled data
to achieve soft target and true value as much as possible correspond. Comparing this
method with two Encoder-Decoder architectures, the results implied that the model has
certain improvements in calculation accuracy.

The rest of this paper includes: The second part is an overview of Image Caption; the
third part is an introduction to the Encoder-Decoder architecture; the fourth part is the
proposed knowledge distillation structure; the fifth part is the experiments and results,
and finally is the summary.

2 Overview of Image Caption

Image caption is the automatic generation of image descriptions by human’s language,
which has attracted more and more attention in the AI industry. Image captioning can
be said to be a huge challenge for the core problem of CV, because image understanding
is much more difficult than image classification. It requires not only CV technology,
but also natural language processing technology to generate meaningful language for
images [4].

Fig. 1. ASG2Caption model [7].

A novel ASG2Caption model [5] was proposed and shown in Fig. 1, which is
able to recognize the graph structure. They let encoder to encode basic information
with embedding and then propose a role-aware graph encoder, which contains a role-
aware node embedding to distinguish node intentions byMR-GCN. The attention model
with CNN over images and LSTM sentences was proposed with three stimulus-driven:
Color/Dimension/Location. The CNN-LSTMmodel combining with the attention prin-
ciple was considered in paper [6]. The image caption generation with an LSTM was
proposed by Verma [7]. The paper [8] propose a lightweight Bifurcate-CNN.

3 Encoder-Decoder Architecture

According to the output and input sequence, in order to serve different application fields,
different numbers of RNNs are designed into a variety of different structures. Encoder-
Decoder is one of themost important structures in the current AI industry. Since the input



914 M. Li

and output of the sequence conversion model are variable in length, in order to deal with
this type of input and output, the researcher designed a structure consisting of two main
parts: the first is the encoder, which is the other to the content. A representation, which
is used to output a feature vector network, using a variable-length sequence as input and
converting it into a coded state with a fixed shape. The second is a decoder with the
same network structure as the encoder but in the opposite direction, which maps a fixed-
shape encoding state to a variable-length sequence. An encoder-decoder architecture
was employed for captions generation [9]. Seq2Seq can overcome the shortcomings of
RNN. For example, applications such as machine translation and chatbot need to achieve
direct conversion from one sequence to another. The problem with RNN is that the size
of the input and output is mandatory, and the Seq2Seq model does not need to have these
restrictions, so the length of the input and output is variable for any occasions.

The encoder-decoder based on fusion methods can be adopted to finish subtitle text
task [10]. In the post extraction part, use theVGG16+ Faster R-CNN framework and use
the fusion method to train BLSTM. Gated Recurrent Unit is used for effective sentence
generation [11].When the time interval is too large or too small, the gradient of the RNN
is more likely to decay or explode. Although deleting gradients can cope with gradient
explosions, it cannot solve the difficulty of gradient attenuation. The root cause of RNN’s
difficulty in practical applications is that RNNs always have gradient attenuation for
problems with large processing time distances. LSTM allows RNN to selectively forget
some past information through gating, with the purpose of establishing a more global
model for long-term conditions and relationships, and retaining useful past memories.
GRU believes that it is necessary to further reduce the disappearance of gradients while
retaining the advantages of long-term sequences.

4 Knowledge Distillation Structure

Conceptual Captions is a data set proposed in the paper [12]. Compared with the classic
COCO data set, Conceptual Captions contains more images, image styles and image
annotation content. The method of obtaining Conceptual Captions is to extract and filter
the target information content on the internet web page, such as image data, images
Image captions and other related information are used as search and filtering tools.

Fig. 2. The different knowledge distillation [13].
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Fig. 3. The proposed knowledge distillation structure.

Like all other artificial intelligence methods, image caption mainly relies onmultiple
layers of deep neural networks, which introduces high computational costs. How to
reduce this high computational cost, consider migrating the large-scale model used to
describe large-scale knowledge to the small-scale model. The former is regarded as a
teacher and the latter as a student [13, 14], as shown in Fig. 2. The problem that needs
to be solved is to determine to integrate certain knowledge into the teacher model and
transfer it, and also to solve the problem of the transfer process. This method is called
knowledge distillation. The main principle is to map the core knowledge as the learning
goal. What needs to be retained in the latter small-size model is the output layer of the
previous larger-size model.

For further improving the semantic transmitted after distillation in the feature rep-
resentation, this paper proposed one knowledge distillation architecture to increase the
results of the autoregressive teacher model with good generalization performance, as
shown in Fig. 3. The teacher model and student model use a network structure similar
to U-net, which is conducive to training the model with higher efficiency on less data,
and can achieve features to obtain higher results. Meanwhile, in the loss section, the
label normalization method is used to deal with the unmatched image-sentence pairs. To
achieve the purpose of more efficient distillation process. In addition, you can also pro-
vide more data for training as a reference, and introduce more unlabeled data to achieve
the soft target and the ground truth as much as possible.

5 Experimental Results

To analysis and compare some results of the structure proposed in our paper, we selected
a part of the data based onMicrosoft COCOCaption and Flickr8K. Each image includes
five corresponding sentence. All Backbone and Detector adopt VGG16. The multiple
descriptions of the image are independent of each other and use different grammars.
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These descriptions describe different aspects of the same image, or simply use different
grammars [15].

Fig. 4. The comparison of BLEU scores for five models.

In our evaluation process, BLEU is generally used as the evaluation index. BLEU
calculates the number of matches between each candidate and ground truth by compar-
ing the n-gram matches between the two. The more matches, the better the candidate
gets. Figure 4 shows the test results of BLEU1–BLEU4 with five different ways. These
results show that the feature extraction of different semantic levels of images has a good
impact on increasing the results of image subtitles. When information is entered into
the frame in different ways, such as LSTM and Attention LSTM, it may also affect the
results. Comparing the method proposed in this paper with the Attention LSTM and
Encoder-Decoder algorithms, the experimental results show that this knowledge distil-
lation architecture can strengthen the semantic information transmitted after distillation
in the feature representation, and achieve higher efficiency training models on less data
to obtain a higher accuracy rate.

6 Conclusions

Image captioning technology is the comprehensive technology of image generation and
description in real life. The recent image captioning is primary belong to theDNNEncode
Decode architecture. The teacher-student knowledge distillation framework proposed in
this paper can train themodelwith higher efficiency on less data, and can achieve features
of different levels in different fields to increase the indicator of a teacher model with
good generalization performance. The next step will be to study how to improve the
mapping capabilities of multimodal spaces.
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Abstract. Medical images provide information that can be used to detect and
diagnose a variety of diseases and abnormalities. Because cardiovascular disorders
are the primary cause of death and cancer is the second, good early identification
can aid in the reduction of cancer mortality rates. There are different medical
imaging modalities that the radiologists use in order to study the organ or tissue
structure. The significance of each imagingmodality is changing depending on the
medical field. The goal of this research is to give a review that shows newmachine
learning applications formedical image processing and gives a review of the field’s
progress. The classification of medical photographs of various sections of the
human body is the focus of this review. Additional information on methodology
developed using various machine learning algorithms to aid in the classification
of tumors, non-tumors, and other dense masses is available. It begins with an
introduction of several medical imaging modalities, followed by a discussion of
various machine learning algorithms to segmentation and feature extraction.

Keywords: Machine learning · Feature extraction · Segmentation · Cancer
classification · Image processing · Histopathological images · HI ·Magnetic
resonance imaging (MRI) ·Mammogram images · Supervised ML ·
Unsupervised ML

1 Introduction

Medical imagingmakes use of emerging technology to improve people’s health and qual-
ity of life. Computer-assisted diagnostic (CAD) systems in medicine are a good exam-
ple. Scientists are increasingly usingX-rays,magnetic resonance imaging (MRI), cardiac
magnetic resonance imaging (CMRI), computed tomography (CT), Mammography, and
histopathology images (HIs).

Despite major breakthroughs in diagnosis and medical treatment, cardiovascular
diseases (CVDs) remain the leading cause of death worldwide. According to a World
Health Organization report, there were 17.9 million deaths attributed to CVDs in 2016.
Cancer is another disease with a high mortality rate, with 9 million deaths. Both devel-
oped and developing countries are affected by cancer. Because of the increase in risk
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factors and late detection of diseases, death rates in low and middle-income nations are
high. The early and precise detection of tumors and CVDs is the key point of treatment
and diagnostic decision making [1, 2].

Prior diagnostic data should be reviewed then valuable information from previ-
ous data is obtained. Artificial intelligence (AI) applications in medical imaging have
advanced exponentially in recent years as a result of technological advancements and
increased computer capacity. In the image-based diagnosis procedure, machine learning
(ML) is applied. It depends on previous clinical models through explicit programming
identification of complex imaging data patterns. As ML technique ingest training data,
it is then possible to produce more precise models depending on those training pat-
terns. Existing review declares the incremental value of image-based diagnosis using
ML methods [3, 4].

1.1 Medical Imaging

Rapid tumor detection and diagnosis using image processing andmachine learning tech-
niques can now be an important tool in increasing cancer diagnostic accuracy. Medical
imaging is used for clinical diagnosis, therapy, and identifying problems in various body
parts.

The goal of a medical imaging the purpose of this research is to establish the location
and scale of the project, and features of the tissue or organ in question. This classification
is thought to be a good technique to get useful information out of a vast volume of data.
As a result, some scientists have focused their efforts in creating and interpretingmedical
images in order to diagnose the vast majority of diseases. As a result, medical images
aid in illness identification, the detection of pathogenic abnormalities and the treatment
of patients in a clinical setting.

The techniques and methods used to acquire images of various parts of the human
body for diagnostic purposes are referred to as medical imaging. Different radiological
imaging techniques are included in medical imaging such as:

X-Ray. The brighter areas on the X-ray are solid tissues, while the darker areas include
air or normal tissues. On an X-ray film of the chest, for example, Many organs that
separate the chest cavity from the abdominal cavity, such as the heart, ribs, thoracic
spine, and diaphragm, are readily visible. This can be used in lung infection detection
[5].

CT/CMRI. Significant aspects of the bodily organ, such as shape and size, must be
understood in order to categorize the various disorders. Image processing tools such as
CT or CMRI are used to develop the diagnosis of cardiac disease. This can be used in
CVDs diagnosis [6–8].

Mammography. Mammography is regarded as the simplest approach for early breast
cancer diagnosis, using only a small amount of radiation. It aids radio-graphic Breast
cancer examination to detect any growth or lump in the early stages, even before it
becomes obvious to the doctor or thewomanherself, and that these rays are not dangerous
if used at yearly intervals, as recommended by the National Guidelines for early breast
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cancer diagnosis. The onlymethod that has been proved to be effective in reducing breast
cancer mortality by detecting the disease early on is mammography. Mammography is
the most successful approach for early detection of breast cancer, despite the fact that it
cannot prevent cancer [2, 9].

Histopathological Images (HI). Despite fast developments in medical field research,
the gold standard for tumor identification remains histology. HI is a type of medical
imaging in which tissues from microscopy biopsies are shown. The pathologists can
use these images to study tissues characteristics in a cell basis. Because HIs contain
complicated geometric shapes and textures, they can be utilized to identify, monitor, and
treat cancer in various organs such as the breast, lung, liver, lymph nodes, and so on…
[10, 11].

1.2 Motivation

The purpose of this study is to show radiologists how to use machine learning techniques
to enhance the rate of rapid and accurate cancer detection and CVD diagnosis and
categorization. This research seeks to provide a review of novel applications of machine
learning for the analysis of medical pictures, as well as an overview of progress in this
field. This paper focuses on segmentation and feature extraction in multi-modal medical
images of various areas of the human body that have lately been employed.

1.3 Paper Structure

The following is a breakdown of the paper’s structure. Section 2 presents a taxonomy
for categorizing medical image analysis machine learning algorithms. Section 3 dis-
plays several supervised segmentation methodologies as well as supervised ML that
was used for the segmentation methods. Section 4 introduces unsupervised machine
learning (ML), which is used for segmentation, and then displays various unsupervised
segmentation algorithms that aim to find essential structures in medical images, which
may aid diagnosis. The feature extraction methods used to describe HIs for further cat-
egorization using ML are presented in Sect. 5. Finally, in Sect. 6, the conclusions are
stated.

2 Machine Learning

Machine learning (ML) is a type of data analysis that automates the generation of ana-
lytical system models. It’s a subset of AI that governs how a machine learns from data,
recognizes patterns, and makes decisions with little or no human assistance. ML is used
to provide a pathological diagnosis of malignancy in a variety of tissues and organs
(breast, prostate, skin, brain, bones, liver, and others). Machine learning methods have
been widely used in segmentation, feature extraction, and classification [12].

Unsupervised and supervisedmachine learningmethods are the two types ofmachine
learning methods. Unsupervised learning organizes and interprets data based solely on
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input data, whereas supervised learning (classification and regression) creates prediction
models based on both input and output data (clustering).

ML Medical analysis methods can be classified as illustrated in Fig. 1. Typically,
pathology specialists are interested in tissue regions that are related to the condition
being identified. The goal of medical segmentation is to Label pixels with the structure
that they could represent.

Fig. 1. ML for medical images analysis

Nucleus structure identification, for example, can be used to extract morphological
information like the number of nuclei per region, their size, and format, which can be
particularly useful in evaluating a tumor’s diagnosis. Several segmentation methods are
based on supervised or unsupervised machine learning techniques.

3 Supervised ML for Segmentation

Support vector machine (SVM), genetic algorithm (GA), decision trees (DT), regres-
sion trees (RT), and k-nearest neighbors algorithm are some of the supervised machine
learning algorithms used for segmentation (k-NN).

SVMs are a type of learning machine that can recognize patterns and predict time
series, among other things. The support vectors of selected samples map samples into
feature space, and the greatest margin hyperplane separates feature vectors [12, 13].

GA is a search-based optimization technique depends on the idea of genetics and
natural selection. Optimal or near-optimal solutions to complicated problems are found
while the typical solution will consume a very long time to find out. GA searches a space
of potential solutions to find one which solves the problem [14].

One of the predictive modelling methods is DT. DTmoves from observations, which
are represented the tree’s branches lead to inferences about the target value, which the
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tree’s leaves reflect. Classification trees are DT when the target variable is a discrete set
of values. Class labels are the leaves in these tree structures, and feature combinations
that lead to those class labels are the branches. When the target variable is a set of
continuous values, such as real numbers, RT is DT [15].

A non-parametric classification method is the K-NN classification method. Data cat-
egorization and regression are both done with it. The k closest training samples from the
data set are used as the input in all cases. Depending on themode (classification or regres-
sion), the output changes. The outcome of k-NN classification is a class membership.
The most common class of its neighbours is used to name an object based on a majority
vote of its neighbours. The algorithm determines the value of a property for an object in
k-NN regression. This property’s value is the average of its k closest neighbours’ values
[12, 16].

The supervised segmentation algorithms are shown in Table 1 along with the ML
methods they employ.

Table 1. Supervised segmentation approaches using different machine learning methods

4 Unsupervised Ml Segmentation

Unsupervised machine learning (ML) segmentation should discover patterns from
untagged data and can be divided into several types, such as k-means, general vector
machine (GVM), mean shift, and thresholding. The k-means technique is an unsuper-
vised machine learning clustering approach that has been used to segment pixel regions.
The K-means technique, which is an unsupervised clustering method, is used to separate
the item from the background. It divides the input data into K-clusters, or groupings,
based on the K-centroids. When unlabeled data, i.e. data with no established categories
or groupings, the method is employed. The purpose is to locate specific groups based
on some form of data similarity, with K being the number of groups [12].
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The GVM is used to replace the SVM, which are support vectors of selected samples
separated by the greatest margin hyper-plane. The support vectors are substituted by
general project vectors chosen from the normal vector space, and the general vectors
are found using the Monte Carlo (MC) process. GVM improves the capacity to extract
features [26].

When a set of data points is given, the mean shift approach labels each data point
towards the nearest cluster centroid iteratively, with the direction to the closest cluster
centroid defined by where the majority of the neighbor points are. Each iteration brings
each data point gets closer to the cluster centre, which contains the most data points.
Each point is assigned to a cluster when the algorithm finishes [27, 28].

Decision scores, which are the output of the decision function that is used to produce
the prediction, are employed in the thresholding approach. The best score from the
output of the decision function can be chosen as the value of the decision threshold All
decision score values less than this decision threshold value are considered negative, and
all decision score values more than this decision threshold value are considered positive
[29].

Table 2 depicts the unsupervised segmentationmethodologies as well as themachine
learning methods employed.

Table 2. Unsupervised segmentation approaches using different machine learning methods

5 Feature Extraction ML

Before doing classification, some methods rely on feature extraction from raw data.
Feature extraction methods aim to reduce the granularity of the input and highlight
relevant information related to the problem, such as the presence or absence of a specific
element, the amount of that element, texture, shape, histogram, and soon,while providing
a form that is unaffected by changes like translation, scaling, and rotation.

Prior to categorization, these issues necessitate the translation of picture pixels into
meaningful features. Feature extraction methods take photographs and extract a reason-
able number of characteristics from them that summarize the information they contain.
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Several different types of characteristics, such as shape, size, texture, fractal, and even
a combination of these, have been used.

1- Feature Extraction Approaches
2- Deep Learning Feature Extraction.

In conclusion, due to the nature of medical images, particularly HIs, which contain
complex geometric structures and textures, multiple types of characteristics need be
merged in many cases for further description. As shown in Table 3, different approaches
extract several types of characteristics metamorphic characteristics are useful for iden-
tifying geometric structures, but they are more difficult to obtain due to the extensive
pre-processing required. Texture, on the other hand, is one of themost significant features
for identifying items or regions of interest in a photograph.

Table 3. Feature extraction approaches including deep learning approaches applied on histolog-
ical images of different parts in human body to extract different features

Finally, the most recent techniques rely on deep feature extraction. They’re similar
to a set of filters that extract geometric and textural features. As a result, deep features
and deep approaches for medical image analysis appear to be quite promising.

6 Conclusion

There are different imagingmodalities that the radiologists use in order to study the organ
or tissue structure. The significance of each imaging modality is changing depending
on the medical field. This review provides a brief description of the medical images
significance using multi-modalities of different parts in human body; X-ray, CT, MRI,
CMRI, Mammography and HI.
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This review divides ML applications into supervised segmentation, unsupervised
segmentation and feature extraction approaches and describes the various methods in
ML was used to offer a summary of development in this area.

There are several supervised ML methods is used for segmentation such as SVM,
GA, DT, RT and k-NN. On the other hand, unsupervised ML segmentation methods can
be divided into methods such as K-means, GVM, mean shift and thresholding.

Textural characteristics, on the other hand, are crucial in segmentation and are more
difficult to collect due to the extensive pre-processing required.Morphometric character-
istics are crucial for identifying geometric structures, but they aremore difficult to collect
due to the need for extensive pre-processing. Finally, the most current feature extraction
techniques use deep features to describe organ or tissue details. They’re like a series of
filters for detecting geometric structures and textures. This research also demonstrates
that some deep feature extraction algorithms for medical picture analysis appear to be
extremely promising.
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Abstract. In this paper, a new structure of instruction prefetching unit is proposed.
The prefetching is achieved by building the relationship between the branch source
and its branch target and the relationship between the branch target and the first
branch in its following instruction sequence. With the help of the proposed struc-
ture, it is easy to know whether the instruction block of branch target blocks exist
in the instruction cache based on the recorded branch information. The two-level
depth target prefetching can be performed to eliminate or reduce the instruction
cache miss penalty. Experimental results demonstrate that the proposed instruc-
tion prefetching scheme can achieve lower cache miss rate and miss penalty than
the traditional next-line prefetching technique.

Keywords: Cache prefetching · Digital signal processor · Branch predictor

1 Introduction

Digital Signal Processors (DSPs) are widely used in communication, high performance
computing, internet of things, artificial intelligence and other fields. In order to achieve
extraordinary data processing ability,VLIWandSIMDare themost common techniques.
The former is instruction level parallelism and the latter is data level parallelism. A
VLIW instruction package contains several instructions (e.g.: 4 instructions), which will
be issued in the same clock cycle [1]. On the one hand, in order to utilize the locality
of executed instruction, the size of cache block should be at least 4 times the size of
the instruction package [2]. On the other hand, the application program running on the
DSP usually have small code amount, so that the capacity of instruction cache is not too
large.

Combined with the above two factors, the number of instruction cache blocks will be
relatively small, especially whenway-set associative organization is used. If the program
is executed following the instruction sequence, there will be no instruction cache miss
with the help of next-line prefetching scheme [3]. According to statistics, however,
there is one branch instruction in every seven instructions [4]. Once a branch is taken,
chances are that instruction block of the branch target is not in the cache, which causes
an instruction cache miss and leads to severe miss penalty.
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Branch target buffer (BTB) is a structure to facilitate the performance by recording
the target address [5]. With BTB, it is easy to fill the instruction block of branch target
into the cache in advance. It is recommended to check whether the instruction block
is already in the cache before filling, to avoid unnecessary filling. Tag matching is the
simplest way to check the existence, but resulting in higher power consumption [6].
From the view of power consumption and implementation cost, using an indication bit
may be a better solution to label the existence of the instruction block.

The other cache miss problem caused by branch is the beginning of branch target
prefetching may not early enough [7]. For a 5-stage pipeline architecture, the branch
decision is generally made in the second or third stage [8]. If the target prefetching is
started in the first stage of the branch instruction, prefetching can only start one or two
cycles in advance. How to prefetching the target instruction block much earlier is then
a problem to affect the performance of the processor.

2 Proposed Structure of the Prefetching Unit

To realize the proposed architecture and eliminate the penalty of cache miss, there is
one primary problem need to be solved: how to obtain the branch target instruction early
enough in advance? The traditional branch predictor can provide the clue of branch
target address, or the branch target instruction. An improved prefetching unit may fetch
the branch target instruction from the external memory and store it in the cache before
the processer core executes the branch instruction (hereinafter referred to as ‘1st level
branch’), so that the cache miss penalty can be reduced if the branch is taken. However,
if there is another branch instruction (hereinafter referred to as ‘2nd level branch’) in the
instruction flow of the target instructions, the prefetching unit is unable to fetch the target
instruction of the 2nd branch instruction before the 1st branch instruction is executed,
due to difficulty of getting the target information of 2nd branch at that stage. That is,
how to perform a two-level depth target prefetching?

The proposed prefetching unit solves the problem with a novel structure which
builds the relationship between the 1st branch and the 2nd branch. It mainly bases on
the classic N-bit branch predictor [9], as shown in Fig. 1. In the diagram, the columns
‘Source’ and ‘N-bit’ form the N-bit branch predictor. Take the most widely used 2-bit
branch predictor for example [10], the source addresses of the branch instructions are
recoded in the column ‘Source’. Without losing generality, we can use the lower part
of the source address as the index of the rows and recode the upper part of the source
address as the content of the first column, to form a direct-mapped structure. That is,
each row of this column corresponds to a branch instruction. The column ‘N-bit’ in the
same row is then used to contain the prediction value of the branch instruction. In 2-bit
branch prediction scheme, ‘11’ and ‘10’ indicate that the branch is likely to be taken,
while ‘01’and ‘00’ indicate that the branch is likely to be not-taken.
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Source

branch1_addr

...

...

branch2_addr

...
01

10

N-bit

...

...

...

4

15

Fig. 1. Classic branch predictor

Now let’s build the relationship between the 1st branch and its branch target.A simply
way to achieve this is adding a new entry for each row to save the address of branch target
instruction. In this case, once a branch instruction is processed by the prefetching unit,
the value of branch prediction and the target address can be reached directly.by the same
row indexing. Further, it is easy to adding an indication bit for each row, to distinguish
whether the branch target instruction is already in the instruction cache. Thus, when
processing a branch instruction, if the indication bit is ‘0’, the prefetching unit may start
to fill the instruction block addressed by the target address, to guarantee that the target
instruction is in the cache or being filled into the cache when the branch is taken. The
cache miss penalty is then eliminated or reduced. However, there is a problem in the
scheme. Because the target address is stored as a content instead of an index, it is difficult
to maintain the value of the indication bit when the target instruction block is moved in
or out of the instruction cache.

To solve the above problem, the target addresses are also organized with direct-
mapped structure which is similar with the structure of the source addresses, as shown
in the column ‘Target’ in the right part of Fig. 2. A pair of pointers are adopted to connect
the branch source and the corresponding branch target. On the side of branch source,
‘Pointer_A’ contains the row number of the branch target and two valid bits indicating
whether the branch target address and the branch target instruction are valid in the
prefetching unit and in the instruction cache, respectively. On the side of branch target,
‘Pointer_B’ contains the line number of the corresponding branch source. Therefore, it
is easy to find out the target address and fill the target instruction in advance if necessary
based on the branch address, while the valid bits in ‘Pointer_A’ can be easily modified
as soon as the target address is updated or the target instruction is filled into or moved
out of the instruction cache.



A New Prefetching Unit for Digital Signal Processor 931

Source

branch1_addr

...

...

branch2_addr

...
01

10

N-bit

...

...

...

4

15

Pointer_A

1/0

1/0

12

...

...

1

...

target2
...

...

target1

...

Target

15
...

...

4

...

1

12

Pointer_B

Fig. 2. Improved prefetching structure based on the branch predictor

Let’s then build the relationship between the 1st branch and the 2nd branch. The
2nd branch itself is an ordinary branch source, so it is also recorded in another row of
column ‘source’. As shown in Fig. 3, ‘Pointer_C’ is used to save the row number of the
2nd branch. According to this structure, when processing a branch instruction (i.e.: the
1st branch), the target address and the source address of the 2nd branch can be obtained
consequently. The corresponding instruction blocks can then be filled into the instruction
cache much early in advance to eliminate or reduce the cache miss penalty.
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15
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Fig. 3. Structure of the proposed prefetching unit

3 Simulation Model and Experimental Results

To estimate the performance of the proposed prefetching unit, a simulation model is
built based on a 5-stage pipelined RISC processor of PISA instruction set architecture
(PISA-ISA) in simplescalar simulator [11]. In the original simulator, the first stage is
instruction fetching, the second stage is instruction decoding, the third stage is executing
and making the branch decision, the fourth stage is memory accessing and the last stage
is register writing back. Obviously, the proposed prefetching unit is placed in the first
stage. Once the program counter (PC) is updated, it is used to fetch instruction from the
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instruction cache, as well as being sent to the prefetching unit. If the content read from
the column ‘source’ indexing by the lower part of the PC equals to the upper part of the
PC, which means the instruction according to the PC is a branch instruction recorded in
the prefetching unit, the valid bits in the same row is checked to determine whether to fill
its target instruction block or not. In the next clock cycle, the target address is obtained
based on ‘Pointer_A’, which means the filling process of the 1st branch target can be
started if necessary while the 1st branch instruction is in the second stage. Two more
clock cycles later, the target address of the 2nd branch address can be obtained based on
‘Pointer_C’ and a new ‘Pointer_A’. That is, the filling process of the target of the 2nd
branch can be started if necessary while the 1st branch instruction is in the fourth stage
and the its branch decision is just made one clock cycle before.

In PISA-ISA, there is a branch delay slot after each branch instruction, so the worst
case is one branch instruction for every two instructions, and the target instruction of the
1st branch happened to the 2nd branch unfortunately. In this case, the target instruction
of the 1st branch is to be filled when the 1st branch is in the second stage, and to be
fetched when the 1st branch is in the third stage; the target instruction of the 2nd branch
is to be filled when the 1st branch is in the fourth stage, and to be fetched when the 1st
branch is in the fifth stage. The timing diagram is illustrated in Fig. 4. Besides that, the
prefetching timing requirements in other cases are more relax.

1st branch

T6Clock cycles

delay slot

delay slot

1st branch target
(2nd branch)

2nd branch 
target

T5

2nd branch 
decision

Instruc on fetching

T4

Instruc on fetching,
prefetching

2nd branch target

T3

1st branch 
decision

Instruc on fetching,
Source matching 
for 2nd branch

T2

Instruc on fetching,
prefetching

1st branch target

T1

Instruc on fetching,
Source matching 
for 1st branch

Fig. 4. The timing diagram of the worst case when using the proposed structure

With the different experimental configurations, we get several sets of simulation
results. Instruction cache may have a capacity from 16k bytes to 64k bytes. The orga-
nization of instruction cache may be direct-mapped, 2-way-set associative or 4-way-set
associative. Since VLIW is widely used in DSP architecture, the block size should be
large enough to contain at least 4 VLIW instruction packages. Therefore, the block size
is set as 64 bytes. Assume that there is a level 2 cache with a reasonable capacity, the
instruction cache miss penalty may vary from 2 cycles to 6 cycles. Further, the branch
prediction unit has 64 entries with direct-mapped organization, so that the prefetching
unit also has 64 rows in total.
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Table 1 shows the instruction cache miss rates of the traditional next-line prefetch-
ing with 2-bit branch prediction and the proposed structure. Each data row corresponds
to a kind of instruction cache configuration. From the top to the bottom, the config-
urations are 16k bytes with direct-mapped, 16k bytes with 2-way-set-associative, 16k
bytes with4-way-set-associative, 32k bytes with direct-mapped, 32k bytes with 2-way-
set-associative, 32k bytes with4-way-set-associative, 64k bytes with direct-mapped, 64k
byteswith 2-way-set-associative, and 64k byteswith 4-way-set-associative, respectively.
In the traditional structure, miss rate has nothing to do with miss penalty, so we only
need to use the leftmost data column to represent miss rate of traditional structure. The
remaining columns correspond to different cases of miss penalty for the proposed struc-
ture. From the left to the right, the miss penalties are 2 cycles, 3 cycles, 4 cycles, 5 cycles,
and 6 cycles, respectively.

It is obvious from the table that no matter what the miss penalty is, the proposed
structure has a significant decrease in miss rate. Further, the smaller the miss penalty
is, the more significant the decrease of miss rate becomes. This is because when miss
penalty is small, more cache miss can be completely concealed by the two-level depth
target prefetching. When the miss penalty become larger, some of the branch target is to
be accessed before the prefetching is completed. This is still a cache miss, but the actual
penalty of this miss can be reduced.

Table 1. Cache miss rate comparison between the next-line prefetching and the proposed one

Next-line
prefetching

Proposed,
2 cycles

Proposed,
3 cycles

Proposed,
4 cycles

Proposed,
5 cycles

Proposed,
6 cycles

16k,
direct-mapped

3.45% 0.46% 0.64% 1.15% 1.84% 2.71%

16k, 2-way-set 2.20% 0.27% 0.38% 0.71% 1.15% 1.7%

16k, 4-way-set 1.84% 0.22% 0.31% 0.59% 0.95% 1.41%

32k,
direct-mapped

2.25% 0.38% 0.39% 0.72% 1.17% 1.74%

32k, 2-way-set 1.48% 0.17% 0.24% 0.47% 0.76% 1.13%

32k, 4-way-set 1.33% 0.15% 0.22% 0.42% 0.68% 1.02%

64k,
direct-mapped

1.40% 0.16% 0.23% 0.44% 0.72% 1.07%

64k, 2-way-set 1.34% 0.15% 0.22% 0.42% 0.69% 1.02%

64k, 4-way-set 1.33% 0.15% 0.22% 0.42% 0.68% 1.01%

Table 2 shows the instruction cache miss penalty reduction in total of the proposed
structure. Comparing Table 1 and Table 2, we can see that the miss rate and the total
miss penalty reduction are both relative high for the bigger penalty cases. This is because
although part of the penalty is covered by the prefetching, even if there is only one penalty
cycle left, it will be treated as a cache miss and increase the miss rate. In some cases,
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although the miss rate is still relatively high, the total miss penalty has already reduced
to a very low level.

Table 2. Reduction of cache miss penalty in total

Proposed, 2
cycles

Proposed, 3
cycles

Proposed, 4
cycles

Proposed, 5
cycles

Proposed, 6
cycles

16k,
direct-mapped

86.55% 88.47% 88.85% 91.09% 94.77%

16k, 2-way-set 87.80% 89.25% 89.27% 91.30% 94.85%

16k, 4-way-set 88.16% 89.48% 89.39% 91.36% 94.88%

32k,
direct-mapped

87.75% 89.22% 89.25% 91.29% 94.85%

32k, 2-way-set 88.52% 89.70% 89.51% 91.42% 94.90%

32k, 4-way-set 88.67% 89.79% 89.56% 91.45% 94.91%

64k,
direct-mapped

88.60% 89.75% 89.53% 91.43% 94.91%

64k, 2-way-set 88.66% 89.79% 89.55% 91.44% 94.91%

64k, 4-way-set 88.67% 89.80% 89.56% 91.45% 94.91%

4 Conclusion

In this paper, we have described a new structure of DSP prefetching unit based on the
two-level depth target prefetching scheme. The instruction block of the branch source is
already in the instruction cache. The instruction blocks of the 1st branch target and the
2nd branch target are filled into the instruction cache before the branch decision is made,
so that the possible instructions following the branch source are also in the cache, or
being filled into the cache, which eliminate or reduce the total cache miss penalty. The
performance of the proposed structure has been demonstrated by experimental results.
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Abstract. The application of machine learning algorithms in the field of power
grid improves the service level of power enterprises and promotes the development
of power grid. NVIDIA Volta and Turing GPUs powered by Tensor Cores can
accelerate training and learning performance for these algorithms. With Tensor
Cores enabled, FP32 and FP16mixed precisionmatrixmultiplication dramatically
accelerates the throughput and reduces AI training times. In order to explore the
cause of this phenomenon, we choose a convolutional neural network (CNN),
which is widely used in computer vision, as an example and show the performance
characteristics with tensor core on general matrix multiplications and convolution
calculations as benchmark. Building a CNN based on cuDNN and TensorFlow, we
analyze the performance of CNN from various aspects and optimize performance
of it by changing the shape of convolution kernel and using texture memory, etc.
The experimental results prove the effectiveness of our methods.

Keywords: Machine learning algorithms · Convolution neural network ·
Computer vision · Convolution kernel · Texture memory

1 Introduction

Electricity has become an indispensable part of people’s life. The application ofArtificial
Intelligence technology in the field of power grid improves the service level of power
enterprises and promotes the development of power grid. With the in-depth application
of intelligent technology in power grid, a large number of image data are produced. At
this time, with the help of big data image processing technology, enterprises can solve
the problem of processing and saving massive data. It can reduce the workload of the
enterprise, improve the efficiency and accuracy of the staff, promote the development of
the enterprise and enhance the core competitiveness of the enterprise. Among the Artifi-
cial Intelligence technologies, machine learning is a research hot spot in many research
organizations. Machine learning techniques, especially deep learning such as recurrent
neural networks and convolutional neural networks have been applied to fields includ-
ing computer vision 1, speech recognition 2, natural language processing 3 and drug
discovery 4. Deep Learning requires substantial computing power. Graphics Processing
Unit (GPU) can accelerated computing.
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Recently, NVIDIA published Turing architecture 5 as the successor to the Volta
architecture 6 with tensor cores 7 which can accelerate general matrix multiplication
(GEMM). GEMM is at the heart of deep learning. Here’s a diagram from 8, where the
time’s going for a typical deep convolutional neural network doing image recognition
using Alex Krizhevsky’s Imagenet architecture 1. All of the layers that start with fc (for
fully-connected) or conv (for convolution) are implemented using GEMM, and almost
all the time (95% of the GPU version, and 89% on CPU) is spent on those layers.

In order to construct the machine learning models conveniently, various high-
performance open-source deep learning frameworks emerge these years such as ten-
sorflow 9 and caffe 10. These frameworks support running computations on a variety of
types of devices, including CPU and GPU (Fig. 1).

Fig. 1. Performance improvement in GEMM given by the official white paper and practical
application

In some tasks of image processing, CNN can be applied to image recognition, clas-
sification and enhancement, etc. CNN used a special structure for image recognition and
can be trained quickly. In order to explore the reasons for such huge difference, we will
implement a typical CNN named LeNet-5 23, which is commonly used in deep learning.

2 Related Work

AI computing has become the driving force of the NVIDA GPU, as a computing accel-
erator, it integrates built-in hardware and software for machine learning. Some studies
have investigated the tensor core by programing111213. Sorna et al. proposed a method
that can use computational capability of tensor core without degrading the precision of
the Fourier Transform result 14. Carrasco et al. applied a reduction strategy based on
matrix multiply-accumulate with tensor core. Their found showed that tensor core can
promote the arithmetic reductions15. Markidis et al. evaluated performance of NVIDIA
Tensor core with Tesla V100 using GEMM operating 16. They tested the capability
with tensor Core using naive implementation with CUDA 9 WMMA, CUTLASS and
cuBLAS. Martineau et al. analyzed and evaluated the tensor core through optimization a
GEMMbenchmark 11, finding similar conclusion of V100 GPU presented by14. Differ-
ent from previous studies, we will make use of neural network parallel library to further
evaluate the performance of GPU on the basis of benchmark.
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In deep learning, CNN is a class of artificial neural network structure gradually
emerging in recent years. A representative CNN involves convolutional layer, pooling
layer and full-connected layer. The convolutional layer extracts feature by convolving
input with a group of kernel filters, which contains plenty ofmatrix operations. The pool-
ing layer contains average, max and stochastic pooling, which contributes to invariance
to data variation and perturbation. The fully connected layer in a CNN combines the
results of convolutions. It performs the weights which represent the relationship between
the input and output and the input multiplication and generates the output.

3 Experiment

The following experiment environment is: AMD Ryzen CPU, NVIDIA Geforce RTX
2080TI (Turing) GPU, Microsoft Windows 10 64-bit, CUDA SDK 10.0, CUTLASS
1.3. Nvprof is selected to evaluate from instruction running time to number of calls. The
performance of experiment uses TFlops/s to statistics with operand divided by operation
time.

General Matrix Multiplication (GEMM) defined in BLAS 18 and cuBLAS 19 is a
matrix multiplication and accumulation routine as fllows:

C ← αA × B + βC

where A ∈ RM×K , B ∈ RK×N , and C ∈ RM×N are matrices, and α and β are scalars.
GEMM is the heart of deep learning and is mainly used in neural networks of spe-
cific structures such as CNN/RNN. The main purpose of the Tensor core in the Volta
architecture and Turing architecture is to accelerate the calculation of GEMM. Many
optimization efforts have also been incorporated to the widely used GEMM libraries:
MAGMA 20, CUTLASS 21 and cuBLAS.

3.1 Performance of GEMM with Matrix Dimension

Fig. 2. Performance of GEMM at half-precision with k.
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When calculate GEMM, the dimensions of matrix are m, n and k respectively in
(1). Each cell is multiplied by a 1 × K matrix and a K × 1 matrix, this operation will
be split and distributed to the tensor core for processing with tensor core on. We try to
investigate the effect of m, n, k dimension on the speed-up ratio and the shared size K
has a greater impact on performance. In order to find the optimal size k, the GEMM is
performed with half-precision in Fig. 3. It can be seen that the speed-up ratio of the test
sample that cannot be divisible by 8 is relatively low, close to 1; Most of samples which
can be divisible by 8 can be effectively accelerated by the tensor core; and as the k value
increases, the speed-up ratio also shows an upward trend, indicating that the tensor core
is more sensitive to the value of k (Fig. 2).

3.2 Performance Analysis of GEMM with Tensor Core on and off

A series of self-written cases supplemented by the deep learning test suite DeepBench
22 are tested the performance with the tensor core on or off in the new architecture.
Table 1 shows the results of running GEMM using Nvprof with the tensor core turned
on and off, including the number of calls and running time of each API.

With the tensor core on, since the matrix multiplication operation that originally
required multiple dot product instructions is replaced by only one wmma instruction,
the calculation is more dense and the time of device synchronization become less, the
performance is improved significantly.

Table 1. Performance analysis of GEMM with Tensor Core on and off (API Calls)

Tensor Core on Tensor Core off

API RT (ms) CN ART (ms) RT (ms) CN ART (ms)

cudaDeviceSynchronize 186156 322 578.12 543509 322 168792

cudaFree 45565.9 811 56.185 47447.6 811 58.185

cudaMalloc 1835.06 805 2.2796 1838.33 805 2.2796

cudaLaunchKernel 557.250 64961 0.0086 693.12 64961 0.0086

cudaMemsetAsync 130.150 27268 0.0082 230.83 40501 0.0082
*RT-running time, CN- the number of calls, ART-average running times.

3.3 Convolution Calculation

In the CNN model, the fully connected layer is often served as the last layer, and the
body of the network is composed of convolutional layers. Therefore, it is critical to speed
up the calculation of convolution for the performance of the entire network.

There are several methods developed to efficiently implement the convolution oper-
ation besides directly computing the convolution named direct convolution. One is
based on Fast Fourier Transform (FFT) named FFT convolution to reduce computational
complexity, computing the convolution in the frequency domain .
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Fig. 3. Performance of convolution based on different algorithm (Small images).

Another is based onmatrix multiplication (e.g., GEMM)which is one of themost widely
used algorithms for convolution. Figure 4 shows the performance of each method when
the image size is less than 128 * 128.When the input image size become smaller, the per-
formance of the two methods mentioned above drops sharply, while the direct method
calculates the convolution performance is stable. For the direct method using texture
memory, the row and column convolutions are not much different.

3.4 Convolutional Neural Networks (CNN) Based on cuDNN

Fig. 4. Performance of DIRECT, FFT, GEMM algorithm in cuDNN.

The construction of CNN refers to LeNet-5 23, and the pooling layer is omitted
for the reason that GEMM concentrated on the full-connected layer and convolutional
layers, leaving only the input/output layer, convolution layer, and fully connected layer.

The results are shown in Fig. 5. In the forward process of the convolutional neural
network, in addition to the convolution calculation, the forward propagation according
to the weight is also the main calculation. The performance advantage with tensor core
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on is still obvious, except in the case of the image size is very small (such as 101), which
also corresponds to the phenomenon in convolution calculation.

3.5 Convolutional Neural Networks (CNN) Based on Tensor Flow

Table 2. Optimization result in CNN based on TensorFlow.

Convolution Kernel Convolution Time(s)

5 * 5 GEMM 54.016

5 * 5 Texture 50.775

5 * 5 FFT 59.957

8 * 8 GEMM 52.395

We use TensorFlow framework to build CNN based on the LeNet-5 with cifar-10
as the dataset, which contains 50,000 images with 32 × 32 pixel and can be divided
into ten different categories. The latest version of TensorFlow is enabled by default
with tensor core on. We change the size of the convolution kernel and the convolution
calculation method and in TensorFlow. The result is shown in Table 2. When the size of
the convolution kernel was changed to 8 × 8, the performance improved significantly,
proving the conclusions that the tensor core is more sensitive to the value of K in the
GEMM experiment.

4 Conclusion

We make a series of experiments based on GEMM, convolution calculations and CNN
and analyze the improvement of performance on tensor core. Based on the analysis of the
above experimental results, it can be concluded that the new architecture can indeed bring
significant performance improvements to a large number of GEMM in machine learning
under certain circumstances and improving the performance of overall machine learning
applications. However, in some cases the improvement of performance is limited for the
shape of matrix and other operation except GEMM and traditional calculation methods
still have higher performance.

Acknowledgement. The work is supported by State Grid Zhejiang Electric Power Co., Ltd.,
science and technology project (5211nb200139), the key technology and terminal development
of lightweight image elastic sensing and recognition based on AI chip.



942 H. Zhou et al.

References

1. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep convolutional
neural networks. In: Advances in Neural Information Processing Systems, pp. 1097–1105
(2012)

2. Abdel-Hamid, O., Mohamed, A., Jiang, H., et al.: Convolutional neural networks for speech
recognition. IEEE/ACM Trans. Audio Speech Lang. Process. 22(10), 1533–1545 (2014)

3. Conneau, A., Schwenk, H., Barrault, L., et al.: Very deep convolutional networks for natural
language processing. arXiv preprint arXiv:1606.01781, February 2016

4. Segler, M.H.S., Kogej, T., Tyrchan, C., et al.: Generating focused molecule libraries for drug
discovery with recurrent neural networks. ACS Cent. Sci. 4(1), 120–131 (2017)

5. NVIDIA: Nvidia turing architecture whitepaper. Technical report, NVIDIA Corp., August
2018. https://www.nvidia.com/content/dam/en-zz/Solutions/design-visualization/technolog
ies/turing-architecture/NVIDIA-Turing-Architecture-Whitepaper.pdf

6. NVIDIA Volta GPU Architecture (2017). https://images.nvidia.com/content/volta-architect
ure/pdf/volta-architecture-whitepaper.pdf

7. NVIDIA: NVIDIA TENSOR CORES, The Next Generation of Deep Learning (2019)
8. Jia, Y.: Learning semantic image representations at a large scale. UC Berkeley (2014)
9. Abadi, M., Barham, P., Chen, J., et al.: Tensorflow: a system for large-scale machine learning.

In: 12th {USENIX} Symposium on Operating Systems Design and Implementation ({OSDI}
2016), pp. 265–283 (2016)

10. Jia, Y., et al.: Caffe: convolutional architecture for fast feature embedding. In: Proceedings of
the 22nd ACM International Conference on Multimedia, pp. 675–678. ACM (2014)

11. Martineau,M., Atkinson, P.,McIntosh-Smith, S.: Benchmarking the NVIDIAV100GPU and
tensor cores. In: Mencagli, G., et al. (eds.) Euro-Par 2018. LNCS, vol. 11339, pp. 444–455.
Springer, Cham (2019). https://doi.org/10.1007/978-3-030-10549-5_35

12. Jia, Z., Maggioni, M., Staiger, B., Scarpazza, D.P.: Dissecting the NVIDIA volta GPU
architecture via microbenchmarking. arXiv preprint arXiv:1804.06826

13. Jia, Z., Maggioni, M., Staiger, B., Scarpazza, D.P.: Dissecting the NVidia Turing T4 GPU via
microbenchmarking. arXiv preprint arXiv:1903.07486 (2019)

14. Sorna, A., Cheng, X., D’Azevedo, E., Won, K., Tomov, S.: Optimizing the fast Fourier trans-
form using mixed precision on tensor core hardware. In: 2018 IEEE 25th International Con-
ference on High Performance Computing Workshops (HiPCW), Bengaluru, India, pp. 3–7
(2018)

15. Carrasco,R.,Vega,R.,Navarro,C.A.:AnalyzingGPU tensor core potential for fast reductions.
In: 2018 37th International Conference of the Chilean Computer Science Society (SCCC),
Santiago, Chile, pp. 1–6 (2018)

16. Markidis, S., Chien, S.W.D., Laure, E., Peng, I.B., Vetter, J.S.: NVIDIA tensor core pro-
grammability, performance & precision. In: 2018 IEEE International Parallel and Distributed
Processing Symposium Workshops (IPDPSW), Vancouver, BC, pp. 522–531 (2018)

17. Chetlur, S., Woolley, C., Vandermersch, P., et al.: cuDNN: efficient primitives for deep
learning. arXiv preprint arXiv:1410.0759 (2014)

18. Lawson,C.L.,Hanson,R.J., Kincaid,D.R., et al.: Basic linear algebra subprograms for Fortran
usage (1977)

19. Nvidia, C.: Cublas library. NVIDIA Corporation, Santa Clara, California, 15(27): 31 (2008)
20. Nath, R., Tomov, S., Dongarra, J.: An improved MAGMA GEMM for fermi graphics

processing units. Int. J. High Perform. Comput. Appl. 24(4), 511–515 (2010)
21. NVIDIA. CUTLASS: Fast Linear Algebra in CUDA C++ (2018). https://devblogs.nvidia.

com/cutlass-linear-algebra-cuda/

http://arxiv.org/abs/1606.01781
https://www.nvidia.com/content/dam/en-zz/Solutions/design-visualization/technologies/turing-architecture/NVIDIA-Turing-Architecture-Whitepaper.pdf
https://images.nvidia.com/content/volta-architecture/pdf/volta-architecture-whitepaper.pdf
https://doi.org/10.1007/978-3-030-10549-5_35
http://arxiv.org/abs/1804.06826
http://arxiv.org/abs/1903.07486
http://arxiv.org/abs/1410.0759
https://devblogs.nvidia.com/cutlass-linear-algebra-cuda/


Optimizing Performance of Image Processing Algorithms on GPUs 943

22. Narang, S., Diamos, G.: Baidu DeepBench (2017)
23. LeCun, Y.: LeNet-5, convolutional neural networks (2015). http://yann.lecun.com/exdb/lenet.

20: 5

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://yann.lecun.com/exdb/lenet
http://creativecommons.org/licenses/by/4.0/


Nakagami Parametric Imaging Based
on the Multi-pyramid Coarse-to-Fine Bowman

Iteration (MCB) Method

Sinan Li, Zhuhuang Zhou, and Shuicai Wu(B)

Department of Biomedical Engineering, Faculty of Environment and Life,
Beijing University of Technology, Beijing, China

wushuicai@bjut.edu.cn

Abstract. Nakagami-m parametric imaging has been used for imaging and detec-
tion of coagulation zone in microwave ablation. In order to improve the image
smoothness and accuracy of coagulation zone detection, themulti-pyramid coarse-
to-fine bowman iteration (MCB) method was proposed and compared with tradi-
tional moment-based estimator (MBE) method. Phantom simulations showed that
the MCB method could obtain better image smoothness and higher accuracy in
lateral target size detection than theMBEmethod. Experimental results of porcine
liver ex vivo (n= 18) indicated that them parameter obtained by theMCBmethod
was more accurate than that obtained by the MBE method in detecting the coagu-
lation zone. Nakagami-m parametric imaging based on MCB method can be used
as a potential tool for microwave ablation monitoring.

Keywords: Multi-pyramid · Nakagami imaging · Moment-based estimator ·
Microwave ablation

1 Introduction

Microwave ablation is one of the important methods for clinical treatment of hepatic
tumors. As a way of image guidance, ultrasound can make full use of its advantages
of real-time, non-radiation and cheapness. However, traditional B-mode ultrasound
image cannot accurately display the boundary of the coagulation zone after tumor abla-
tion. Parametric imaging methods based on statistical distribution models of ultrasonic
backscattered signals were proposed to improve imaging and tissue characterization.

Wagner et al. [1] first applied Rayleigh distribution to B-mode imaging to show that
the set of scatterers was full of high density of random scatterers. The Rice model pro-
posed byWang et al. [2] can represent not only random scatterers in the set of scatterers,
but also periodic scatterers. The K-distribution corresponded to a variable density of
random scatterers with no coherent signal component and was introduced in ultrasound
imaging by Shankar et al. [3]. The homodyned K (HK) distribution corresponded to the
case of random scatterers with or without coherent signal component [4]. The Nakagami
distribution [5] was an approximation of HK.
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Some of these models and improved methods have been applied to ultrasound para-
metric imaging. Tsui et al. [6] applied Nakagami distribution to thermal lesions monitor-
ing of radiofrequency ablation.Rangraz et al. [7] usedHIFU-intensity focused ultrasound
Nakagami imaging for thermal lesions monitoring. Tsui et al. [8] proposed the window-
modulated compounding (WMC) Nakagami imaging for ultrasound tissue character-
ization, which improved the image smoothness. The coarse-to-fine Bowman iteration
method (CTF-BOW) was used by Han et al. [9] for plaque characterization, which pro-
vided better accuracy of parameter estimation and image smoothness compared with
traditional method [10].

In this paper,we proposed aNakagami-m parametric imagingmethodbased onmulti-
pyramid compound, then applied it to the coagulation zone imaging and detection. We
performed phantom simulations on this new method and compared the smoothness and
resolution of images obtained by the new method with those obtained by the traditional
moment-based estimator (MBE) [11] method. Microwave ablation experiments were
carried out on porcine liver ex vivo (n = 18), and the receiver operating characteristic
(ROC) curve was drawn to assess the accuracy of the proposed method for coagulation
zone detection.

2 Theoretical Algorithms

The Nakagami statistical model was proposed to express the statistics of the envelope of
ultrasonic backscattered signals. The probability density function (PDF) of the envelope,
f (r), is given by [5]

f (r) = 2mmr2m−1

�(m)�m
exp(−m

�
r2)U (r). (1)

where m > 0 is the shape parameter and � > 0 is the scaling parameter. Values of m
parameter can be calculated by the MBE method, which is expressed as [11]

mMBE = [E(R2)]2
E[R2 − E(R2)]2 . (2)

� = E(R2). (3)

where E (·) stands for the expectation, and R is a sequence of envelope data.
Figure 1(a) illustrates theNakagami-m parametric imaging. Firstly, the rawultrasonic

backscattered signals were acquired from the tissue. Secondly, a Hilbert transform was
performed to obtain the envelope data. Lastly, the MBE method and the MCB method
wereused to constructNakagami-m parametric images, respectively.The latter is detailed
as below.

The basis of this method is the CTF-BOW method [9], which is shown in Fig. 1(b).
Envelope data were divided into 3 layers to build a pyramid model. Original envelope
matrix was the zeroth layer, which was given a Gaussian blur operation and down-
sampling to get the first layer data matrix. Both rows and columns were reduced by
half. Repeated the above to get the second layer data matrix. The maximum likelihood
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Fig. 1. Flow chart for the algorithm of MCB Nakagami imaging.

estimation was performed on the second layer data matrix to obtain the initial values for
Bowman iteration [12].

mMLE = 6 + √
36 + 48�

24�
. (4)

� = ln[ 1
N

N∑

i=1

r2i ] − 1

N

N∑

i=1

ln r2i (5)
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The Bowman estimator is defined by

mj = mj−1{ln(mj−1) − ψ(mj−1)}
�

. (6)

where ψ(x) ≡ d ln�(x)
dx is digamma function. Through first Bowman iteration, the

Nakagami-m parametric image corresponding to the second layer was obtained. It was
interpolated to get the same size of the first layer envelope data and used as the initial
value for another Bowman iteration. The second Bowman iteration was used to obtain
the corresponding m parametric image from the first layer envelope data. Performing
the above process again, and the zeroth layer m parametric image was the final image.

In the CTF-BOW method, each layer uses a sliding window of the same size for
iterative calculation of m parameters. However, the window sizes should be different
when the detection targets are different. In order to improve the universality of the
method, three Nakagami parametric images obtained by using CTF-BOW method with
different window sizes are summed and averaged in this study, which constituted the
MCB method.

3 Materials and Methods

3.1 Phantom Simulations

In order to evaluate the performance of the MCB method, we used the Field II Toolbox
[13, 14] to simulate the ultrasonic backscattered signals. We used it to simulate a 5-MHz
Gaussian pulse (pulse length = 0.924 mm) as the incident wave, with the sampling
rate of 40 MHz and sound speed of 1540 m/s. Two types of phantoms were generated:
homogeneous phantom and heterogeneous phantom. 10 phantoms were produced in
each kind of densities.

The volume of homogeneous phantoms was 30 × 30 × 1 mm3, and the concen-
trations were 2, 4, 8 and 16 scatterers/mm3, respectively. The MCB method and MBE
method were used to build the Nakagami-m parametric images. For the MBE method,
a window size of 3 pulse lengths was adopted, which corresponded to the conclusion
of Tsui et al. [10]. For the MCB method, the sliding windows of the three pyramid
models were 2 times, 3 times and 4 times the pulse length, respectively. We used the full
width at half-maximum (FWHM) to evaluate the smoothness of Nakagami parametric
image. A smaller FWHM value indicated that the image smoothness was improved. The
autocorrelation function (ACF) was also calculated to compare the resolution effect of
the images. The parametric images were adjusted to 256 × 256 image data to calculate
the ACFs. The smaller the widths of the ACF along the X and Y axes, the smaller the
resolution of the image.

The volume of the heterogeneous phantomwas also 30× 30× 1mm3,with a circular
target zone in the middle. The scatterer densities in the inclusion and surrounding tissues
were 40/mm3 and 4/mm3, respectively. In order to test the ability of the MCBmethod to
recognize the target boundary of different sizes, we used two kinds of dense circles with
diameters of 10 mm and 6 mm, respectively. The diameters of the circle region in the
Nakagami parametric images obtained by the MCB and MBE methods were measured
and compared along the axial and lateral directions.
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3.2 Porcine Liver ex vivo Experiment

The experimental platform for microwave ablation consists of a portable ultrasound
scanner (Terason t3000); a 128 linear-array transducer (Terason 12L5A); a water-cooled
ablation needle (KY-2450B) and a microwave ablation device (KY-2000). Fresh porcine
livers ex vivo were purchased form the market. Before the experiments, the liver was
placed into a 6 × 6 × 6 cm3 acrylic box with appropriate size and was inserted horizon-
tally through a circular hole of the acrylic box with an ablation needle. The backscattered
signals of porcine liver tissues (n = 18) during microwave ablation were collected by
this platform. For each ablation experiment, the power was set at 80 W and the abla-
tion duration was 60 s. The backscattered signals were recorded into .bin files with
2 frames/s for the following Nakagami imaging on MATLAB. After each collection,
the tissue was cut along the scanning plane of the ultrasound transducer, and the gross
pathology image was taken as the reference standard of the coagulation zone.

Fig. 2. B-mode image, Nakagami-m parametric images obtained by the MCB andMBEmethods
for homogeneous phantom with different densities: (a) 2 scatterers/mm3; (b) 4 scatterers/mm3;
(c) 8 scatterers/mm3; (d) 16 scatterers/mm3.

4 Results

4.1 Phantom Simulations

Figure 2 shows the B-mode images, Nakagami-m parametric images using theMCB and
MBE methods for different scatterer concentrations. With the increase of scatterer con-
centration, the Nakagami parametric images obtained by two methods became brighter,
which corresponded to the larger values of m parameters.
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Figure 3 illustrates the FWHMs of m-parameter distributions obtained by the MCB
and MBE methods. At each scatterer concentration, the FWHM obtained by the MCB
method was smaller than that of the MBE method, which indicated the MCB method
could improve the image smoothness.

Fig. 3. Comparison of full width at half-maximum (FWHM) of the m parameters distribution
between Nakagami images based on MCB and MBE methods.

The autocorrelation functions (ACFs) of Nakagami-m images were obtained by the
MCB method and MBE methods for various scatterer densities. The X-axis and Y-axis
widths corresponding to 10%of the peak height of ACF surfaces were taken as indicators
to measure image resolution. It could be seen from Fig. 4 that the width calculated
by the MCB method was larger than that of the MBE method at low concentration
(≤4 scatterers/mm3). When scatterer concentration was high (≥8 scatterers/mm3), there
was no significant difference between thewidth obtained by theMCB andMBEmethods
(p > 0.05).

Figure 5 shows B-ultrasound images and Nakagami parametric images correspond-
ing to the heterogeneous phantom. In order to compare the accuracies of two methods
in detecting the target boundary, the white dotted lines in the images were taken as the
reference, and the length of the bright strong reflecting region was measured along axial
and lateral directions, respectively. Figure 6 shows the measured results. No matter how
large the diameter of the central strong reflecting region was, the axial width estimated
by the MCB method was smaller than that of the MBE method, while the lateral width
was larger than that of the MBE method. This indicated that the MCB method was infe-
rior to the MBE method in axial detection capability, but superior to the MBE method
in lateral detection capability.
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Fig. 4. Comparisons of the X-axis and Y-axis widths of autocorrelation function (ACF) among
the MCB and MBE Nakagami images.

Fig. 5. B-mode image, Nakagami parametric images obtained by MCB and MBE methods for
heterogeneous phantom with a circular target of (a) 10 mm diameter; (b) 6 mm diameter.

Fig. 6. Axial and lateral size estimations of strong scattering region (a) 6 diameter and (b)
10 diameter using MCB and MBE methods.
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4.2 Porcine Liver ex vivo Experiments

Figure 7(a) shows the gross pathology image of a porcine liver after ablation; Fig. 7(b–
d) are the corresponding B-mode image, Nakagami mMCB image and Nakagami mMBE
image, respectively. The coagulation zone in themiddle of the parametric image obtained
by the MCB method was brighter and the contour was more obvious. In order to fur-
ther quantitatively evaluate the accuracy of coagulation zone identification, the squares
enclosed by red dotted lines were used to select regions of interest (ROIs) with a size
of 30 × 30 mm2 from all the images. Figure 8 shows the ROC curves of coagulation
zone detected using mMCB and mMBE parametric images, which corresponds to the case
shown in Fig. 7. The AUCs of themMCB, andmMBE parametric images were 0.8696 and
0.8655, respectively. Table 1 shows the average AUCs for detecting coagulation zone
of porcine liver ex vivo (n = 18) by using mMCB and mMBE parametric imaging. The
performance of the MCB method in the detection of coagulation zone is slightly higher
than that of the MBE method.

Fig. 7. Region of interest (ROI) of the gross pathology image (a), B-mode image (b), Nakagami
mMCB parametric image (c), NakagamimMBE parametric image (d). The squares enclosed by red
dotted lines in (a)–(d) are ROIGP, ROImMCB, ROImMBE, respectively.

Fig. 8. Receiver operating characteristic (ROC) curves of Nakagami mMCB parametric imaging
(blue) and NakagamimMBE parametric imaging (red) to detect the coagulation zone of microwave
ablation.
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Table 1. The area under the receiver operating characteristic curve (AUC) for Nakagami mMCB
parametric imaging and Nakagami mMBE parametric imaging to detect coagulation zones of
porcine liver ex vivo (n = 18) with the binarized gross pathology image as the reference.

mMCB prarmetric imaging mMBE parametric imaging

AUC (mean ± SD) 0.8464 ± 0.07 0.8353 ± 0.07

5 Discussion

According to the results, the MCB method can improve the image smoothness of Nak-
agami parametric imaging and accuracy of coagulation zone detection compared with
theMBEmethod. The Nakagami-mMCB image was obtained from summing and averag-
ing three parametric images with sliding window sizes of 2 times, 3 times and 4 times the
pulse length, respectively. When performing Nakagami images compounding, the small
window contains more local information to maintain the image resolution, while the
large window contains more global information improve the smoothness of the image.

The results also showed that the MCB method lose more axial resolution than the
MBE method in the case of low number densities of scatterers. This is due to the use of
Gaussian pyramid decomposition.Half of the envelope data is lost in each decomposition
layer, resulting in the loss of some local information. Although the image becomes
smoother, the axial resolution is lower. It can be seen that the image smoothness and the
image resolution are two variables that restrict each other.

Han et al. [9] proposedNakagami imaging based on singleGaussian pyramid decom-
position, and verified that it was better than the MBEmethod inm parameter estimation.
However, they used a fixed sliding window, and the window size needs to be adjusted to
the size of the detection target. Tsui et al. [10] also used a fixed 3 pulse lengths window
for thermal lesions Nakagami imaging based on the MBEmethod. In our work, we used
three pyramid decomposition models with different window sizes to sum and average.
Heterogeneous phantom simulations have proved that the MCB method could obtain
more accurate lateral size estimation in the target contour detection of different sizes
compared with the MBEmethod. The results of microwave ablation experiment showed
that the smoothness improved by MCB method made red shadings in Fig. 7(c) increase
obviously. Because the 4 pulse lengths window used in the MCB method is larger than
the 3 pulse lengths window used in the MBE method, which brings better smoothness.
Meanwhile, the 2 pulse lengths window used in the MCB method reduce the loss of
image resolution as much as possible.

6 Conclusions

In our work, we proposed the MCBmethod for ultrasound Nakagami imaging. Phantom
simulations showed the MCB method could not only improve image smoothness, but
also improve the detection ability of lateral target contour. However, the axial resolution
of images obtained by MCBmethod at low scatterer concentration was weaker than that
ofMBEmethod, and there was no significant difference at high concentration. The result
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of microwave ablation of porcine liver ex vivo (n = 18) showed that the average AUC of
coagulation zone detection based on the MCB method was 0.8464 ± 0.07, which was
higher than that of the MBE method.

Acknowledgments. This work was supported by the National Natural Science Foundation of
China (Grant Nos. 61871005, 11804013, 61801312, and 71661167001), Natural Science Founda-
tion of Hebei Province (Grant No. F2020101001), the Beijing Natural Science Foundation (Grant
No. 4184081).

References

1. Wagner, R.F., Smith, S.W., Sandrick, J.M.: Statistics of speckle in ultrasound B-scans. IEEE
Trans. Son. Ultrason. 30, 156–163 (1983)

2. Insana, M.F., Wagner, R.F., Garra, B.S.: Analysis of ultrasound image texture via generalized
Rician statistics. Opt. Eng. 25, 743–748 (1986)

3. Shankar, P.M., Reid, J.M., Ortega, H.: Use of non-Rayleigh statistics for the identification of
tumors in ultrasonic B-scans of the breast. IEEE Trans. Med. Image 12, 687–692 (1993)

4. Dutt, V., Greenleaf, J.F.: Ultrasound echo envelope analysis using a homodynedK distribution
signal model. Ultrason. Imaging 16, 265–287 (1994)

5. Shankar, P.M.: A general statistical model for ultrasonic backscattering from tissues. IEEE
Trans. Ultrason. Ferroelectr. Freq. Control 47(3), 727–736 (2000)

6. Wang, C.Y., Geng, X., Yeh, T.S.: Monitoring radiofrequency ablation with ultrasound
Nakagami imaging. Med. Phys. 40(7), 072901 (2013)

7. Rangraz, P., Behnam, H., Tavakkoli, J.: Nakagami imaging for detecting thermal lesions
induced by high-intensity focused ultrasound in tissue. J. Eng. Med. 228(1), 19–26 (2004)

8. Tsui, P.H., Ma, H.Y., Zhou, Z.: Window-modulated compounding Nakagami imaging for
ultrasound tissue characterization. Ultrasonics 54(6), 1448–1459 (2014)

9. Han, M., Wan, J.J., Zhao, Y.: Nakagami-m prarametric imaging for atheroscerotic plaque
characterization using the coarse-to fine method. Ultrasound Med. Biol. 43(6), 1275–1289
(2017)

10. Tsui, P.H., Chang, C.C.: Imaging local scatter concentrations by the Nakagami statistical
model. Ultrasound Med. Biol. 33(4), 608–619 (2007)

11. Lin, J.J., Cheng, J.Y., Huang, L.F.: Detecting changes in ultrasound backscattered statistics
by using Nakagami parameters: comparisons of moment-based and maximum likelihood
estimators. Ultrasonics 77, 133–143 (2017)

12. Bowman, K.O., Shenton, L.R.: Maximum likelihood estimators for the gamma distribution
revisited. Commun. Stat. Simul. Comput. 12(6), 697–710 (1983)

13. Jensen, J.A.: FIELD: a program for simulating ultrasound systems. Med. Biol. Eng. Comput.
34(1), 351–352 (1996)

14. Jensen, J.A., Svendsen, N.B.: Calculation of pressure fields from arbitrarily shaped, apodized,
and excited ultrasound transducers. IEEE Trans. Ultrason. Ferroelectr. Freq. Control 39, 262–
267 (1992)



954 S. Li et al.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Building Machine Learning Models
for Classification of Text and Non-text Elements

in Natural Scene Images

Rituraj Soni1(B) and Deepak Sharma2

1 Department of CSE, Engineering College Bikaner, Bikaner, Rajasthan, India
rituraj.soni@gmail.com

2 Department of Computer Science Engineering, School of Engineering and Applied Sciences,
Bennett University, Greater Noida, Uttar Pradesh, India

Abstract. Computer vision aims to build autonomous systems that can perform
some of the human visual system’s tasks (and even surpass it inmany cases)among
the several applications of Computer Vision, extracting the information from the
natural scene images is famous and influential. The information gained from an
image can vary from identification, space measurements for navigation, or aug-
mented reality applications. These scene images contain relevant text elements as
well as many non-text elements. Prior to extracting meaningful information from
the text, the foremost task is to classify the text & non-text elements correctly
in the given images. The present paper aims to build machine learning models
for accurately organizing the text and non-text elements in the benchmark dataset
ICDAR 2013. The result is obtained in terms of the confusion matrix to determine
the overall accuracy of the different machine learning models.

Keywords: Natural scene images ·Machine learning models · Text and non-text
components · Classifiers

1 Introduction

Computer Vision, often abbreviated as CV, can be formally defined as a field of study that
seeks to develop techniques to help computers visualize and understand the content of
digital images such as photographs and videos. It aims to develop some computational
models for the human visual system concerning the biological view. Whereas, if the
Engineering view is considered, it seeks to establish an autonomous system that will
perform similarly to a human. Thus, Computer Vision (CV) has numerous applications
in various domains of Engineering and medical sciences [1]. It finds application in
the automotive, manufacturing, retail industry like Walmart and Amazon Go, financial
services, health care, agriculture industry, surveillance, navigation by robots, automatic
car driving sign translation, etc. Researchers are also developing an autonomous system
to automatically extract the information from the old documents and help form digitized
versions of such records. One of the most important uses of computer vision is to extract
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the text regions [2] from the natural scene images and born digital images, which will
further assist in language and sing translation and tourist navigation. Thus, with such
a vast domain of applications, CV plays an essential role in improving the quality of
humanity.

1.1 Natural Scene Images

Natural Scene images [3] are images captured with the help of cameras or other hand-
held devices in pure natural conditions. These images may be incidental images or
non-incidental images. These natural scene images contain images from Advertisement
boards, billboards, notices, various boards from shops, hotels, and other public offices &
buildings. Such type of images often contains non-text as well as text components within
them. The text present in such images includes essential information about those images.
Such data can be used for implementing different applications like tourist navigation,
assistance in-car driving, etc. Figure 1 displays the samples from the many natural scene
images datasets, such as ICDAR 2003 [4], ICADR 2011 [5], ICDAR 2013 [6], available
for research works. The research in this domain is carried out with the help of these
datasets only.

Fig. 1. Examples of natural scene images [5]

The natural scene images contain various types of text, as shown in Fig. 1. The
font of the text can be fancy or regular. It may prevent fonts of different orientations,
colors, and different languages. In this paper, we are focusing on ICDAR datasets, which
mainly contain the English language. The significant hurdles [7] in extracting the text
regions apart from the variation in the font are the other non-text elements present in the
images. The images contain various further details apart from the text regions. There
may be natural scenery like trees, plants, and objects like chairs, tables, fencing, etc.
These non-text elements must be removed from the images to get the proper text regions
for extracting information from the text. This requires classifying the text and non-text
features from the scene images, which is the paper’s main aim.

1.2 Classification in Machine Learning

Machine learning is a domain of Computer Vision (CV) and Artificial intelligence (AI)
that uses data and algorithms towork similarly as humans learn, thus gradually improving
its accuracy. Therefore, it can be stated that machine learning uses computer programs
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and data that can be used for its learning. The aim is to make the computer or given
machine learn itself. The learning process requires observation or data that is available
on various internet sources for the given problem.

The learning process requires the classification among the different types of sample
spaces available for a given problem. Thus, category deals with providing labels to
different objects or samples. The classification process requires training on the datasets,
and those results are evaluated on the given testing sets. For this work, it is necessary
to build different classification machine, learning models. The machine learning models
are different supervised or unsupervised types of machine learning algorithms. These
machine learning models are the pre-trained models that can be further used for testing
purposes.

The present paper aims to build different machine learning models [8] to classify the
text and non-text elements in the natural scene images. The machine learning models are
evaluated based on the confusion matrix obtained and overall accuracy. The rest of the
paper is organized as follows; Sect. 1 describes the basic introduction, Sect. 2 covers the
literature review related to the problem, Sect. 3 demonstrates the proposed methodology
with experiments, Sect. 4 discusses the results, Section 5 discusses the conclusion, and
the future work.

2 Literature Review

The importance of the various applications like contents-based image retrieval, license
plate recognition, language translation from the scene, word detection from document
images encourages the researchers to work in text detection and recognition from the
scene images. There are various categories [9] of themethod available onwhichwork has
been carried out in the past, such as Region-based, Texture based, connected components
based and Stroke based methods. Each method has one thing in common: text-specific
features are required to classify the text and non-text elements present in the image.
Thus, to identify the text and non-text elements correctly, one of the important tasks is
the choice of the classifier, that will give maximum accuracy to the selected features.

The classification of the text & non-text elements is one of the crucial processes in
text detection from scene images. Researchers have used different features and classifiers
for classification purposes using machine learning algorithms. Iqbal et al. [10] propose
using four classifiers, Adaboost M1, Regression, Bayesian Logistic, Naïve Bayes, &
Bayes Net, to classify text & non-text components. The sample space taken consisted
of only 25 images. Zhu et al. [11] use a two-stage classification process to separate
the text & non- txt elements that increase time complexity. Lee et al. [12] and Chen
and Yullie [13] discuss the utility of the AdaBoost classifiers, but the selection of the
inappropriate features gives less efficient results. Pan et al. [14] propose implementing
boosted classifier & polynomial classifier to separate the text & non-text components.
MA et al. [15] insist on using a linear SVM and LBP & HOG & statistical features.
Pan et al. [16] use a CRF using single perceptron & multi-layer perceptron classifier.
Minori Maruyama et al. [17] propose implementing the classification work using SVM
(RBF kernel) and stump classifier in the second stage. Fabrizio et al. [14] use K-NN
in first stage & RBF kernel with SVM classifier in the second stage. Ansari et al. [18]
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insists amethod for classifying componentswith the assistance of T-HOG&LBP (SVM)
classifier. The drawback is the high computation cost.

There is no method mentioned for selecting the classifiers in the previous work
done by the researchers. Most of the work is carried out using SVM classifiers and
Adaboost Classifiers. There is no such method discussed in earlier work in this domain
for selecting any classifier. They are chosen arbitrarily. Some of the methods have used
two-stage classification that has increased the computation cost. Themethod in [19] uses
SVM classifiers and thus takes a long time due to detailed segmentation. In some of the
previous works [20], the inclusion of the deep learning architecture for classification
purposes increases the computation time to a great extent.

Moreover, it requires a significant amount of time to train and give accurate results.
The choice of the suitable classifier is one of the critical tasks in classification using
machine learning algorithms. It will increase the accuracy of the results & reduce the
time taken to give results. Therefore, choosing a classifier that will give high accuracy
for classification of text & non-text elements in natural scene images is required.

3 Proposed Methodology

This section introduces the proposed methodology for building the machine learning
models used in the paper to classify the text and non-text elements. The benchmark
dataset ICDAR2013 is used for the same. The images from the ICDARdataset undergoes
themodifiedWMF-MSERmethod to remove the connected characters and text present in
the images. Further, then the classification is performed using the ground truth available
for the images. The flowchart for the proposed method is shown in Fig. 2.

Fig. 2. Flowchart for the proposed methodology

3.1 Introduction to MSER & WMF-MSER

The domain of Computer Vision involves one of the majorly used techniques for blob
detection termed Maximal Stable Extremal Regions (MSERs). It was developed by
Matas et al. [22], and therefore used extensively in the domain of the text region detec-
tion. The main principle of the method is to detect the similarity between the same
images when viewed from two different angles. The MSERs remain stable throughout
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thresholds, which may be darker or brighter than their close areas. The pixels present
in those extremal regions have either higher or lower intensity corresponding to those
present on the boundary regions. Therefore, it helps identify the areas with a consider-
able variation of the intensity in the given images. The text present in the natural scene
images has different intensity (higher or lower) compared to the background, and thus it
helps in resembling the text with human eyes. Since the MSER works on the principle
of the variation of the intensity, it motivates us to use the MSER method in our method
for separating the interconnected text or characters.

Fig. 3. WMF-MSER [21] a) original image b) original MSER [22] c) WMF-MSER

From our previous work, stated in [21], we use the WMF-MSER algorithm for sep-
arating the interconnected characters. The results obtained by the WMF-MSER algo-
rithm can be shown in Fig. 3. The resultant images in Fig. 3(c) have properly separated
characters compared to the original images in Fig. 3(b). Thus, the main advantage of
using WMF-MSER is that the features can be extracted accurately on these properly
separated text elements. The features extracted will then be used for building the classi-
fication model using machine learning algorithms. In the next section, we will discuss
the features used in the paper.

3.2 Extraction of the Features

The text elements present in the images have significant variations among themselves.
The non-text elements are different from the text elements. The naked human eye can
quickly identify this as we humans have complete information about the alphabets and
text used in our native language. But certainly, machines cannot recognize such text or
characters until they are trained for the same. The training process requires features to
make a proper difference between two entities. In the same way, in this domain, it is
inevitable to have appropriate mutually exclusive features for differentiating between
the text and non-text elements.

Fig. 4. Example of text elements [23]
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Fig. 5. Examples of non-text Elements [23]

Figures 3 and 4 display a few examples of the text and the non-text elements obtained
after applyingWMF-MSER. The researchers, over the years, extractedmany features for
the above-said work. In this paper, we prefer to choose three features: Maximum Stroke
Width Ratio, Color Variation, and Solidity. The text elements present in the images
have different sizes, colors, shapes as well orientations. So, we have considered three
mutually exclusive features to differentiate between text & non-text elements properly.
The definitions of the feature are as follows:

a) Maximum Stroke Width Ratio (MSWR): The stroke width [24] of any text is
one of its unique features. The stroke width of the text always remains uniform,
and thus it is one of the prominent features to identify between the text and non-
text elements. The non-text elements do not have uniform text width due to their
irregular structure. So, the stroke width obtained for the non-text elements has many
variations compared to the text elements. It is evident from the Figs. 4 and 5 that the
text elements have uniform text width. On the other hand, non-text elements do not
possess uniformity. So MSWR can be chosen as one of the features for separating
the non-text & text elements.

b) Color Variation: Color is one of the essential traits of any element that assists
in differentiating objects. The text present in the images possesses different colors
as compared to the non-text elements. The background present around the text also
helps in identifying the text correctly from the images. Therefore, the variation in the
color is taken as one of the features for classification purposes. The color variation is
calculated by the Jenson-Shanon divergence (JSD) [25]. It calculates the difference
between the color using the probability distribution of the text and its background.

c) Solidity:The text elements in the images have a very uniform structure, and the non-
text elements have a non-uniform stricture. Therefore, to differentiate the elements
at the structural level, we choose solidity as the third feature in our work. It is the
ratio of the area covered by total pixels in the region R to the area of the convex
(smallest) hull surrounding that region.

Thus, we consider these three features mentioned above to build the classification
models. These three features aremutually exclusive to each other. Themutually exclusive
condition is essential as we must consider different aspects of the text for its discrimina-
tion with non-text elements. It will help us to identify the text more accurately as each
feature is distinct. The MSWR is related to the uniformity present in the stroke width,
and the color variation contributes to the different backgrounds of the elements (Text &
non-text). In contrast, the solidity feature contributes to making a difference based on
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the uniformity of the area occupied by the elements. In the next section, the machine
learning classifications models are built using the training dataset of ICDAR 2013.

3.3 Building Classification Models

Machine Learning includes classification, which predicts the class label for a given set of
input data. The classification model provides a conclusion to assign a label to the object
based on the input values given for the training and machine learning algorithm used.
The classification problems are binary and multi-classification. The binary classification
refers to labeling one out of two given classes, whereas it refers to one out of many
classes in multi-classification. In this paper, we have a binary classification problem, in
which the label is to give as text or non-text elements by the classification algorithm.
The classification is performed based on the features extracted in the previous section.
We have chosen four classifiers for the purpose, and experiments are performed using
MATLAB [26] classifiers Learner Application. The dataset used for the training and
building classification model is ICDAR 2013 dataset. It consists of 229 images from
the natural scene images. These 229 images consist of 4786 text characters. We applied
WMF-MSER algorithms and obtained 4549 non-text elements. After that, we calculated
the three features on both texts and non-text elements, as mentioned in Sect. 3.2. The
four classifiers chosen for the building classification model using the dataset and the
three features are Bagged Trees [27], Fine Trees [28], K-Nearest Neighbor [29], Naïve
Bayes [30]. There can be two possibilities for an element present in the images, text and
non-text. The following parameters for classification are used in the paper:

a) True Positives (TP): Text is discovered as text.
b) True Negative (TN): Non-text is discovered as non-text.
c) False Positive (FP): Non-text is discovered as text.
d) False Negative (FN) Text is discovered as non-text.

Therefore, the overall accuracy (A) of the classifiers is interpreted as mentioned in
the equation

Accuracy(A) = TP + TN

TP + TN + FP + FN

The accuracy calculated in the equation is used as the final parameter for the overall
accuracy of the classifiers.

4 Experiments and Results

The experimental setup and the results obtained are discussed in the given section.
The three features are calculated on both txt (4786) and non-text (4549) elements are
combined to make a feature vector (FV). There will be two classes, text (1) or non-text
(0), so the class or response vector (R) consists of two values, 1 and 0. Thus the feature
vector and class vector is shown as

FV = {SWV ,CV , S}
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R = {0, 1}
For building the classification model, we prefer to use Matlab classification learner

application for classification purposes. This application is a part of Matlab, which trains
themodel to classify the data. There aremany classifiers based on the supervisedmachine
learning algorithms available in this application. The data can be explored, trained,
validated, and assessed using this application,which is very easy to use andgives accurate
results. The detailed experimental set-up is displayed in Table 1.

Table 1. Experimental details for building classification models

S.n Particulars Value/details

1. Classifier application MATLAB learning application

2. Preprocessing WMF-MSER

3. Cross fold 10

4. Data set ICDAR 2013

5. Text elements 4786

6. Non-text elements 4549

The 10-fold cross-validation is used in the experiments to obtain good accuracy in
this paper. The feature vector is passed as an input to the four classifiers mentioned in
Sect. 3.3, and the accuracy for the different classifiers is obtained.

The results obtained are displayed in Table 1. It is evident from the Table that the
highest accuracy is obtained for the Bagged Tree classifier. Bagging is an entirely data-
specific algorithm.Thebagging technique eliminates the possibility of over-fitting. It also
performs well on high-dimensional data. Moreover, the missing values in the dataset do
not affect the performance of the algorithm. The bagged tree combines the performance
of the many weak learners to outperform the strong learner’s performance.

Therefore, the accuracy obtained from Bagged Tree is highest using the feature
vector consists of three features due to the advantages mentioned above. The Confusion
matrix, which consists of the TP, TN, FP, FN, is used to make the ROC for the classifiers
and is shown in Figs. 6, 7, 8 and 9. The ROC curve is also an indicative measure of the
best classifier based on the area occupied by the ROC curve (Table 2).
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Table 2. Classification accuracy obtained for four classifiers

S.n Classifiers Text/non-text Classification A

T NT

1. Bagged Tree T 4127 659 83%

NT 914 3635

2. Fine Tree T 4358 428 81.7%

NT 1283 3266

3. KNN T 4169 617 82%

NT 1042 3507

4. Naive Bayes T 4272 1703 76.3%

NT 514 2846

Fig. 6. ROC curve for Bagged Trees

The area under the curve in the ROC curve is shown as best in the Bagged Trees
cases, indicating that the bagged trees are the best classifiers among the rest three chosen
classifiers.
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Fig. 7. ROC curve for Fine Tree

Fig. 8. ROC curve for KNN Tree
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Fig. 9. ROC curve for Naïve Bayes

The choice of the classifier is necessary for the classification of the text, and non-text
elements are an essential step in the classification process. It is since many classifiers
exists in the domain of machine learning algorithms. The researchers had made either
arbitrary choice of the classifier or focused on the traditional approach to use SVM/
Adaboost classifiers. We contribute to achieving the task of selecting the classifier with
the help of the Matlab Classifier Learner Application. This Matlab application is not
very well explored in the classification for text & non-text elements.

In comparisonwith other states of the arts, Iqbal et al. [10] have considered 25 images
of the ICDAR 2011 dataset for experiments, whereas we have chosen 229 images for
choosing the classifier. The type of the images is very different and thus helps build a
more accurate training model for handling different testing sets.

The method [31] applies CNN for classification and thus requires high computa-
tion time for evaluating the training model compared to proposed method using tradi-
tional classifiers. Mukhopadhyay et al. [32] used 100 images with one-class classifier &
obtained 71% accuracy, whereas we acquired (83%) obtained in our work.

The methods using Deep learning have higher accuracy, but the issue lies in the
computation cost, which is high in deep learning methods. An extensive training set
[33] is required for the training process. These methods can detect the different text
patterns [34, 35] in images, and the need for the GPU framework [36] increases the
cost parameters. So, we choose to work on traditional machine learning classifiers and
achieve results with small training sets.

5 Conclusion

The present paper demonstrates the work done to build a classifier model for the text and
non-text classification present in the natural scene images. The classification of text and
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non-text elements is the preliminary step for detecting and extracting the text regions.
The present paper explores the possibility of the existing machine learning algorithms to
build the classification models. The reason behind this approach is to sue the simplicity
of the model and perform experiments with less time and training data. The features
used in the paper are mutually exclusive, so they will contribute to identifying the text
and non-text correctly. ICDAR 2013 dataset is used in the paper as it provides proper
ground truth available for the experimental purpose. The future work includes using the
weka tool and other relevant edge smoothing filters as well as deep learning tool for
classification purposes with new innovative text-specific features.
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Abstract. Registration of point clouddata obtainedbyvehicle-mountedLiDAR is
necessary process to establish high-precision road scene 3D model automatically.
This paper presents a set of multi-line LiDAR point cloud registration method in
road scenarios. Firstly, the obtained original point cloud data are pre-processed
according to the characteristics of multi-line LiDAR point cloud. Then an initial
registration algorithm (SAC-IA) with sampling consistency based on fast point
feature histogram (FPFH) is used to achieve the coarse registration for two frame
point clouds. Lastly, ICP algorithm optimized byKD-tree is used for precise regis-
tration and global road point cloud model can be obtained by iterative registration.
In order to verify themethod, actual road point cloud data are collected. The exper-
imental results show that the method is feasible and its registration accuracy can
meet the requirements of road model.

Keywords: Multi-line lidar · Multi-view scene point cloud · Point cloud
registration · SAC-IA · ICP

1 Introduction

Due to the limitation of measurement conditions, it is often necessary to carry out
multi-view point cloud registration [1] in order to restore complete road point data
when obtaining road point cloud data by LiDAR. At present, it is considered that point
cloud registration is generally divided into two stages: coarse registration and precise
registration. Using only Iteration Closest Point (ICP) algorithm is easy to fall into local
optimal solution [2]. Though many coarse or precise registration methods based on
features [3] accelerate the speed and accuracy of point cloud registration [4, 5] to some
extent, most of the researches at the present stage are in the theoretical stage. Multi-
perspective point cloud data collected in the actual environment are more complex, and
the registration process is different from that of point cloud registration of single-object.
In addition, current studies believe that the parameters setting often relies on experience
and requires manual intervention [6].
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VLP-16 LiDAR is a kind of multi-line LiDAR, which has widely applications in
unmanned driving and robot navigation and obstacle avoidance [7]. According to the
characteristics of VLP-16 LiDAR, this paper designs the data pre-processing model of
this kind of multi-line LiDAR point cloud. Firstly, the obtained point cloud data are
simplified, and the outliers are removed according to the threshold. Then SAC-IA based
on FPFH [8] is applied to coarse registration and the ICP algorithm optimized by KD-
tree is used for accurate registration. Lastly, the point cloud model after point cloud
registration is obtained, and the setting method of searching for domain radius in road
scene is given.

2 Data Pre-processing

2.1 VLP-16 LiDAR Data Characteristics

Point cloud data obtained byVLP-16LiDARare different from those obtained by general
point cloud acquisition devices such as stereo cameras, depth cameras and laser scanners
in the term of surface distribution characteristics. Point cloud data obtained by VLP-16
LiDAR are concentrated on 16 scan lines, and each line is evenly distributed along the
Z-axis direction. The point cloud data have vertical field of view from+15° to−15° and
360° horizontal scan field of view. The point cloud data are dense in horizontal direction
and sparse in vertical direction because the point clouds acquired by VLP-16 LiDAR
are distributed on 16 scan lines.

The characteristics of the data are shown in Fig. 1 belowwhen the VLP-16 LiDAR is
mounted on the vehicles to collect data in road scenes. The viewing angle of Fig. 1(a) is
the positive Z-axis. The viewing angle of Fig. 1(b) is the positive X-axis. It can be seen
from the two figures that the data are distributed discretely in form, and the positions
and intervals of data points are distributed irregularly in three-dimensional space. The
Fig. 1(a) shows that in the vertical direction, the data density near the ground is high.
The Fig. 1(b) conveys that the farther away from the collection point, the thinner the
data density is. Most of the points on either side fall on buildings and trees on both sides
of the road because of the limitation of laser penetration. A laser with a negative vertical
angle will scan to the ground, resulting in a ring of ground points in the collected point
cloud data. These ground points in the point cloud will not only affect the extraction of
the point cloud features, but also bring redundant computation, so the conditional filter
is adopted to filter them.
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Fig. 1. (a) Point cloud image from the positive direction of Z-axis. (b) Point cloud image from
the positive direction of X-axis.

2.2 Point Cloud Data Pre-processing Model

Due to the environment, experimental equipment, equipment accuracy and other factors,
there will be noise points, outliers and holes that do not meet expectations, as well as
some non-noise points that affect the experimental results when obtaining point cloud
data in the field. In order to make subsequent experiments more accurate, point cloud
data pre-processing should be carried out to eliminate some points that affect subsequent
experimental results. Firstly, the original data are cleaned to obtain the point cloud frames
which are suitable for registration. Then statistical filters based on statistical principles
are used to filter outliers and noise points. Finally, conditional filters are used to filter
the ground ring point clouds in road scenes, so as to improve the speed and accuracy of
registration (Fig. 2).

Fig. 2. Point cloud pre-processing timeline
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Statistical filtering can perform a statistical analysis on a certain domain of each
point and calculate the average distance from it to its adjacent points. It is assumed
that the calculated results satisfy the Gaussian distribution. Then if the average distance
obtained for a point is outside the standard range (defined by the global range mean and
variance), such a point can be defined as an outlier or noise point removed from the
original data. In this way, the influence of outliers and noise points on the registration
results can be greatly reduced.

Set the mean to be and standard deviation to be σ of all the average distance and the
distance threshold dth can be expressed as:

dth = l + s ∗ σ (1)

As the proportionality coefficient, the constant needs to be set according to degree of
statistical filtering required. Finally, point cloud data are traversed to eliminate the points
whose average distance with n neighbor points are greater than the threshold value. This
paper uses the standard statistical filter of the official document of PCL to carry out
statistical filtering. The proportionality coefficient is set to 1 and n is set to 50.

Conditional filters allow users to freely add and combine the range limits of XYZ
axis. Compared with the simplest filter, conditional filter can be designed according to
different requirements. Since point cloud data collected by vehicle-mounted LiDAR in
road scenes are always in the negative direction of the Z axis, the condition for setting
the Z axis of the conditional filter is: the vertical distance from the center of the LiDAR
to the ground.

3 Coarse and Precise Registration of Point Cloud Data

The steps of coarse and precise registration scheme of point cloud collected by VLP-16
LiDAR in road scene are as follows: Firstly, the fast point feature histogram (FPFH)
is calculated according to the point normal vector and Euclidean distance. Then, the
initial registration algorithm (SAC-IA)with sampling consistency based on the fast point
feature histogram (FPFH) is used for coarse registration. Finally, the precise registration
of the road field is completed by using ICP algorithm with KD-tree acceleration.

3.1 Extraction of FPFH Feature Descriptor

As one of the most basic feature descriptors, FPFH is a feature descriptor of traditional
Point Feature Histogram (PFH) to reduce the computational complexity and improve
the computational efficiency. It captures the geometric information around a point by
analysing the difference of the normal direction near each point. The result of normal
estimation is important for the quality of FPFH calculation. The extraction steps of
feature points are as follows:

• Set the search radius of each point as r1, and estimate the normal vector of each point.
• Calculate the three characteristic element values between the query point and each
other point within its search radius, namely the α, ∅, θ values in PFH. Then these
values are calculated into a simplified point feature histogram(SPFH).
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• Determine the domain of each point in the domain of the search radius r2 and form
SPFH according to the second step.

• The SPFH of each point in the domain of the query point is weighted count. The ωk
represents the distance between the query point p and pK . The formula is as follows:

FPFH (p) = SPFH (p) + 1

k

∑k

i=1

1

wk
(∗SPFH (pK )) (2)

The key to calculate the FPFH is to set the domain radius r1 of normal estimation and
the domain radius r2 of FPFH. Search areas that are slightly too large or too small are
allowed. However, if the threshold is set too small, it will lead to wrong estimation of the
normal vector, resulting in the local information missing, which can not be registered.
The time cost of calculating the normal vector and FPFH increases sharply when the
threshold is set too much. It may occur that multiple separated objects in the scene
are calculated together with the surface normal vectors, and the feature description
information is inaccurate, resulting in the decline of registration quality. In previous
studies, parameters setting is mostly dependent on experience. This paper presents the
method of parameters setting in road scene.

In general, the point cloud data in road environment will be influenced by trees on
both sides of the road and other obstacles and it is difficult to determine the normal
vectors and FPFH on the surface of the trees. Therefore, buildings on both sides of the
road should be regarded as key descriptors at this time. The VLP-16 LiDAR supports a
vertical field angle of±15° and the angle between each scan line is 1.875° approximately.
The distance between the building and the vehicle is estimated to be between 22 m and
30 m. The spacing between the two scan lines projected on buildings is calculated to be
between 0.72 m and 0.98 m.

In order to satisfy the correct calculation of normal vectors on more buildings as far
as possible, set r1 to be 1 m. In the case of characteristics of point cloud data obtained
by VLP-16 LiDAR in road scene, it is best that r2 takes twice the scan line spacing, so
it is set to 2 m.

3.2 ICP Precise Registration Optimized by KD-Tree

KD-tree is a data structure that divides k-dimensional data space. It is mainly applied to
the search of key data in multi-dimensional space(such as range search and most recent
collar search). The steps of ICP precise registration algorithm optimized by KD-tree are
shown as follows (Fig. 3):
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Fig. 3. Precise registration step figure

The main process of ICP algorithm is to find the best transfer matrix between source
point cloud and target point cloud. For two groups of point clouds {X = x1, x2, . . . , xNx}
and {P = p1, p2, . . . , pNp}, the rotation matrix R and the translation matrix T are solved
iteratively, making the following formula minimum.

E(R,T ) = 1

NP

∑NP

i=1
‖xi − RPi − T‖2 (3)

The iteration stopped when the above value is less than the set threshold, or reaches
the limit of the number of iterations that is pre-set.

4 Experiment

The experimental data are collected by VLP-16 LiDAR at a location in Chengdu. The
average point cloud data of each frame have about 22000 points, which are used to test
the effectiveness of the model in this page. The whole algorithm model is implemented
in PCL 1.8 using C++ language.

In this experiment, a section with curves, trees and general buildings on both sides
of the road and good pavement condition is selected as the experimental sampling site.
Placing the VLP-16 LiDAR on the roof of the car can scan the scene more stably and
extensively, so a device that can fix the VLP-16 LiDAR is designed to be placed on the
roof the car according to the vehicle model. After making preparations, the driver tries
to keep the speed even in one direction, so as to obtain the road point cloud data of the
scene.

The final experimental results are shown in the figure below. The first two images
are displayed by the software--CloudCompare. The last two images are displayed using
the visual portion of the PCL library. Figure 4(a) is the point cloud data of one frame
with an interval of 20 frames after extraction and screening. Figure 4(b) is the result of
pre-processing the point cloud data of one frame of road scenes respectively. Figure 4(c)
is the point cloud image obtained after the precise and coarse registration of two frames
of point clouds. The red point cloud is the point cloud data of previous frame, and the
green point cloud is the point cloud data of the later frame. Figure 4(d) is the local details
of the point cloud magnified in two frames after registration.
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Fig. 4. (a) Original point cloud image. (b) Point cloud image after pre-processing. (c) Point cloud
image after registration. (d) Local details after registration

The obtained point cloud data should be extracted at a certain interval. The interval
between the two frames should not be too large, because too large will lead to too large
difference between the two frames of point cloud images, and finally the two frames can
not be registered. If the frame interval is too small, the workload of global point cloud
registration will be increased, resulting in a great amount of redundant computation. In
this experiment, sampling is conducted at an interval of 20 frames, and the point cloud
coordinate system of the first frame is taken as the reference coordinate system of point
cloud image sets. Using multi-thread programming, the final experimental results are
obtained by registration of point cloud image sets frame by frame. The final results of
global point cloud data set registration are shown in Fig. 5 below. The three pictures of
Fig. 5 are the results of different perspectives. Figure 5(a) is viewed from the positive Z-
axis. Figure 5(b) and (c) are viewed from the left and right sides of the driving direction.
As can be seen from the picture, the trees, green belts, signs and some buildings on
both sides of the road are clearly displayed. The overall results show a better picture of
the road and important information on both sides. Figure 6 shows some details of trees,
green belts and buildings. The desired effect has been achieved by using the experimental
model.
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Fig. 5. (a) The final result from the upper view. (b) The final result from the right view. (c) The
final result from the left view

Fig. 6. (a) Details of green belts. (b) Details of trees. (c) Details of buildings

The following table can be obtained by comparing the transfer matrices calculated
after coarse registration and precise registration with those measured by precise devices
at the actual measuring site (Table 1).
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Table 1. Registration error analysis.

Pre-set transition matrix Registration transition matrix Error

Rotation
angle

Translation
angle

Rotation
angle

Translation
angle

Rotation
angle

Translation
angle

X-axis 0.00604667 0.00932314 0.00603953 0.00940045 7.13579e−06 7.731e−05

Y-axis 0.000368052 2.18737 0.000402868 2.18738 3.4816e−05 1.00136e−05

Z-axis −0.0440608 0.0279537 −0.0440639 0.0290932 −3.09944e−06 0.0011395

It is found that the rotation angle and translation distance have not changed much
except the Z-axis translation distance. The reason why the error on the Z-axis is larger
than the error on the other values may be as follows: The road surface is not smooth
enough and there are irresistible bumps, resulting in some errors in the translation
distance of the point cloud in the vertical direction of the two frames.

5 Conclusion

In this paper, the registration algorithm of VLP-16 LiDAR point cloud is studied deeply
for practical application. According to the characteristics of multi-line LiDAR point
cloud in road scene, a special pre-processingmodel ofmulti-lineLiDARand a reasonable
calculation method of plane normal vectors and search radius of FPFH under this scene
are proposed. The SAC-IA algorithm based on FPFH is used for coarse registration, and
the ICP algorithm optimized by KD-tree is used for precise registration of point clouds.

The experimental results show that this model is suitable for road scene registration,
and the registration of multi-view point cloud data in road scene is completed, and the
error is very small compared with the real rotation matrix. This shows that the model
has applicability and effectiveness.

The deficiency of the model is that the scope of application of the parameters setting
method has limitations in the calculation process of coarse registration. The results will
be in a decline in registration accuracy under complex and extreme conditions. Therefore,
the improvement of the adaptability of algorithm will be the goal of the next research.
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Abstract. Different algorithms combined with Near-infrared spectroscopy were
investigated for the detection and classification of crayfish quality. In this study,
the crawfish quality was predicted by partial least square-support vector machine,
principal component analysis-support vector machine, BP neural network and
support vector machine after pre-processing the NIR spectral data of crawfish. The
result shows that the accuracy of near-infrared spectroscopy technology combined
with SVM to classify crayfish quality can reach 100%, and the prediction can guide
the sampling of crayfish food safety in practice, thus improving food safety and
quality.

Keywords: Crayfish quality analysis · SVM · Infrared spectra

1 Introduction

The quality of crayfish is mainly determined by the three links of breeding, processing
and storage, all of which are capable of significantly affecting its quality score [1].
Therefore, the use of traditional methods such as sanitary inspection, sensory evaluation,
and physical and chemical analysis. They not only require professional testing, but also
have the disadvantages of being too subjective and having long operation cycle [2].

TheNIR spectroscopy is a green non-destructive detectionwith the advantages of low
cost, high analytical efficiency, high speed and good reproducibility [3], and has been
widely used in various fields such as food, pharmaceutical and clinical medicine [4],
biochemical [5], textile [6], and environmental science. Modern NIR spectroscopy must
rely on chemometric methods to complete spectral pre-processing and model building.
Spectral pre-processing methods include smoothing algorithms, multivariate scattering
correction, wavelet transform, etc.; Commonly used multivariate correction methods
include linear correction methods such as principal component regression and partial
least square, and nonlinear correction methods such as artificial neural networks and
support vector machines [7].

In this study, we experimentally analyze four algorithms in crayfish quality detection
and compare their prediction rates. Although PCL PLS and BP neural network have
achieved better results in experiments, there is still room for improvement compared
to support vector machines. Support vector machine has high generalization ability and
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can better handle practical problems such as small samples, nonlinearity, ambiguity, and
high dimensionality [8]. The crayfish classification model with high stability and high
accuracy in near-infrared spectroscopy using support vectormachines, aiming to provide
reference for subsequent research.

The second part of this paper gives a brief introduction of each model as well as its
derivation; the third part selects the optimal model from the above machine algorithms
through experimental analysis and comparison; the fourth part is an analysis of the
advantages and disadvantages of the algorithms and a summary.

2 Theoretical Approach to Modeling

In this paper, four different machine classification algorithms will be used to predict
crayfish quality, namely: SVM, PLS-SVM, PCA-SVM, and BP neural network. Firstly,
we process the original data and divide the training set and test set according to a certain
proportion. The training set is used as the input for training, and the classification model
is obtained by adjusting the optimization parameters of each algorithm. Then the test
set is used as the input. Finally, compare the accuracy of the four classifiers and find the
appropriate optimal model.

2.1 Support Vector Machines

The basic idea of SVM is to find the support vector which constructs the optimal clas-
sification hyperplane in the training sample set which means that samples of differ-
ent categories are correctly classified and the hyperplane interval is maximized. The
mathematical form of the problem is:

yi[(wTxi + b)] ≥ 1, i = 1, 2, 3, ...,N (1)

For linear indivisibility, there is a certain classification error that does not satisfy
Eq. (1). Therefore, a slack variable is introduced in the optimization objective func-
tion. At this time, The problem of finding the optimal classification hyperplane will be
converted into a convex optimization problem with constraints for solving:

⎧
⎨

⎩

min 1
2w

Tw + C
N∑

i=1
ζi

s.t. yi(wTxi + b) ≥ 1 − ζi

i = 1, 2, 3, ...,N (2)

In the Eq. (2): C is called the penalty parameter. If the value of C is larger, the
penalty for misclassification is larger. And the smaller C is, the smaller the penalty
for misclassification is [9].

The classifier discriminant model function in n-dimensional space . At this time, the
problem of the linear indivisible support vector machine becomes a convex quadratic
programming problem. And we can use the Lagrangian function to solve it.

When the sample is non-linear, we can choose the kernel function to solve. In this
paper, we mainly use RBF for SVM. The corresponding classification decision function
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is:

f (x) = sgn(
N∑

i=1

λiyiK(x, xi) + b) (3)

2.2 Partial Least Square

Partial least square is a dimensionality reduction technique thatmaximizes the covariance
between the prediction matrix composed of each element in the space and the predicted
matrix [10]. It concentrates the features of principal component analysis, typical corre-
lation analysis and linear regression analysis in the modeling process. Therefore, it can
provide richer and deeper systematic information [11]. The partial least square model is
developed as follows:

Pre-process the prediction matrix and the predicted matrix to make them mean and
centered, and then decompose them:

{
X = APT + B
Y = TQT + E

(4)

where Y ∈ Rn∗m and X ∈ Rn∗m are the predicted matrix, A ∈ Rn∗a and T ∈ Rn∗a are the
score matrix, P ∈ Rm∗a and Q ∈ Rm∗a are the load matrix, B ∈ Rm∗n and E ∈ Rn∗m are
the residual matrix.

The matrix product APT can be expressed as the sum of the products of the score
vector t and the load vector Pj, then we have:

X =
a∑

j=1

tjp
T
j + B (5)

The matrix product TQT can also be expressed as the sum of the products of the
score vector uj and the load vector qj, so it can be expressed as:

Y =
a∑

h=1

ujq
T
j

+ E (6)

Let uj = bjtj, where bj is the regression coefficient, then U = AH , H ∈ Raa is the
regression matrix:

Y = AHQT + E (7)

2.3 Principal Component Analysis Method

Principal component analysis is a mathematical transformation method in multivariate
statistics that uses the idea of dimensionality reduction to transform the original multiple
variables into a few integrated variables with most important information [12]. These
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integrated variables reduce the complexity of data processing, and reflect the maximiza-
tion of the content contained in the original variable, reduce the interference of error
factors, and reflect The relationship between the variables within the matter.

For the raw data, we can extract the intrinsic features among the data by some
transformations, and one of the methods is to go through a linear transformation to
achieve [13]. This process can be expressed as follows:

Y = wX (8)

Herew is a transformation value, which can be used as a basic transformation matrix
to extract the features of the original data by this transformation. Let x denote the m
dimensional random vector. Assume that the mean value is zero, that is:

E[X ] = 0 (9)

Let w be denoted as an m dimensional unit vector x and make it project on x. This
projection is defined as the inner product of the vectors x and x, it is denoted as:

Y =
n∑

k=1

wkxk = wTx (10)

In the above equation, the following constraints are to be satisfied:

‖w‖ = (wTw)1/2 = 1 (11)

The principal component analysis method is to find a vector of weights E[y2], which
enables the expression to take the maximum value [14].

2.4 BP Neural Network

BP neural networks simulate the human brain by simulating the structure and function
of neurons. And it has the ability to solve complex problems quickly, accurately and in
parallel. When the training samples are large enough, the BP neural network makes the
error very small and makes the prediction result accurate enough. Compared to other
neural network algorithms, BP neural networks are able to propagate the error backwards
from the output to the input layer by using hidden layers. And modify the weights and
threshold values during the back propagation process using the fastest descent method
to make the error function converge quickly, which has fast training speed [15].

3 Experimental Results and Analysis

3.1 Support Vector Machine Classification Model

In supervised learning theory, two data sets are included. One is used to build the model,
called the training sample set; the other is used to test the quality of the built model, called
the test sample set. After preprocessing the data, we select half of the experimental data
as the training set randomly, and use them to build the model. Finally, the remaining half
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of the experimental data are used as a test set and input them to the established model
for classification and identification of crayfish.

LIBSVM is chosen as the training and testing tool for this model, and Gaussian
kernel is chosen as the kernel function. We can search for parameters (c, g) by 10-fold
cross-validation, and calculate the optimal value of 10-fold cross-validation accuracy.
The set of (c, g) with the highest cross-validation accuracy is taken as the best parameter,
obtaining c = 0.1, g = 4, as shown in Fig. 1.

As shown in Fig. 2, according to the comparison between the model and the actual
sitution, where all samples are correctly classified with an accuracy rate of 100%, and it
shows that the model has an extremely strong generalization ability and has a very high
accuracy in high dimensionality.

Fig. 1. Optimization parameters by grid
searching technique.

Fig. 2. The Sample error in the SVM Model.

3.2 Principal Component Analysis for Clustering Crayfish

In order to remove the overlapping information in the NIR spectra and the information
lacking correlation with the sample properties as much as possible, we reduced the
original data matrix from 800× 215 to 800× 3 (3 principal components) by PCA. Since
the principal component score plots of the samples can reflect the internal characteristics
and clustering information of the samples, we obtained the contribution rate plots of the
first three principal components as shown in Fig. 3 and the three-dimensional score
distribution plots of the first three principal components as shown in Fig. 4.

Figure 6 is a plot of the scores of principal component 1, 2, 3 for 800 crayfish,
where the x y z axis represent the first principal component score, the second principal
component score and the third principal component score respectively. From the figure,
we can see that crayfish are clearly classified into 8 categories, indicating that components
1, 2, and 3 have a significant impact on crayfishwith a better clustering effect. To describe
the classification results quantitatively, we build a classification model for principal
components using SVM.

We randomly select one-half of the standardized sample data as the training set to
train themodel, and the remaining one-half as the test set. The first 5 principal component
score data are taken as the data features for identification. As shown in Table 1.

After that, we obtain a classification accuracy equal to 98.75% for this experiment
by SVM.
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Fig. 3. Contribution of the top three
principal components.

Fig. 4. 3D score distribution of the top three
principal components.

Table 1. Reliabilities of principal compoents.

Principal components Eigenvalue Cumulative credibility

PC1 138.6437 0.985

PC2 38.4181 0.996

PC3 29.9760 0.980

3.3 Partial Least Squares Regression Analysis

It is especially important to determine the number of principal components in the PLS
model. As the number of principal components increases, the degree of importance
gradually decreases and represents less and less effective information. If too fewprincipal
components are selected, the characteristics of the sample are not fully reflected thus
reducing the accuracy of the model prediction, this situation called under-fitting; if
too many principal components are selected, some noisy information will be used as
the characteristics of the sample, making the prediction ability of the model lower, this
situation called overfitting [16]. Therefore, in order to reasonably determine the principal
component score of the model, we derived a principal component score of 3 by taking
the sum of squared prediction residuals [17] as the evaluation criterion.

Fig. 5. Contribution of the top three
Comparison of predicted values and actual
values.

Fig. 6. Error analysis of S content in PLS.
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The SVMmodel is built by the LIBSVM toolbox, and the comparison chart between
predicted and reference values is shown in Fig. 5, and the error analysis is shown in
Fig. 6. We came up with an accuracy rate of 99.5%.

3.4 BP Neural Network Model

The crawfish classification BP network model uses a three-layer network structure,
namely input layer, implicit layer, and output layer, and the layers are interconnected.
Among them, the number of neurons in the input layer is 215 features of the samples.
the number of labels of the samples in the output layer is 1 layer, and the number of
implicit neurons is 20 layers. The weights of the BP neural network model are set to
default, the learning step is set to 0.01, the maximum number of training sessions is
1000, and the expected error is 0.001. We normalize the 800-group sample as the input
term,after several training sessions, if the error meets our expectation, then the neural
network model is valid and can be applied.

Figure 7 shows the performance curve of the training, indicating its variance varia-
tion. After four cycles, the network achieves convergence with a mean squared error of
0.00089, which is less than the set expectation error target of 0.001. The whole curve
decreases faster, indicating the appropriate size of the learning rate.

Fig. 7. Performance curve of BP neural
neural network.

Fig. 8. Sample error plot in the BP network
training.

Figure 8 shows the regression plot corresponding to the BP regression function, from
which the fit of the training data, validation data, test data and the whole data,we know
the correlation coefficient R are 0.99604, 0.99415, 0.99342 and 0.9955 respectively with
high correlation, indicating the model fit. Through the above analysis, the BP neural
network model has a good prediction effect with strong generalization ability in this
study. Finally, we measured the accuracy rate of 97%.
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4 Conclusion

Crayfish quality is affected by several factors, and it is necessary to ensure a reasonable
classification of crawfish quality for objective evaluation of all aspects. This paper intro-
duces SVM, PCA, PLS and BP neural networks in crayfish quality detection, leading to
the following conclusions:

(1) To ensure the comparability of the model, 800 learning samples were selected with
215 feature vectors as input and classification label level as output. The results of
the validation data show that the classification accuracy is all greater than 95%,
which meets the accuracy requirement of mine environment evaluation.

(2) Compared with the BP neural network algorithm, the SVM algorithm shows more
obvious superiority: the SVM model introduces the cross-validation method to
program the automatic optimal selection of parameters, which overcomes the dis-
advantage that the neurons in the hidden layer of the BP neural network are not
easily determined, and thus has a higher accuracy rate.

(3) Compared with PCA, the PLS algorithm can not only solve the problem of vari-
able multicollinearity, but also solve the regression problem of multiple depen-
dent variables with independent variables, reducing the influence of overlapping
information.

In summary, the support vector machine model is chosen to be more suitable for
the classification of crayfish quality, which has high accuracy and low time at high
dimensionality and fuzziness.
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Abstract. The traditional inoculation technology of Pleurotus eryngii is artificial
inoculation, which has the disadvantages of low efficiency and high failure rate.
In order to solve this problem, it is necessary to put forward the automatic con-
trol system of Pleurotus eryngii inoculation. In this paper, based on the system
of high reliability, high efficiency, flexible configuration and other performance
requirements, PLC is used as the core components of the control system and con-
trol the operation of the whole system. In order to improve the efficiency of the
control system, the particle swarm optimization algorithm was used to optimize
the interpolation time of the trajectory of the manipulator. Through simulation, it
was found that the joint acceleration curve was smooth without mutation, and the
running time was short. Because the position deviation of the Culture medium of
Pleurotus eryngii to be inoculated will inevitably occur when it is transferred on
the conveyor belt, the image recognition technology is used to accurately locate
them. In order to improve the efficiency of image recognition, the genetic algo-
rithm (GA) is used to improve Otsu to find the target region of Culture medium of
Pleurotus eryngii to be inoculated, and the simulation results showed that the com-
putational efficiency could be increased by 70%. In order to locate the center of
the target region, the mean value method is used to find their centroid coordinates.
At last, it is found by simulation that the centroid coordinates could be accurately
calculated for a basket of 12 Pleuroides eryngii medium to be inoculated.

Keywords: Image recognition · Centroid coordinate · PLC · Robot

1 Introduction

Pleurotus eryngii is a kind of rare edible fungus, which is very popular among consumers.
In the process of factory cultivation, Pleurotus eryngii should be inoculated in a sterile
working environment and a highly efficient and stable inoculation process, otherwise it
will lead to failure of inoculation or directly affect the quality of the mushroom [1].

At present, as shown in Fig. 1, most enterprises adopt the traditional manual inocula-
tion method. Workers wearing protective clothing use buttons to control the operation of
the conveyor belt to transfer the packed Pleurotus eryngotus medium to the appropriate
location, and press the buttons to control the liquid strains to enter the syringe. However,
the inoculation efficiency of Pleurotus eryngus was reduced due to the following three
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reasons: after a long period of inoculation, workers could not maintain the standard inoc-
ulation operation due to physical exhaustion; Because the temperature of the inoculation
room is required to be kept at 25 °C, the heat emitted by the workers themselves will
cause adverse effects on the inoculation room. The optimal liquid strain content required
for Pleurotus eryngii inoculation is 30 ml, so it is difficult to guarantee the precision of
liquid strain injection by manual injection.

In order to solve the above problems, this paper designed a set of automatic control
system for Pleurotus eryngii inoculation, which can replace manual automatic com-
pletion of Pleurotus eryngii inoculation, including PLC control, manipulator trajectory
optimization and center positioning based on image recognition. By the simulation anal-
ysis, the systemcan not only effectively replacemanual to complete the inoculationwork,
but also significantly improve the work efficiency.

Fig. 1. Traditional artificial Pleurotus eryngii inoculation

2 Design of Pleurotus Eryngii Inoculation Control System

The control systemmainly includes four links,which are the start and stopof the conveyor
belt, the opening and closing of the solenoid valve, the precise positioning of machine
vision and the trajectory planning of the manipulator arm. The Culture medium of
Pleurotus eryngii to be inoculated is placed in a box in groups of 12 and transported to
the appropriate location by a conveyor belt. When the position sensor senses the frame,
the conveyor belt stops moving. Due to the influence of external factors such as the delay
of transmission signal and the skew bag of culture medium of Pleurotus eryngii, machine
vision is used to collect images of culturemediumof Pleurotus eryngii and find 12 central
positions accurately. Next, they will be transmitted to the manipulator arm by the upper
computer in turn. The function of the manipulator is to take the syringe and insert it into
the culture medium of Pleurotus eryngus according to the spatial coordinates obtained
from the image recognition. Finally, PLC accurately controls the injection amount of
liquid strain to 30ml by controlling the start and stop time of the solenoid valve.
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2.1 Design of Pleurotus Eryngii Inoculation Hardware System

It is well known that PLC has the advantages of high reliability, flexible configuration,
convenient installation, fast running speed and so on [2]. Therefore, the hardware sys-
tem of the automatic production line of Pleurotus eryngii inoculation designed in this
paper uses PLC as the control processing unit. As is shown in Fig. 2, The hardware of
the control system includes PC (personal computer), PLC, servo drives, servo motors,
industrial camera, electromagnetic valve, cylinder, belt andmechanical armdevice, such.
According to the specified technological process, PLC controls each hardware equip-
ment to cooperatewith each other to realize the automatic production of Pleurotus eryngii
inoculation.

P

C

S7-

1500

PLC PTP

Solenoid Valve Microbial Injection

Coordinate Point

PTP Result

Injection of Complete

Servo Drivers Conveyor motor the Conveyor Belt 

Take Pictures

Manipulator Control

Position Sensor 1

Position Sensor 2

Fig. 2. Structure of Pleurotus eryngii inoculation control system

After considering the control system performance, development cost and I/O points
and other factors, this paper selects Siemens S7-1500 series PLC as the controller of the
equipment, and chooses the CPU as 1516. CPU 1516 has 2 PROFINET ports (X1 P1/P2
and X2 P1) and 1 PROFIBUS port. X2 P1, as the slave access port, interacts with the
data of the upper computer through the industrial Ethernet bus. X1 and P1, as the access
ports of the device, realize PROFINET communication with touch screen, frequency
converter, distributed I/O unit, manipulator and other modules through switches.
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2.2 Design of Pleurotus Eryngii Inoculation Software System

The inoculation control software of Pleurotus eratus is developed onTIAPortal platform,
mainly including the design of S7-1500 PLC control program, TP1200 touch screen
interface and upper computer monitoring interface. The PLC program is used for the
automatic control of Pleurotus eryngii inoculation production line and the response to
the monitoring request of the console, touch screen and upper computer. The program
control flow is shown in Fig. 3.

The specific work steps are as follows.

• Put the baskets of Culturemedium of Pleurotus eryngii to be inoculated on the running
conveyor belt;

• The sensor 1 senses the basket and sends a signal to the PLC, and records the number
of baskets through the PLC;

• The sensor 2 inducts the basket and sends a signal to the PLC,which stops the conveyor
belt running;

• Take pictures of 12 Culture medium of Pleurotus eryngii to be inoculated inside each
basket by industrial camera, and upload them to PC;

• Image processing is carried out on PC throughMATLAB, all centroid coordinates are
found, and coordinate values are transmitted to PLC through OPC (OLE for Process
Control) protocol;

• By PROFINET protocol, PLC transmits the centroid coordinates to the manipulator
successively;

• The mechanical arm accepts the centroid coordinates and drives the syringe to the
centroid coordinates according to the program and sends a signal to inform the PLC;

• PLC starts the solenoid valve and records the time T. When T is equal to the preset
time T, stop the solenoid valve, that is, the injection task of 30 ml liquid strain has
been completed;

Fig. 3. PLC program control flow chart
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• The mechanical arm is reset and ready to receive the next coordinate point;
• The PLC transmits the next coordinate point to the robot, and then returns to Step 6;
• When the basket’s Pleurotus eryngii medium has been inoculated, the conveyor belt
is started for preparing the next basket for inoculation. Then, return to Step 3;

• When the number of inoculated baskets is equal to the number of baskets sensed by
sensor 1, the conveyor belt is stopped. Finally, complete the inoculation task.

2.3 Improvement of Work Efficiency

In practical application, the control system should not only meet the requirements of
control performance, but also improve work efficiency as much as possible. In the whole
control system, the time of trajectory planning carried out by the manipulator operated
syringe occupiesmore than half of thewhole inoculation time, so it is of great significance
to select the time optimization for the trajectory of the manipulator. Because the particle
swarm optimization (PSO) algorithm has the characteristics of simple structure, easy
implementation, easy parameter adjustment, and can directly choose the polynomial
interpolation time as the variable to optimize the PSOalgorithm [3], so the PSOalgorithm
is selected to optimize the trajectory of the manipulator.

Analysis of Quintic Polynomial Trajectory Planning Algorithm. In order to reduce
the vibration of the manipulator, the manipulator should meet the requirements of
smoothness during operation. The solution of the quintic polynomial of joint Angle
can satisfy the restriction of diagonally plus acceleration and avoid abrupt acceleration.
Let the trajectory planning formula of joint Angle be:

θ(t) = a0 + a1t + a2t
2 + a3t

3 + a4t
4 + a5t

5 (1)

In the formula (1), t represents time. θ(t) represents the Angle varying with time.
a0, a1, a2, a3, a4, a5 represent the coefficients of the above formula. Set the initial time
as 0, θ0 as the initial position, t1 as the time when the end reaches the end, and θ1 as the
end position, then the constraint conditions are as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

θ0 = a0
θ0 = a0 + a1t1 + a2t21 + a3t31 + a4t41 + a5t51
θ̇0 = a1
θ̇1 = a0 + 2a2t1 + 3a3t21 + 4a4t31 + 5a5t51
θ̈0 = a0
θ̈1 = 2a2 + 6a3t1 + 12a4t21 + 20a5t51

(2)
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In the formula (2), θ̇0 represents velocity. θ̈0 represents initial acceleration, final
velocity θ̇1,θ̈1 represents final acceleration. According to the formula (2), there are six
formulas in total, and the values of six unknowns a0, a1, a2, a3, a4, a5. The results are
shown in formula (3).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a0 = θ0

a1 = θ̇0

a2 = θ̈0
2

a3 = 20θ1−20θ0−(8θ̇1+12θ̇0)t1−(3θ̈0−2θ̈1)t21
2t31

a4 = 30θ0−30θ1−(14θ̇1+16θ̇0)t1−(3θ̈0−2θ̈1)t21
2t41

a5 = 12θ1−12θ0−(6θ̇1+6θ̇0)t1−(θ̈0−θ̈1)t21
2t51

(3)

Trajectory Planning Simulation. Particle Swarm Optimization (PSO) trajectory plan-
ning was simulated using MATLAB software. Set the population M as 100, the range
of initial position as [0.1, 4], the range of initial velocity as [−2, 2], and the number of
iterations as 100. In order to reduce amount of calculation of PSO algorithm, differential
time is chosen as the optimization function, its fitness function f (t) = min

∑
t.

Shi and Eberhart studied the inertial weight W and proposed a particle swarm opti-
mization algorithm with W decreasing linearly as the number of iterations increases.
This algorithm can quickly determine the optimal target azimuth in the initial optimiza-
tion process. With the increase of the number of iterations, the value of W gradually
decreases and the optimization is carried out in this azimuth.

w = wmax − (wmax − wmin) × k

kmax
(4)

In the above formula, wmax refers to the maximum inertial weight, wmax = 0.9,wmin

refers to the minimum inertial weight,wmin = 0.4, and kmax refers to the maximum
number of iterations. In order to prevent particles from running out of the solution space
for optimization, a maximum value,Vmax, is set such that Vk ≤ Vmax. When Vk > Vmax;
set Vk = Vmax.

The 3-5-3 interpolation trajectory planning algorithmcan not only solve the problems
of polynomial interpolation, such as second-order polynomial interpolation, no convex
hull and difficulty in optimization, but also reduce the computational difficulty and
improve the efficiency [4]. Let the 3-5-3 polynomial be:

⎧
⎪⎨

⎪⎩

θj1= aj13t3+aj12t2+aj11t+aj10

θj2= aj25t5+aj24t4+aj23t3+aj22t2+aj21t+aj20

θj3= aj33t3+aj32t2+aj31t+aj30

(5)

The angles corresponding to the initial positions, path points and end points of joints
1–3 are shown in Table 1.
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Table 1. Angular interpolation points in joint space

Joint position X0 X1 X2 X3

Joint 3 3.231 3.658 4.132 4.465

MATLAB was used to simulate joints 1, and the results were shown in Figs.
4 and 5.

Fig. 4. Change curves of Angle, angular velocity and angular acceleration of joint 1

Fig. 5. Change curve of fitness value of joint 1

In Fig. 4, the change curves of Angle and angular velocity are relatively smooth, and
there is no abrupt change in acceleration, indicating that the manipulator runs smoothly.
In Fig. 5, the fitness value of the function decreases with the increase of the number of
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iterations, indicating that the total interpolation time of joint trajectory obtained at the
end of iteration is the minimum.

3 Central Positioning

3.1 Image Acquisition

Figure 6 shows the image processing experimental platform built, which firstly studies
a single Culture medium of Pleurotus eryngii to be processed. The industrial camera is
fixed on the end of the manipulator arm through a clamp and moves along with the end
of the manipulator arm, In the eye-in-hand mode. Given a camera calibration position,
the manipulator moves to the calibration position before the camera takes pictures. The
pictures taken by the industrial camera are uploaded to the PC, and the result after
cropping is shown in Fig. 7.

Fig. 6. Image processing experimental platform

Fig. 7. Picture of Pleurotus eryngii culture medium to be inoculated
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3.2 Image Processing

Image Grayscale Processing. The grayscale processing of color images refers to the
conversion of color images to grayscale images, that is, according to the color component
RGB of the image into the grayscale value of the brightness range is (0, 255), so as
to reflect the morphological characteristics of the image. According to the different
sensitivity of human eyes to red, green and blue colors, the weighted average method
is used for gray processing. According to the different sensitivity of human eyes to
colors, different weights are given to RGB, and then the weighted average value of RGB
brightness is taken as the gray value, as shown in formula (6).

gray(i, j) = 0.3R(i, j) + 0.59G(i, j) + 0.11B(i, j) (6)

MATLAB was used for simulation, and the results were shown in Fig. 8.

Fig. 8. Grayscale processing results

Image Segmentation. Maximum inter-class variance method is a typical image seg-
mentation method proposed by Japanese scholar Otsu in 1978 based on the principle of
least square method, also known as Otsu method, abbreviated as Otsu. The measurement
standard adopted in the OTSU algorithm is the maximum inter-class variance, whose
principle is to obtain the inter-class variance between the target and the background
through the threshold value. The larger the inter-class variance is, the greater the differ-
ence between the two parts of the image is, which means the minimummisclassification
probability between the target and the background [5].

The calculation steps are as follows:

• Assume that the range of gray value I in the image is [0,L − 1], the pixel of gray
value i is ni and the total number of pixels is N , then

N =
∑L−1

i=0
ni (7)

Set the probability of occurrence of grayscale value as pi, then

pi = ni
N

(8)
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• Assume that the range of gray value of background region and target region is
[0,T − 1] and [T ,L − 1] respectively, and the probability of background region and
target region is P0 and P1 respectively, then

P0 =
∑T−1

i=0
pi (9)

P1 =
∑L−1

i=T
pi (10)

• Calculate the average gray scale of the background area and the target area,
respectively expressed by μ0 and μ1, then

μ0 = 1

P0

∑T−1

i=0
(i × pi) = μ(T )

P0
(11)

μ1 = 1

P1

∑L−1

i=T
(i × pi) = μ − μ(T )

1 − P0
(12)

• Set the average grayscale of the image to μ, then

μ =
∑L−1

i=0
(i × pi) =

∑T−1

i=0
(i × pi) +

∑L−1

i=T
(i × pi) = P0μ0 + P1μ1 (13)

• Let the total variance of the region be σ 2
i , then

σ 2
i = P0 × (μ0 − μ)2 + P1 × (μ1 − μ)2 (14)

MATLAB was used to simulate Fig. 8, and the results were shown in Fig. 9.

Fig. 9. Image segmentation results

Image SegmentationOptimization Based onGenetic Algorithm. Although themax-
imum inter-class variance method can be used to obtain an appropriate threshold for
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image segmentation, the need to select K value from the gray scale range [0,L − 1]
leads to a large amount of calculation and a long time. Genetic algorithm (GA) is used
to optimize the maximal class inter-square method, which can quickly find the optimal
threshold [6]. Combined with the principle of the maximum inter-class variance method
in Sect. 3.1, the use of genetic algorithm is to quickly find the T value that maximizes
σ 2
i .
The use of genetic algorithm is mainly divided into the following four stages:

• Population initialization
In population initialization, n chromosomes and m genes need to be created. Each
chromosome consists of m genes and represents a solution for each generation. Since
the gray value range of the image is [0, 255], which corresponds to 8-bit binary
number, if m = 8, as shown in Fig. 10, the chromosome is encoded, and there are 28

situations on each chromosome. Let’s say there are 10 solutions in each generation.
Let’s say n = 10.

Fig. 10. Chromosome coding map

• Fitness assessment
After population initialization, fitness function should be established to evaluate the
fitness of each chromosome, that is, the performance of the solution. In this section,
the maximum inter-class variance method is taken as the core, so Fi = σ 2

i is selected
as the fitness function, where i = 1, 2, · · · , 10. The larger the Fi value of fitness is
obtained, the more suitable the chromosome is.

• Duplication
The process is mainly divided into three parts: selection, crossover and mutation.

Firstly, the optimal solution from the previous generation population was copied
to the next generation. According to the Roulette Wheel Selection method, the
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probability of chromosome Selection was set as Pi, and the following results were
obtained:

Pi = Fi
∑n

i Fi
(15)

According to formula (15), a chromosome with a higher fitness Fi value has a higher
probability of Pi, which means that it is more likely to be selected in the population.
Finally, through 10 random screening, the next generation group was selected.

In order to speed up the solving speed of the optimal threshold, gene exchange was
carried out on some chromosomes, and the selection crossover probability was 0.7. In
order to avoid falling into the trap of local optimal solution, the chromosome mutation
operation is selected, that is, the gene in the chromosome is changed, and the probability
of selection mutation is 0.4.

• Decode
The chromosomewith the largestFi fitness valuewas selected from the last generation
and decoded into a decimal number, which is the optimal threshold T.

The calculation process is shown in Fig. 11.

Fig. 11. Genetic algorithm to optimize the optimal threshold solution flow chart
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MATLABwas used to optimize and simulate the genetic algorithm in Fig. 6, and the
results were shown in Figs. 12 and 13, which were the optimal adaptive value evolution
curve and the optimal threshold evolution curve respectively.

Fig. 12. Evolution curve of optimal fitness value

Fig. 13. Evolution curve of optimal threshold

As can be seen from Figs. 12 and 13, the fitness value of the genetic image was rela-
tively small at the beginning of the inheritance.With continuous evolution, the unsuitable
chromosomes were eliminated, and the fitness value became higher and higher, and the
optimal threshold was found at the fifth generation of evolution. Through many sim-
ulations, it is found that the optimal threshold can be obtained by no more than 15
generations of evolutionary algebra. Therefore, according to the simultaneous calcula-
tion of 10 chromosomes in each generation, the optimal threshold value can be obtained
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within 150 threshold calculations. Compared with the traditional OTSU, which requires
256 thresholds to be calculated to compare the regional total variance, the calculation
efficiency is improved by 70%.

To Solve the Center of Mass. Taking Fig. 9 as the research object, the target region we
required to be solved is in the middle, but there are most interference regions outside the
target region, and the centroid coordinates of the target region can be solved only if the
interference region is removed.

The image connectivity domain includes four neighborhood connectivity and eight
neighborhood connectivity. Since eight neighborhood connectivity is used to identify
whether there are pixels (white) in eight directions of a pixel point in a binary image,
eight-neighborhood connectivity is more comprehensive and has good generality [7]. In
this paper, eight-neighborhood connectivity is used to remove white interference areas.
The operation process is shown in Fig. 14. In the above way, imclear Border function
in MATLAB was used in this paper to clear the white interference area connected with
the boundary, and the result is shown in Fig. 15-a. As can be seen from Fig. 15-a, the
peripheral white area of the central target area has been cleared, but many small white
interference areas are still left.

Set up the image of the target area for the P, P = {P1,P2, · · · ,Pn}, P1,P2, · · · ,Pn

respectively represented in Fig. 15-a white area. Let the areas of P1,P2, · · · ,Pn be
s1, s2, · · · , sn respectively. Through calculation, the white region with the largest area
is retained. Through simulation, the results are shown in Fig. 15-b.

Fig. 14. Oundary white interference area clearance flow chart
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As shown in Fig. 15-b, there are some small black spots inside the target region. In
order to improve the accuracy of centroid solution, image expansion algorithm is used
to remove the black spots.

Let A be the object to be processed and B be the structural element. The structural
element B is used to scan all pixel points of image A, that is, the origin of B is used as
the coordinate to scan each pixel point of A. If A pixel point in A is 1 when B covers the
region of A, the corresponding pixel point of B is also 1, then the scanning point is 1;

A ⊕ B = {x|B̂x ∩ A �= ∅} (16)

In formula (16), B̂ is the mapping of B to A, B̂x said image B shift distance along
the vector x. Through simulation, the result is as shown in Fig. 15-c, and the black spots
have been removed.

Fig. 15. Binary image interference region processing results

Calculate Coordinates by means of the Mean Value. According to Fig. 10-c, the
small black points in the target area have all disappeared. Next, the coordinate of the
center point of the target area is solved. Let the horizontal and vertical coordinates of
the center point be X and Y respectively, and the horizontal and vertical coordinates of
the target region be m and n respectively, then:

X =
∑

(m,n)∈S x(m,n)

S
(17)

Y =
∑

(m,n)∈S y(m,n)

S
(18)

x(m,n) and y(m,n) respectively represent the horizontal and vertical coordinates of the
pixel points in the target region. S represents the area of the target region. According to
Eqs. (17) and (18), the horizontal and vertical coordinates of the pixels in the target region
are respectively added and then divided by the total area of the target region to obtain
the horizontal X and vertical Y of the center point MATLAB is used for simulation, and
the result is shown in Fig. 16. The coordinate position has been marked in the central
area, and the coordinate point is (241, 191).
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Fig. 16. Target area center point diagram

3.3 Multi-target Identification and Verification

In a practical production line, as shown in Fig. 17-a, in order to speed up the inoculation
efficiency, 12 eryngii in a basket need to be identified simultaneously. The algorithm
described above is used to simulate Fig. 17-a, and the result is shown in Fig. 17-b to
obtain 12 target regions.

Fig. 17. Image processing of whole basket of Culture medium of Pleurotus eryngii

Set and the target area for Q = {Q1,Q2, · · · ,Q12}, the area of it: S =
{S1, S2, · · · , S12}, the center coordinates of it: O = {O1,O2, · · · ,O12}, Oi = (xi, yi),
i = 1, 2, · · · , 12. The steps for solving the central coordinates are as follows:

• Calculate the number of connected domains and mark each connected domain;
• Find the area of each connected domain S;
• Find the sum of the abscissa and ordinate of each connected domain;
• The sum of the abscissa and the sum of the ordinate of each connected domain is
divided by the area to get the central coordinate of the connected domain Oi.
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Through simulation, the result is shown in Fig. 18. The central coordinates of all
target regions have been worked out.

Fig. 18. Image processing results of a whole basket of Pleurotus eryngii

4 Conclusion

This paper presents a set of automatic control system for Pleurotus eryngii inoculation.
The control part of the system mainly includes PLC control, mechanical arm control
and visual control. Among them, PLC, as the upper computer, controls the operation
of the entire Pleurotus eryngii inoculation production line to ensure that each link is
completed normally according to the steps. In order to improve the running efficiency of
the production line, the PSO method was used to optimize the trajectory of the manip-
ulator. Through simulation analysis, it was found that the algorithm could reduce the
running time of the manipulator. In order to improve the accuracy of inoculation by
robotic arm, image recognition technology was used to accurately locate the culture
medium of Pleurotus eryngii to be inoculated. Among them, the genetic algorithm is
used to optimize the maximum inter-class variance method for image segmentation, and
the simulation results show that the target region recognition accuracy can be reduced
and the computational efficiency can be improved. Finally, the whole basket of Culture
medium of Pleurotus eryngii to be processed was simulated, and 12 centroid coordinates
were accurately obtained by means of the mean value method.
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Abstract. This paper proposes a new robust adaptivewatermarking scheme based
on dual-tree quaternion wavelet and artificial bee colony, wherein the host images
and watermark images are both color images. Color host images and watermark
images in RGB space are transformed into YCbCr space. Then, apply Arnold
chaotic map on their luminance components and use the artificial bee colony
optimization algorithm to generate embedding watermark strength factor. Dual-
tree quaternionwavelet transform is performed on the luminance component of the
scrambled host image. Apply singular value decomposition on its low-frequency
amplitude sub-band to obtain the principal component (PC). Embed thewatermark
into the principal component. Analysis and experimental results show that the
proposed scheme is better as compared to the RDWT-SVD scheme and the QWT-
DCT scheme.

Keywords: Dual-tree quaternion wavelet transform (DTQWT) · Singular value
decomposition · Artificial bee colony (ABC) · Color image watermarking

1 Introduction

Image watermarking is an important method to solve lots of security problems such as
the authenticity of digital data, copyright protection, and legal ownership. At present,
the watermarking schemes of a large number of papers take binary or grayscale images
as watermarks.

In recent years, the design of watermarking schemes for embedding color water-
marks into color host images has been a difficult problem. The color image water-
marking scheme in the literatures [1, 2] uses grayscale images or binary images as the
watermarks. Sharma et al. [3] put forward an novel color image watermarking scheme
based on RDWT-SVD and ABC, in addition, the watermark images are color images.
In order to improve the performance of image processing schemes, nature-inspired opti-
mization algorithms have become an important tool. Particle swarm optimization (PSO)
[4], differential evolution (DE) [5], and artificial bee colony [3] are widely used in digital
image schemes. DTQWT not only provides a wealth of phase information and solves
the common shortcomings of the wavelet transform, but also can consider the local
characteristics of the image at different scales [6].
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This paper proposes a new color image watermarking scheme based on dual-tree
quaternion wavelet transform, ABC algorithm and singular value decomposition. Apply
the single level dual-tree quaternion wavelet decomposition on the host image, apply the
singular value decomposition on the obtained low-frequency amplitude sub-band, and
ABC algorithm is used to obtain the embeddingwatermark strength factor. Experimental
results show that the scheme has better performance in terms of imperceptibility and
robustness.

2 DTQWT and ABC

2.1 Dual-Tree Quaternion Wavelet Transform (DTQWT)

Chan et al. [6] used quaternion algebra and the two-dimensional (2D) Hilbert transform
to extend the real wavelet transform and complex wavelet transform and then proposed
DTQWT. In addition, theDTQWTcan achievemultiresolution analyses. In digital image
watermarking, the DTQWT transformation of the host image can extract the character-
istics image in different frequency domains. Because the DTQWT coefficients of the
host image are also quaternions, we can get the amplitude, phase, and frequency infor-
mation of corresponding scales. The watermark is embedded in the stable component
that has little effect on the host image, and the inverse DTQWT is applied to obtain the
watermark in the host image. DTQWT not only provides rich phase information but also
overcomes the common shortcomings of the wavelet transform. Taking into account the
local characteristics of the image on different scales, DTQWT shows a better perfor-
mance than RDWT [3], QWT [7].We realize the DTQWT and inverse DTQWTby using
the dual-tree filter bank [8] framework.

2.2 ABC Optimization

Karaboga presented an optimization algorithm about population size and called it arti-
ficial bee colony (ABC) in the year 2005 [9]. It is derived from the intelligent search for
nectar source behavior of the bee colony. The ABC optimization algorithm determines
the optimal value of a variable by minimizing or maximizing a given objective function
in a given search space.

There are three types of bees in the ABC algorithm:employed bees, onlooker bees,
and scout bees. Employed bees indicate the number of solutions. The number of initial
solutions of the ABC algorithm is N, in which each solution is D-dimensional vector. An
initialization solution can be expressed as Xi = {xi,1, xi,2, · · · , xi,D}; where i = 1,2, N.
The ABC algorithm optimization process includes the following steps [3]:

1) During initialization, population N is randomly selected, in which each solution
Xi = {xi,1, xi,2, · · · , xi,D} (i = 1,2,· · · ,N) is a D-dimensional vector. The ith food
source described as in Eq. (1).

xi,j = xmin,j + rand(0, 1)(xmax,j − xmin,j)(j = 1, 2, · · · ,D) (1)
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2) Each employed bee useslocal information available to generate a new solution on
based and then compares the fitness value of generated solution with the initial solu-
tion. Choose the better solution of the two solutions for the next iteration. Generate
a new solution Yi through Eq. (2).

yi,j = xi,j + �i,j(xi,j − xk,j) (2)

In which k ∈ {1, 2, · · · ,N } and j ∈ {1, 2, · · · ,D}, k is different from i. �i,j is a
random number between -1 and 1.

3) Update the fitness value. Now the onlooker bees generate a new solution by Eq. (3).

Pi = fitnessi
∑N

i=1 fitnessi
(3)

fitnessi =
{

1
F(Xi)+1 , f (xi) > 0
1 + |F(Xi)| , otherwise

(4)

WhereF(Xi) represents the fitness value atXi. The fitness function used in this paper
is defined by Eq. (17).

4) each onlooker bee generates a random solution and the value is between zero and
one; if the value of Pi is bigger than the random solution in the step 2.

5) ABChas threemain control parameters:N(number of solutions), number of onlooker
or employed bees, the value of limit, and the maximal iteration number. The ABC
optimization algorithm circularly executes the above steps until the best solution is
received.

3 Watermarking Scheme

3.1 Watermark Embedding Process

Thewatermark embedding scheme proposed in this paper is shown in Fig. 1. The specific
steps are as follows:

1) Firstly convert the color host image I to a YCbCr color space, which obtains
components IY , ICb, ICr . Apply Arnold chaotic map to IY to get ĨY .

2) Convert the color watermark image W to a YCbCr color space, which obtains
components WY ,WCb,WCr . Apply Arnold chaotic map to WY to get W̃Y .

3) Perform the single level dual-tree quaternion wavelet transform on ĨY and decom-
pose it into sixteen sub-bands, select the low-frequency amplitude sub-band LLIY
as the area to embed the watermark.

4) Apply singular value decomposition on LLIY to get the ULL, SLL and VT
LL matrices.

LLIY = ULLSLLV
T
LL (5)

5) Use the ĨY and W̃Y obtained in the first and second steps, and then generate an
adaptive embedding watermark strength factor α according to the Sect. 3.3
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Fig. 1. The block diagram of the watermark embedding scheme

6) Using theULL and SLL obtained in the fourth step, calculate the principal component
IPC of the host image.

IPC = ULL × SLL (6)

7) Embed the watermark to modify the principal component.

I
′
PC = IPC + αW̃Y (7)

8) Perform singular value decomposition on I
′
PC .Save U

′
LL,V

′T
LL matrices, for water-

mark extraction scheme.

I
′
PC = U

′
LL × S

′
LL × V

′
LL (8)

9) Perform inverse SVD (ISVD) to obtain modified LLIW . Perform the single level
inverse dual-tree quaternion wavelet transform on LLIW sub-band with other fifteen
sub-bands to obtain I

′
Y .

LLIW = ULL × S
′
LL × VT

LL (9)

10) Perform the inverse Arnold chaotic transform on I
′
Y component to get INY .

11) Merge INY (luminance)with ICb and ICr , get the imagewith thewatermark embedded
in the YCbCr color space. Convert it to RGB color space and obtain the color
watermarked image M.
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3.2 Extraction Process

The watermark extracting scheme proposed in this paper is shown in Fig. 2. The specific
steps are as follows:

Fig. 2. The block diagram of the watermark extracting scheme.

1) Firstly convert the color watermarked image M to the YCbCr color space, which
obtains components MY ,MCb,MCr .

2) TakeMY as the area for watermark luminance information extracting. Apply Arnold
chaotic map on it and obtain M̃Y .

3) Perform the single level dual-tree quaternion wavelet transform on the M̃Y and
decompose it into sixteen sub-bands, select the low-frequency amplitude sub-band
LLMY .

4) Apply singular value decomposition on LLMY .

LLMY = UM
LLY × SMLLY × VM T

LLY (10)

5) Compute the extracted principal component EPC using SMLLY generated in the forth
step and U

′
LL,V

′T
LL .

EPC = U
′
LL × SMLLY × V

′T
LL (11)

6) Compute the extractedwatermark luminance componentE
′
Y using the strength factor

α. Use the strength factor α to obtain the luminance component E
′
Y of the extracted

watermark.

E
′
Y = (EPC − IPC)/ α (12)

7) Perform the inverse Arnold chaotic transform on E
′
Y and obtain the unscrambled

watermark luminance component EY .
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8) Merge the watermarked EY (luminance) component with componentsWCb andWCr ,
and convert it RGB color space, finally we get the color extracted watermark image
E.

3.3 Generation of Adaptive Embedding Strength Factor

It is very important to generate the watermark embedding strength factor, because it
affects the imperceptibility and robustness of the watermarking scheme. The smaller
the value of the embedded watermark strength factor is, the better the invisibility of the
watermark scheme and the poorer robustness. On the contrary, the bigger the value of
the embedding watermark strength factor, the less visibility of the watermark scheme
and the better robustness. Therefore, it is necessary to find an optimal strength factor
value to achieve a balance between imperceptibility and robustness. They are defined as
follows [10]:

Imperceptiblity = correlation(H ,HW ) (13)

Robustness = correlation(W ,W ∗) (14)

correlation(X ,X ∗) =

n∑

i=1

n∑

j=1
Xi,jXOR X ∗

i,j

n × n
(15)

Here H denotes the luminance component IY of the host image,HW denotes the
luminance componentMY of watermarked image,W denotes the luminance component
WY of the watermark image,W ∗ denotes the luminance component EY of the extracted
watermark image, n × n is the size of the image X and XOR denotes the exclusive-
OR(XOR)operation. Suppose addN typeof attacks on thewatermarked imageM, average
robustness is defined as follow:

Robustnessaverage =

N∑

i=1
correlation(W ,W ∗

i )

N
(16)

Minimizef = 1

Robustnessaverage
− Imperceptibility (17)

The better the robustness indicates that the extracted watermark is very similar to
the original watermark. In addition, the fitness function is defined as Eq. (17). Figure 3
shows the specific process of embedding strength factors optimization. Table 1 shows
the control parameters optimized by ABC.
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Table 1. The value of ABC optimization.

ABC optimization parameters Values

Number of Swarms 50

Maximal iteration 30

Limit 15

Initialization range 0.001–1

Number of Employed bees 50% of the swarm

Number of Onlooker bees 50% of the swarm

Number of Scout bees 50% of the swarm

Fitness Function parameters Noise, Filter attacks,Geometric
attacks

Fig. 3. Block diagram of optimization process.

4 Experimental Results and Discussion

Simulation experiments are carried out on MATLAB 2016A. To verb the performance
of the proposed scheme, four RGB space color host images Lena, Plane, Pepper, and
Mandrill with a size of 512× 512 are selected from the database [55], as shown in Fig. 4.
The color Shaanxi Normal University badge with a size of 256 × 256 in the RGB space
is selected as the watermark image, as shown in Fig. 4. The embedding strength factor
of the watermark is generated in Sect. 4. Figure 5 shows the convergence of the fitness
values of different host images. The quality metrics used here include peak signal-to-
noise ratio (PSNR),mean square error (MSE), normalized correlation coefficient (NCC),
and structural similarity (SSIM) index.
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Fig. 4. Host images: (a) Lena (b) Plane (c) Pepper (d)Mandrill and watermark image: (e) Shaanxi
Normal University badge.

Fig. 5. Fitness value vs. iterations.

4.1 Imperceptibility Results

Figure 6 shows the watermarked and extracted watermark images applying the proposed
scheme. We calculated the value of PSNR, SSIM and NCC using different host images,
as shown in Table 2. The Human Visual System (HVS) shows that if the PSNR value
is greater than 30 dB and the SSIM value is greater than 0.9, the imperceptibility of the
watermark is better. Otherwise, the average PSNR calculated between the original color
host image and the color watermarked image is 47.6349 db, which is higher than 30 db,
and the average SSIM value is 0.9974, which is higher than 0.9. The high PSNR and
SSIM results show that the proposed method obtains a good imperceptibility.

Table 2. Imperceptibility results without attack.

Host image PSNR SSIM NCC

Lena 47.3377 0.9966 0.9974

Mandrill 47.2691 0.9987 0.9976

Pepper 47.1189 0.9973 0.9978

Plane 48.8138 0.9971 0.9979

Average 47.6349 0.9974 0.9977
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Fig. 6. Obtained watermarked images: (a) Lena (b) Plane (c) Pepper (d) Mandrill and extracted
watermark images: (e) (f) (g) (h)

4.2 Robustness Results

The visual result of the robustness of the image with Lena as the host, Fig. 7 shows
the image obtained after adding an attack to an image embedded with a watermark.
The image attacks are additive noise, filtering, rotation, cropping, blurring, and his-
togram equalization. Figure 7 shows the corresponding watermark images extracted
from the attacked images. Table 3 shows the calculated NCC values under different
image attacks. This watermarking scheme has achieved remarkable robustness results
under many common signal processing attacks, especially geometric distortion.

Table 3. The NCC value of extracted watermark using Lena as the host image

Attack Parameter Lena Plane Pepper Mandrill

Salt & pepper noise 0.05 0.9995 0.9995 0.9993 0.9994

0.1 0.9986 0.9984 0.9986 0.9990

0.2 0.9939 0.9925 0.9947 0.9939

Gaussian noise 0.05 0.9970 0.9975 0.9983 0.9959

0.1 0.9919 0.9922 0.9949 0.9899

0.2 0.9857 0.9831 0.9890 0.9818

Speckle noise 0.05 0.9992 0.9994 0.9996 0.9996

0.1 0.9991 0.9974 0.9991 0.9985

0.2 0.9962 0.9906 0.9959 0.9936

Gaussian fitler [2 2] 0.9961 0.9961 0.9966 0.9917

[3 3] 0.9954 0.9952 0.9961 0.9877

[5 5] 0.9949 0.9943 0.9957 0.9851

Median filter [2 2] 0.9965 0.9968 0.9969 0.9933

(continued)
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Table 3. (continued)

Attack Parameter Lena Plane Pepper Mandrill

[3 3] 0.9959 0.9964 0.9968 0.9904

[5 5] 0.9952 0.9955 0.9964 0.9851

Average filter [2 2] 0.9961 0.9961 0.9966 0.9917

[3 3] 0.9950 0.9947 0.9958 0.9864

[5 5] 0.9935 0.9921 0.9945 0.9800

Histogram equalization [3 3] 0.9500 0.9047 0.9644 0.9460

Sharpening 4 0.9965 0.9941 0.9977 0.9698

Rotation 45° 0.9879 0.9823 0.9932 0.9916

5° 0.9977 0.9945 0.9952 0.9956

2° 0.9974 0.9987 0.9972 0.9957

Cut 1/4 0.9923 0.9923 0.9877 0.9912

Motion blur θ = 4len = 3 0.9924 0.9934 0.9943 0.9840

JEPG compression Q = 10 0.9960 0.9968 0.9962 0.9946

Q = 30 0.9962 0.9971 0.9964 0.9961

Q = 50 0.9963 0.9971 0.9965 0.9968

Q = 80 0.9965 0.9972 0.9967 0.9972

Brightening 0.9921 0.9930 0.9838 0.9733

Fig. 7. The attacked watermarked image (Lena) and extracted watermark under attacks (a)
Gaussian noise (b) Median filter (c) Sharpening (d) Rotation (e) Cut (f) Histogram Equalization
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4.3 Comparative Analysis

Sharma et al. [3] put forward a new color image watermarking scheme based on RDWT-
SVD and ABC algorithm. S. Han et al. [7] proposed a color image watermarking algo-
rithm based on QWT-DCT, and the embedded watermark strength factor is a fixed con-
stant. The proposed watermarking scheme is compared with the above two schemes, and
the NCC values of each scheme under different image attacks are calculated. The results
are shown in Table 4. Comparedwith the optimized and unoptimized colorwatermarking
schemes, the robustness in this paper is significantly better.

Table 4. The comparative analysis

Attack Parameter Sharma et al. [3] S. Han et al. [7] Proposed scheme

Gaussian noise 0.001 0.9882 0.9908 0.9919

Salt&pepper noise 0.02 0.9966 0.9907 0.9986

Speckle noise 0.1 0.9813 – 0.9991

Median filter [3 3] 0.9955 0.9859 0.9959

Average filter [3 3] 0.9948 0.9895 0.9950

JEPG compression 50 0.9960 0.9911 0.9963

Sharpening 1 0.9931 – 0.9984

Rotation 5° 0.9914 – 0.9977

Cut 1/4 0.9648 – 0.9923

5 Conclusion

In this paper, we propose a novel color image watermarking scheme based on DTQWT-
SVD and ABC optimization. The color host image is converted to YCbCr space, use
the ABC optimization to generate the embedding watermark strength factor, and then
modify the principal component of the host image to insert the watermark. Experimental
results show that the proposed scheme has strong robustness under common attacks and
geometric attacks. Compared with the adaptive watermarking scheme based on RDWT
[3] and the color image watermarking scheme based on QWT [7], the scheme in this
paper has better robustness.
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Abstract. When doctors judge myocardial infarction (MI), they often introduce
12 leads as the basis for judgment. However, the repetitive labeling of nonlinear
ECG signals is time-consuming and laborious. There is a need of computer-aided
techniques for automatic ECG signal analysis. In this paper, we proposed a new
method based on median complexes and convolutional neural networks (CNNs)
for MI detection and location. Median complexes were extracted which retained
the morphological features of MIs. Then, the CNNwas used to determine whether
each lead presented MI characteristics. Finally, the information of the 12 leads
was synthesized to realize the location of MIs. Six types of MI recognition were
performed, including inferior, lateral, anterolateral, anterior, and anteroseptalMIs,
and non-MI. We investigated cross-database performance for MI detection and
location by the proposedmethod, with the CNNmodels trained on a local database
and validated by the open PTB database. Experimental results showed that the
proposed method yielded F1 scores of 84.6% and 80.4% for the local and PTB test
datasets, respectively. The proposed method outperformed the traditional hand-
crafted method. With satisfying cross-database and generalization performance,
the proposedCNNmethodmaybeused as a newmethod for improvedMIdetection
and location in ECG signals.

Keywords: Electrocardiogram (ECG) · Myocardial infarction · Median
complex · Convolutional neural network (CNN) · Computer-aided diagnosis
(CAD)

1 Introduction

The decrease or stop of blood flow in the heart will lead to myocardial infarction (MI),
resulting in myocardial damage [1]. Electrocardiogram (ECG) is often used to diagnose
patients with possible or confirmed myocardial ischemia. The judgment of ECG needs
the participation of professionals with certain electrophysiological knowledge, and the
ECG of various patients should be considered differently. With the rapid development
of ECG recording and processing equipment and analysis technology, 12-lead ECG data
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can be optimized for diagnosis of MIs and other heart diseases, especially with the use
of computer-aided methods.

ECG provides information about both the presence and location of MIs. MI char-
acteristics (MICHs) include abnormal Q wave appearance, ST-segment elevation, and
T-wave inversion [2]. Abnormal Q wave on 12-lead ECG indicates previous transmural
MI. The ST-segment changes related to acute ischemia or infarction on standard ECG
are due to the current flowing through the boundary between ischemic and non ischemic
areas, which is called injury current. Some T-wave changes are related to the stage after
reperfusion.

The MI area can be located using ECG. The ECG lead of the display Mitch reflects
the MI area. It should be noted that the ECG complex does not look the same in all
leads of the standard 12 lead system, and the shape of the ECG component wave may
vary from lead to lead. For example, the current ECG criteria for the diagnosis of acute
ischemia / infarction require ST segment elevation greater than 0.2 MV in leads V1, V2
and V3 and greater than 0.1 MV in all other leads [3]. The criteria of abnormal Q waves
are inconsistent in the individual leads [4].

In previous studies, linear or nonlinear ECG signal feature sets are input to a shallow
classifier for MI classification. Bozzola et al. [5] extracted 96 morphologic features
from 12 leads for MI classification including QRS, Q and R amplitude and duration,
T amplitude and Q/R ratio. Ouyang et al. [6] measured the voltages of Q-, R-, S-,
T-waveforms and ST deviation, 80 ms after point J in the I, II and V1-V6 leads of
the standard 12-lead ECG, collecting 40 measurements from each case of ECG. Arif
et al. [7] extracted a 36-dimensional feature vector and classified the signals with the
K-nearest neighbor classifier. Kumar et al. [8] processes the segmented ECG signal and
decomposes it into subband signals to extract sample entropy, which is then used as the
input of different classifiers. Acharya et al. [9] extracted 47 features for MI classification
and achieved an accuracy of 98.80%.

In recent years, themethod based on deep learning has showngreat application poten-
tial in the diagnosis ofMIS and other heart diseases. Rajpurkar et al. [10] developed a-34
layer convolutional neural network (CNN), which exceeds the performance of commit-
tee certified cardiologists in detecting multiple arrhythmias through ECG recorded by
single lead wearable monitor. Lodhi et al. [11] used one CNN for each lead in 12 lead
ECG data, so 12 CNN constitute the voting mechanism for myocardial infarction detec-
tion. Lui and Chow [12] developed a classifier combining convolutional neural network
and recursive neural network, which achieves better performance than using CNN alone.
Acharya et al. [13] used CNN model and only lead II was used to automatically detect
MIS, even if there was noise in ECG data. Liu et al. [14] proposed a newmulti lead ECG
myocardial infarction detection algorithm based on CNN. Subsequently, Liu et al. [15]
proposed a multi-feature-branch CNN (MFB-CNN) to automatically detect and locate
myocardial infarction using ECG. The method based on deep learning does not need
early feature extraction and show many advantages.

Most of the current studies are based on the open-access PTB diagnostic ECG
database [16]. The database contains 549 records from 290 subjects, among which
148 subjects are diagnosed as MIs. There are two methods for evaluating the system
performance: class-based and subject-based methods [17, 18]. For the classroom based
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method, the data is divided into training data and test data, which is independent of
patients. In the subject based method, the data from one patient is used for testing, and
the other subjects are trained [18]. When using class-based approaches, the accuracy
(Acc), specificity (Spe) and sensitivity (Sen) can reach more than 98.00% [7, 9, 17,
18]. However, when the subject-based method is used for evaluation, the system per-
formance may be reduced. Sharma and Sunkaria [17] reported that the performance is
Acc = 98.84%, Sen = 99.35%, and Spe = 98.29% for class-based methods, while the
performance is Acc = 81.71%, Sen = 79.01%, and Spe = 79.26% for subject-based
methods. Liu et al. [18] reported that the performance for class-based methods is Acc
= 99.90%, Sen = 99.97%, and Spe = 99.54%, and the performance is Acc = 93.08%,
Sen = 94.42%, Spe = 86.29% for subject-based methods. Note that cross-database MI
detection performance have not been investigated.

We proposed a new CNN method for MI detection and location, with the CNN
models trained on a local database and validated by the open PTB database. The local
database was a well-labeled database of 12-lead ECG data. Doctors marked the presence
ofMICHs in each lead.Locations ofMIswere alsomarked.We trained aone-dimensional
(1D) CNN for each lead of ECG data, and then combined the results of each lead for
discrimination and location of MIs. The proposed method showed satisfying cross-
database performance in detecting and locating MIs in ECG signals.

2 Materials and Methods

2.1 ECG Dataset

Two groups of ECG datasets were used in this study: a local ECG database and the PTB
diagnostic ECG database.

There are a total of 90927 records in our local database. All records were 12-lead 10 s
ECG raw data collected by the GE Marquette equipment. For the sampling frequency
of the ECG signals, there were 250 Hz and 500 Hz. Those signals with the sampling
frequency of 500 Hz were resampled to 250 Hz. Doctors made a clinical diagnosis for
all ECG records. These clinical diagnosis opinions included ECG abnormalities such as
ventricular premature beats, atrial fibrillation, andMIs. The doctors alsomarkedwhether
each lead presented MICHs, but they did not mark MICHs in lead aVR. We screened
the clinical diagnosis opinions and selected 1146 cases of MI records. One hundred and
twenty MI records and 100 non-MI records were selected from the database. These 220
records were used as a test dataset in this study. In some records, there are multiple MI
locations in each single record, containing a total of 275MIs; for these records, we asked
cardiologists to review the record. The remaining records were used to train eleven 1D
CNNs (MICHs vs non-MICH) for each lead, except lead aVR. Considering issues such
as the balance of sample types in each lead, the number of training set, verification set
and test set for each lead was finally determined, as shown in Table 1. For each lead, the
ratio of the number of the training set to the number of the verification set was 3:2. The
training, validation and test sets were completely independent. The validation set was
used to perform hyperparameter tuning of deep neural networks. The test set was used
to test the generalization performance of the CNN model.
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Table 1. Number of cases in the training, validation and test sets for 11 leads.

V1 V2 V3 V4 V5 V6 I aVL II aVF III

Training set 14600 13000 9800 6000 3800 3000 2200 2200 12200 20000 20400

Validatoin set 1825 1625 1225 750 475 375 275 275 1525 2500 2550

Test set 1460 1300 980 600 380 300 220 220 1220 2000 2040

The PTB database has been widely used for investigating MI detection. There were
148 MI patients and 52 normal subjects in the PTB database. A total of 103 cases
with inferior, lateral, anterior, anterolateral, and anteroseptal MIs were included in this
study, while the remaining 45 cases with infero-posterior, postero-latera, posterior, or
infero-postero-latera MIs were not included. The PTB database contains 1 to 7 ECGs
per patient. In this study, we only used those ECGs obtained within the first week after
MI. The first 30 s ECG data were used for obtaining median complexes. Table 2 shows
the statistics of the local and PTB datasets for testing MI location.

Table 2. Statistics of test sets for MI location.

MI location Local dataset PTB dataset

Inferior MI 40 37

Lateral MI 40 1

Anterolateral MI 15 18

Anterior MI 40 27

Anteroseptal MI 40 20

Non-MI (normal) 100 52

Total 275 155

2.2 Extraction of Median Complexes

We first extracted the median complex from the 10 s ECG. The median complex retains
the characteristics of the ECG waveform morphology and can remove interference. The
extraction steps of median complexes are described as follows.

QRS Detection. The Pan-Tompkins QRS detection algorithm was employed for locat-
ing QRS complexes of each lead [19]. To improve the reliability of detected QRS com-
plexes, a method by Chen et al. [20] which combined QRS locations of 12 leads was
used to determine the final QRS fiducial mark qrsn, n = 1, 2, . . . ,N , where N is the
number of beats.
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Beats Grouping. A template matching method by Hamilton [21] was used to group
beats by morphology. The segment data Sn, Sn ∈ R

100×12 around qrsn was extracted as

Sn = [
X (qrsn − 200ms), . . . ,X (qrsn + 200ms)

]
(1)

where X ∈ R
2500×12 is the raw ECG data. The correlation coefficient was defined as a

criterion for the similarity of two beats:

ρn,m = Cov(Sn, Sm)√
D(Sn) × D(Sm)

(2)

where Cov(.) is the covariance operator and D(Sn) is the variance of Sn. The steps of the
template matching method are shown in Algorithm 1.

Algorithm 1. Beats grouping algorithm.

1. Initialize the number of types M = 0.

2. Define array [ 1, 2, … ] to store the templates of all types.

3. For all segment data , [1, ]

4. Calculate the , between and the template of all types , = 1,2, … . 

5.   If for all = 1,2… , , <

6.     Add a new template, and M++

7.     The type of nth beat =

8.   Endif
9.   If there is only one template 

0
that meets the conditions , 0

>

10.    The type of nth beat = 0

11.  Endif
12.  If there are more than one template that meet the conditions , > ,

m= 0, 1,…

13.    Combine the templates 0, 1,…, and = 0

14.  Endif
15. Endfor

After steps of template matching, Gn ∈ [1, 2, . . .M ] was obtained as the type of
each beat, where M is the number of beat types in the record.

Beat Group Alignment. For each type of beats, an alignment operation was performed
by

max t0{Cov(Sn(t), Sm(t − t0)}, − 50ms < t0 < 50ms (3)
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where Sn(t) and Sm(t) are two beats in a same group. The time shift t0 was found which
maximized the correlation coefficient. The QRS fiducial mark was then corrected by
qrsm = qrsm − t0.

Median Complex Extraction. Firstly, we selected the primary beat group. This selec-
tion does not depend on the number of beats per beat type.More specifically, for analysis,
the beat type with the largest amount of information is a popular beat type, and any beat
type with three or more complexes can meet the conditions. After selecting the main
beat type, each related beat is used to generate an intermediate complex for each lead.
Then, a representative complex is generated using the median voltage of an aligned set
of beats. In this study, −400 to 600 ms around qrsn was extracted. The median complex
was a matrix of 12 × 250.

Figure 1 shows the flow chart of median complex extraction, where the ECG signals
came from an inferior MI record. The third beat was a premature ventricular contraction,
and was grouped as type 1. The other beats were grouped as type 0. Beats of type 0 were
selected as primary beats. An alignment and median operation was conducted in the
primary beats to obtain the final median complex. The median complex shows abnormal
Q wave appearance in leads II, III and aVF.

Fig. 1. Flow chart of median complex extraction.

2.3 Determination of MICH Presence

Eleven 1DCNNswere trained to determine whether each lead presentedMICHs. The 11
× 1 output vector (MICH vector) was used for MI location. Lead aVR did not contribute
to the MI location, so it was excluded from our analysis [4].

CNNs. Median complexes of each leads (1 × 250) were used as the input of CNNs.
Table 3 presents the architecture of the CNN classifiers used in this study, which were
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constructed by four convolutional blocks and one fully connected layer. Each convolu-
tional block contained a 1D convolutional layer, a batch normalization layer, a rectified
linear unit (ReLU) layer, and a 1D max-pooling layer. The filter size of the four 1D
convolutional layers were 32, 64, 128, 256, respectively; the kernel size was 11. All the
max-pooling layers had a pooling size of 2. The softmax activation function was used
for the output layer.

Table 3. Architecture of CNN classifiers.

Layers Type Output shape

0 Inputs (1, 250)

1−4 Convolutional block (32, 120)

5−8 Convolutional block (64, 55)

9−12 Convolutional block (128, 23)

13−16 Convolutional block (256, 7)

17 Flattened 1792

18 Dropout 50% 1792

19 Full connected 2

20 Softmax output 2

Classifiers with Hand-Crafted Features. In order to compare the performance of our
deep learning classifier, the traditional classifier method with manual features is also
tested. Eight characteristic parameters (QRS, Q and R amplitude and duration, T ampli-
tude andQ/R ratio)were extracted from12 leads, and a total of 96morphological features
were obtained. Then, the Minnesota Code method was used to locate the MIs [4].

Location of MIs. The current ECG standards for diagnosing MIs require that MICHs
be present in 2 or more contiguous leads. Table 4 show that the relationship between
heart location and leads. The chest leads V1 through V6 are in contiguous order from
right anterior (V1) to left lateral (V6); for the limb leads from left superior-basal to right
inferior, the contiguous order should be aVL, I, − aVR (i.e., lead aVR with reversed
polarity), II, aVF, and III. Abnormal Q waves in leads V1 and V2 are related to septal
wallMIs. Those inV3 andV4 are related to anterior wallMIs. Those inV5 andV6, I, and
aVL are related to lateral wall MIs. Those in II, III, and aVF are related to inferior wall
MIs. Similar considerations may be applied for ECG location of ST-segment deviation.
Therefore, Fig. 2 show that how the MICH vector used to locate MIs (Table 4).
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Table 4. Relationship between heart location and leads.

Location Lead

Inferior II, aVF, III

Lateral I, -aVL, V5, V6

Anterolateral V3, V4, V5, V6

Anterior V3, V4

Anteroseptal V1, V2

Fig. 2. The MICH vector used to locate MIs

3 Results

3.1 Classification of MICHs vs Non-MICH

Figure 3 shows the accuracy curves during the training process of 11 leads. It can be seen
that the CNNs of each lead are effectively learning, and the final model is also in a good
state. In this paper, theF1 score [22]was used to evaluate the performance in classification
ofMICHs vs non-MICH. Table 5 shows the F1 scores of each lead by the proposed CNN
method, in comparison with the traditional hand-crafted method. The average F1 scores
of the traditional and proposed methods were 71.32% and 94.28%, respectively. This
implies that the proposed CNN method is more effective than traditional hand-crafted
method in identifying the presence of MICHs.

3.2 MI Location

With the results of CNNs’ discrimination of each lead and the discrimination method,
we located MIs for the local and PTB datasets. The confusion matrices are shown in
Fig. 4.
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Fig. 3. Accuracy curves during the training process.

Table 5. F1 scores of the test result of the proposed CNNmethod and the traditional hand-crafted
method.

Lead Hand-crafted method
(%)

The proposed CNN
method (%)

V1 87.87 93.06

V2 83.00 95.12

V3 77.38 95.62

V4 77.33 95.19

V5 65.97 93.13

V6 58.49 93.65

I 63.35 98.17

aVL 77.16 92.24

II 53.98 91.20

aVF 60.10 95.33

III 79.89 94.38

Average 71.32 94.28

The F1 scores of MI location for the local and PTB datasets are shown in Table 6.
For binary classification task (MI vs non-MI), our method achieved Sen = 94.2%, Spe
= 90.0%, and Acc = 92.6% for the local dataset, and Sen = 91.2%, Spe = 90.4%, and
Acc = 90.9% for the PTB dataset.
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Fig. 4. Confusion matrices for the local (a) and PTB datasets (b).

Table 6. F1 scores of MI location for the local and PTB datasets.

MI location Local dataset (%) PTB dataset (%)

Inferior MI 0.805 0.899

Lateral MI 0.846 0.667

Anterolateral MI 0.813 0.813

Anterior MI 0.857 0.780

Anteroseptal MI 0.850 0.789

Non-MI 0.905 0.879

Average 0.846 0.804

4 Discussion and Conclusions

In recent years, several researchers have proposed different techniques using the PTB
database to identify patients with MIs and used the subject-based method to evaluate
the performance. Most of these studies implemented the binary classification task (MI
vs non-MI). Keshtkar et al. [23] proposed a method based on wavelet transformed ECG
signals and probabilistic neural networks to detect MIs, achieving Sen = 93%, Spe =
86%, and Acc = 89.5%. Bakul et al. [24] developed a set of features called relative
frequency band coefficient to identify MIs automatically, with Sen = 85.57%, Spe =
83.97%, and Acc = 85.23%. Correa et al. [25] developed a set of features including five
depolarization and four repolarization indices to detect MIs, achieving Sen = 95.8%,
Spe = 94.2%, and Acc = 95.25%. Liu et al. [18] proposed a MFB-CBRNN method
for MI detection, with Sen = 94.42%, Spe = 86.29% and Acc = 93.08%. However,
cross-database performance of these methods have not been investigated. In this study,
we trained the CNN models by using a local dataset, and tested the trained models by
using the local and PTB datasets. Our method for binary classification task achieved
Sen = 91.2%, Spe = 90.4% and Acc = 90.9% in the PTB database. The cross-database
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performance implies the robustness of the proposed CNN method. This performance
may be attributed to the following aspects.

1) Weused themedian complexwave instead of the originalECGwaveform.The results
of Reddy et al. [26] show that the program for analyzing the average beat shows less
variability than the program for measuring each complex beat or selected beat, while
the noise of the intermediate beat is less, and produces more accurate measurement
results than the analysis of the original beat. The median complex preserves the
morphological characteristics of the waveform, reduces the data dimension and
eliminates the noise interference. In addition, it may be helpful to automatically
analyze other abnormal ECG forms, such as left bundle branch block, right bundle
branch block and left ventricular hypertension.

2) Unlike other studies, we did not directly train different types of MIs, but we let the
CNNs learn whether each lead presented MICHs. This discrimination method was
more consistent with the doctors’ clinical experience. At the same time, the CNN
models of this two-category task is relatively simple, and it is not prone to problems
such as over-fitting.

3) The use of 1D CNNs avoided the manual extraction of features. The extraction of
hand-crafted features often brings errors, resulting in a decline in the classification
performance.

4) There are some limitations in this work. Firstly, the size of test datasets is small, and
the performance in more test datasets remains to be verified. Secondly, although 5
locations of MIs have been classified, there are some other locations of MIs in the
clinics which have not been included in this study.

5) In conclusion, we proposed a new method based on CNNs for MI detection and
location in ECG signals. Six types of MI location were accomplished by the pro-
posed method, including inferior, lateral, anterolateral, anterior, and anteroseptal
MIs, and non-MI. The CNNmethod achieved satisfying cross-database performance
in detecting and locating MIs.
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Abstract. In order to improve the subjectivity bias of the traditional autocorrela-
tion function analysis method, this paper tries to introduce the mutual correlation
criterion to establish the asymptotic control model in the e-logistics trust degree
control application. By pre-constructing the resource database structure model of
e-logistics, we adopt the DOI mutual correlation criterion to describe the user’s
trust degree evaluation of resources, and then form the user trust Simulation exper-
iments show that themodel has a good asymptotic control performance on the trust
degree of e-logistics with accurate trust evaluation and high estimation accuracy.
The decision making approach based on the mutual correlation criterion, in which
two or more users jointly make the normalized evaluation of the mutual trust
value model, can effectively improve the traditional model autocorrelation active
selection bias. The new model realizes the progressive control of e-logistics trust
degree based on the mutual correlation criterion, which can significantly improve
the supervision of e-logistics enterprises.

Keywords: Electronic logistics · Cloud computing · Control model

1 Introduction

With the strong development of network transactions and e-commerce logistics industry,
the information and data of users of network transactions of e-commerce logistics are
expanding, along with the expanding information field of e-commerce logistics and the
expanding information space, how to extract the information that users care from the
massive information and improve the evaluation performance of merchants has become
a research topic of concern [1]. The problem of accurate and effective evaluation algo-
rithms for trust in online transactions is studied. In the open and complex network envi-
ronment, factors such as randomness and ambiguity in the transaction process through
the network are unpredictable, and the traditional evaluation mechanism does not make
accurate judgment and quantitative assessment of them. In an open and complex network
environment, buyers and sellers choose each other through a virtual network platform.
For example, in Taobao, where the number of online transactions is powerful, buyers
choose whether a merchant can fulfill their promises based on their needs and the rep-
utation of similar merchants. Likewise, sellers evaluate buyers who have chosen their
goods based on their trustworthiness. It is necessary to control and evaluate the trust

© The Author(s) 2022
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degree of each other, and to improve the quantitative assessment performance of mer-
chants by designing a logistic trust degree progressive control model for e-commerce
and conducting trust degree ratings of online physical objects [2].

Traditional models have solved the trust assessment methods and evaluation degree
calculation of buyers and sellers in online transactions to varying degrees under certain
application conditions, butwith the popularity of the Internet, the increase in online users,
and the increase in user satisfaction, many shortcomings have emerged in the specific
application of these models [3]. For example, in the open and complex online environ-
ment, the randomness of the communication between buyers and sellers in the process
of purchasing products and the unpredictability of whether the transaction between mer-
chants and buyers can be carried out smoothly are uncertainties that cannot be accurately
predicted when using the knowledge of probability theory for estimation, and if there
are malicious buyers or sellers who deliberately break the trust degree by making false
evaluations, the evaluation mechanism cannot If there are malicious buyers or sellers
who deliberately break the trust, the evaluation mechanism cannot make a definite judg-
ment and eliminate them. At the same time, the above model does not give different trust
degree evaluation mechanisms according to the different characteristics of entities, and
lacks some flexibility [4, 5]. It can be seen that the traditional e-logistics trust degree
control model adopts the model design method of autocorrelation function analysis, and
the evaluation effect is not good due to the large subjectivity of autocorrelation feature
analysis [6–8]. In response to the above problems, this paper proposes a progressive con-
trol model of trust degree of e-logistics based on inter-correlation criterion. Firstly, the
resource database structure model of e-logistics is constructed, and based on the mutual
correlation criterion, the e-logistics user recommendation model construction and net-
work trust degree control model are carried out to realize the algorithm improvement,
and the simulation experiment is carried out to demonstrate its superior performance by
performance test.

2 Resource Database Structure Model and Trust Influence
Parameters for E-logistics

2.1 Resource Database Structure Model for E-logistics

Design the resource database structure model of e-logistics based on cloud computing,
and set the query history of e-logistics resource database users asW = {w1, . . . ,wp}.The
query pattern σ(W ) is a two-dimensional matrix of p× p. For 1 ≤ i, j ≤ p, the cascade
layer depth is Nk(k = 0, 1, ...,L), denotes the number of k-layer data connections data
target position location state estimation vector is

α = (α1, α2, . . . , αn) �= 0 (1)

Denote by W (k)
ij , the connection weight of the jth layer of k, x(k)

i is the i (i =
1, 2, ...,Nk) input vector of the hidden data set in the e-logistics database. Denote the
linear input and reversible invariant output of the e-logistics trustworthiness evaluation
system by s(k)j and y(k)

j , Expressed as an eigenvector as:

xk =
[
x(k)
1 , x(k)

2 , . . . x(k)
Nk−1

]T
(2)
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s(k) =
[
s(k)1 , s(k)2 , . . . s(k)Nk

]T
(3)

y(k) =
[
y(k)
1 , y(k)

2 , y(k)
Nk

]T
(4)

The power spectrumoptimized allocation probability density function of the resource
database obtained by grid assignment (Pr):

∣∣Pr(Real∑,A(k) = 1
) − Pr

(
Simulator∑,A,Sim(k) = 1

)∣∣ ≤ negl(k) (5)

In e-commerce transactions, if both parties agree, the transaction can be carried out
smoothly, and the buyer evaluates the seller according to the merchant’s various service
attitudes, and the evaluation can be converted into the merchant’s reputation to facilitate
the smooth conduct of the next transaction. The above process shows that only themutual
trust mechanism between buyers and sellers can ensure the smooth transaction in the
virtual network environment. The above process realizes the construction of the resource
database structuremodel of e-logistics and lays the foundation for the progressive control
of trust degree.

2.2 E-logistics Trust Influence Parameters and Cloud Preprocessing

The main parameters influencing the trust in e-logistics are: the credibility of the eval-
uator, the historical evaluation value accumulated by the merchant, and the price of the
transacting entity. Due to the unpredictability factors such as randomness and ambiguity
of the buyer and seller in conducting the transaction process, and also if there is a delib-
erate breaking of trust by the user, the existing evaluation mechanism does not make
an exact judgment on it. Trust between subjects includes both direct trust and indirect
trust. Direct trust is obtained by the subject based on his own experience, assuming
the existence of n evaluations of the evaluated goods, corresponding to m characteristic
attributes. If each evaluation is considered as a cloud factor, then m trust attribute clouds
are obtained using the trust attribute inverse growth cloud algorithm. The data set con-
tains n samples for n uncorrelated independent vectors, let the range e-logistics data value
domain for N discrete points A = {a1, . . . , aN }, and meet a1 < a2 < . . . < aN .The set
X is divided into class c and the set of subscripts is assigned:

1) V1 = {> a1,> a2, . . . , > aN−1}
2) V2 = {≥ a1,≥ a2, . . . ,≥ aN }
3) V3 = {< a1,< a2, . . . , < aN }
4) V4 = {≤ a1,≤ a2, . . . ,≤ aN }
5) V5 = {= a1,= a2, . . . ,= aN }

Suppose U is a quantitative domain and C is a qualitative concept in U. When the
quantitative value x is a random realization in the qualitative concept C and the degree
of certainty μ(x) ∈ [0, 1] of x with respect to C is a stable random number, then the
distribution of x over the quantitative domain U is called a cloud, denoted as C(X ).
Each x is called a cloud droplet. Where the cloud droplet is described quantitatively by a



1036 S. Y. Sun

standard normal function. The cloudmodel is described by a large number of quantitative
values with certainty for qualitative quantities, and it mainly utilizes forward and inverse
cloud generators for interconversion of qualitative and quantitative concepts. Suppose
that U is a topological quantitative domain of trust data of God’s network and C is a
qualitative concept in U. When the quantitative value x is a random realization of the
qualitative concept C in, The determinacy of x with respect to C,μ(x) ∈ [0, 1] is a stable
random number. Through the above processing, the correlation analysis and cloud pre-
processing of the parameters influencing the trust degree of e-logistics are realized to
provide an accurate data base for conducting the trust degree of e-logistics.

3 Improvement of Trust Degree Asymptotic Control Model Based
on Mutual Correlation Criterion

On the basis of the above model design, algorithm improvement is carried out, and
the superior traditional e-logistics trust degree control model adopts the model design
method of autocorrelation function analysis, which is more subjective in autocorrelation
feature analysis and has poor evaluation effect. In this regard, this paper proposes a
progressive control model of trust degree of e-logistics based on the inter-correlation
criterion.

The DOI (Degree of Interest) intercorrelation criterion is used to describe the user’s
trust evaluation of the resource, and the posterior probability of successful negotiation
between two subjects for the n + 1th time follows a Beta distribution.

Pa+1 = E(Beta(P|a + 1, n − a + 1)) = a + 1

n + 2
(6)

Let the mutual correlation function weight function be U, where
∑

u = 1. The trust
relationship model between e-logistics user A and user B, where Ia is the resource
identifier of user A. The following must be satisfied by network users for e-logistics A
products:

v − p1 + ρ1A1 ≥ 0 (7)

v − p1 + ρ1A1 ≥ δ · v − p2 + ρ2A2 (8)

U =
{
v ≥ p1 − ρ1A1

v ≥ p1−p2+ρ2A2−ρ1A1
1−δ

(9)

Based on the mutuality criterion, a consumer who chooses logistics product B must
satisfy:

δ · v − p2 + ρ2A2 ≥ 0 (10)

The above equation tabulates the rating of resource i by users A, B in the user trust
network control system. The indirect trust relationship between users is obtained denoted
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as A → B, B → C. Launching:

MSDa→b = 1 −

|Ia,b|∑
i=1

√
(da,i − da)2 + (db,i − db)

2

∣∣Ia,b
∣∣ ×

|Ia,b|∑
i=1

[√
(da,i − da)2 +

√
(db,i − db)

2

] (11)

The randomness of buyers in the process of shopping for goods and communica-
tion with sellers, merchants and buyers to conduct transactions between them meet the
following constraints:

v − p1 + ρ1A1 < δ · v − p2 + ρ2A2 (12)

That is:

U =
{
v ≥ p2−ρ2A2

δ

v <
p1−p2+ρ2A2−ρ1A1

1−δ

(13)

Users trust the rating of resource i by users A, B in the network control system, and
if there are malicious buyers or sellers who make false ratings to deliberately break the
trust level, there are:

p2 − ρ2A2 ≥ δ · (p1 − ρ1A1) (14)

At this point, the market only has demand for product A; when the following
inequality is satisfied:

p2 − ρ2A2 ≤ p1 − ρ1A1 − Q(1 − δ) (15)

In the above equation,w(k) ∈ Rn the expert rating results in an unknownperturbation
in the finite energy local range. When:

δ · (p1 − ρ1A1) ≤ p2 − ρ2A2 ≤ p1 − ρ1A1 − Q(1 − δ) (16)

The asymptotic coefficients of user trust evaluation γ > 0, if there exist positive
definite symmetric matrices Q, S, M , the asymptotic control solutions of e-logistics
trust degree are:

p1 − p2 + ρ2A2 − ρ1A1

1 − δ
≤ v ≤ Q (17)

p2 − ρ2A2

δ
≤ v ≤ p1 − p2 + ρ2A2 − ρ1A1

1 − δ
(18)

In the above equation, Trusta→b represents the trust weight value of target user A
to user neighbor B. The use of using TW to increase the number of similar users in the
traditional collaborative filtering recommendation method produces an uncertain time
lag due to the high number of similar users in the trust network model, At this time,
two users jointly make a normalized evaluation of each other’s trust value model and
construct a user trust assessment mechanism and network control model. This realizes
the progressive control of e-logistics trust based on the mutual correlation criterion and
improves the management and control benefits for e-logistics merchants.
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4 Simulation Experiments and Results Analysis

In order to test the performance of the algorithm in this paper in achieving the progres-
sive control of trust in e-logistics, simulation experiments are conducted. Experimental
environment: Myeclipse 8.0 experimental simulation platform and Java platform devel-
opment language and combinedwith swarmprogrampackage.According to the analysis,
the e-logistics network trading merchants receive customer orders, through the multi-
subject negotiation, the subject respectively in accordance with their role in themerchant
and the sector in which they are synergistically play their role, together to serve the busi-
ness objectives. The trust level of network information is modeled according to the index
system described in the previous section and divided into five levels, A, B, C, D and E.
The user trust perception model uses the trust level evaluation of network information
on C2C websites as the index system. Suppose there are trust attribute clouds TPC1,
TPC2 and their mathematical properties are Ex1, En1, He1, Ex2, En2, He2 respectively.
using the algorithm of this paper, the response output of the mutual correlation function
of e-logistics users is calculated as shown in Fig. 1.

Fig. 1. e-Logistics user correlation function response output

As seen inFig. 1, the algorithmof this paper is used for themutual correlation function
feature analysis, based on themutual correlation criterion, the feature extraction accuracy
is high, and the estimation performance of the trust degree of e-logistics is superior, for
the trust attribute cloud TPC1 generates a normal random number W1 with En1, He12

as variance, and the trust value is calculated as 6.2 by the division of the trust interval
with low confidence as [3.5–6.5]. In order to compare the performance of the algorithm,
the simulation experiment of the progressive control accuracy of the trust degree of e-
logistics is carried out using the algorithm of this paper and the traditional algorithm,
and the results are obtained as shown in Fig. 2.

In Fig. 2, assuming that the historical trust degree and the current trust degree are
weighted half each, since the trust degree of the previous evaluation is 6, then the trust
degree of the network transaction of this e-logistics merchant is 6 × 50% + 6.2 × 50%
= 6.1. Comparing the control accuracy of this paper’s algorithm and the traditional
algorithm, we get that this paper’s algorithm has better asymptotic control performance,
accurate evaluation and higher estimation accuracy.
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Fig. 2. Progressive control accuracy of e-logistics trust degree

5 Conclusion

The design of the logistic trust degree progressive control model for e-commerce is used
to carry out the trust degree rating of network entity objects and improve the quantitative
evaluation performance of merchants. The traditional e-logistics trust degree control
model uses the model design method of autocorrelation function analysis, which is not
effective in evaluation due to the large subjectivity of autocorrelation feature analysis.
A progressive control model of trust degree of e-logistics based on inter-correlation
criterion is proposed. Firstly, the resource database structure model of e-logistics is con-
structed, and based on the mutual correlation criterion, the e-logistics user recommen-
dation model is constructed and the network trust degree control model is implemented
to improve the algorithm, and the simulation experiments show that the algorithm in this
paper has good asymptotic control performance, accurate evaluation and high estimation
accuracy. The asymptotic control of e-logistics trust degree based on the mutual corre-
lation criterion is realized to improve the management and control benefits of e-logistics
merchants.
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Abstract. Machine Learning models and algorithms have become quite common
these days. Deep Learning and Machine Learning algorithms are utilized in var-
ious projects, and now, it has opened the door to several opportunities in various
fields of research and business. However, identifying the appropriate algorithm for
a particular program has always been an enigma, and that necessitates to be solved
ere the development of any machine learning system. Let’s take the example of
the Stock Price Prediction system, it is used to identify the future asset prediction
of a industry or other financial aspects traded on a related transaction. Now, it is
a daunting task to find the right algorithm or model for such a purpose that can
predict accurate values. There are several other systems such as recommendation
systems, sales prediction of a mega-store, or predicting what are the chances of a
driver meeting an accident based on his past records and the road they’ve taken.
These problem statements require to be built using the most suitable algorithm
and identifying them is a necessary task. This is what the system does, it compares
a set of machine learning algorithms while determining the appropriate algorithm
for the selected predictive system using the required data sets. The objective is
to develop an interface that can be used to display the result matrix of different
machine learning algorithms after being exposed to different datasetswith different
features. Besides that, one can determine the most suitable (or optimal) models for
their operations, using these fundamentals. For experimental performance anal-
ysis several technologies and tools are used including Python, Django, Jupyter
Notebook, Machine Learning, Data Science methodologies, etc. The comparative
performance analysis of best known five time series forecasting machine learning
algorithms viz. linear regression, K – nearest neighbor, Auto ARIMA, Prophet,
and Support Vector Machine is done. Stock market, earth and sales forecasting
data is used for analysis.
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1 Introduction

The system mainly concentrates on machine learning algorithms that are used in predic-
tion modeling. Machine learning algorithms are self-programming methods to deliver
better results after being exposed to data. The learning portion of machine learning sig-
nifies that the models which are build changes according to the data that they encounter
over the time of fitting.

The idea behind the building of this system was to determine which one among the
chosen time series forecasting algorithms are the most suitable for these operations. The
uniqueness of this work is specified using the help of the literature review section of this
study. The five algorithms that were chosen are Linear Regression, K-Nearest Neighbor,
Auto ARIMA, Support Vector Machine, and Facebook’s Prophet, which were never
compared altogether on a common platform. Also, several datasets were extracted for
building and testing these models, along with the evaluation metrics.

Since the extracted datasets are time-series forecasting types, that’s why algorithms
that are most suitable for these kinds of works are chosen in this system. The term time
series forecasting means that the system is going to make a prediction based on time-
series data. Time series data are those where records are indexed on the basis of time,
that can be anything like a proper date, a timestamp, quarter, term, or year. In this type of
forecasting, the date column is used as a predictor/independent variable for predicting
the target value.

A machine learning algorithm builds a model with the help of a dataset by getting
trained and tested. The dataset is split into two parts as train and test datasets, and
generally, the record of these two do not overlap, and there are different mechanisms
around machine learning for this task. After fitting/training the model on the basis of the
train portion, it must be tested, and for that, the test dataset comes into play. Further, the
results that are generated are matched with the desired targets with the help of evaluation
metrics. The two-evaluation metrics viz., the Mean Absolute Percentage Error and the
Root Mean Squared Error are considered for comparison purpose is broadly discussed
in the Methodology chapter.

2 Literature Review

This section delivers the opinion and conclusion of several researchers who contributed
their works to the field of machine learning algorithms. Also, this section manifests the
comparative outcomes of the machine learning algorithms.

Vansh Jatana mentioned in his paperMachine Learning Algorithms [1] that Machine
Learning is a branch of AI which allows System to train and learn from the past data and
activities.Also, it explores a bunchof regression, classification, and clustering algorithms
through several parameters including the memory size, overfitting tendency, time for
learning, and time for predicting. In the comparison of Random Forest, Boosting, SVM,
and Neural Networks, the time for learning is weaker in the case of Linear Regression.
Also, like Logistic Regression and Naive Bayes [2], the overfitting tendency of Linear
Regression is low. However, in the research Linear regression is the only pure regression
model, as else are Classification as well as Clustering model too.
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Ariruna Dasgupta and Asoke Nath [3] discuss the broader classification of a promi-
nent machine learning algorithm in their journal and also, specifies the new applications
of them. In supervised learning, priori is necessary and always produces the same output
for specific input. Similarly, Reinforcement learning requires priori too, but the output
changes if the environment doesn’t remain the same for a specific result. Nevertheless,
Unsupervised Learning doesn’t require priori.

Talking about Auto ARIMA, Prapanna Mondal, Labani Shit, and Saptarsi Goswami
[4] in their paper carried a study on 56 stocks from 07 divisions. Stocks that are regis-
tered in the National Stock Exchange (NSE) are considered. The authors have chosen
23 months of information for the observational research. They’ve calculated the per-
fection of the ARIMA model in prediction of stock costs. For all the divisions, the
ARIMA model’s accuracy in anticipating stock costs is higher than eighty fifths, which
symbolizes that ARIMA provides sensible accuracy.

A work by Kemal Korjenić, Kerim Hodžić, and Dženana Ðonk [5] evaluates its per-
formance in very real-world use cases. The prophet model has inclinations of generating
fairly conventional monthly as well as quarterly forecasts. Also, as an enormous poten-
tial for classification of the portfolio into many classes consistent with the expected level
of statement authenticity: some five-hundredths of the merchandise portfolio (with large
amount of dataset) will be projected with MAPE< 30% monthly, whereas around 70%
can be predicted with MAPE < 30% quarterly (out of that 40% with MAPE <15%).

Sibarama Panigrahi and H.S. Behra [6] used FTSF-DBN, FTSF-LSTM, and FTSF-
SVMmodels as comparative algorithms for their Fuzzy Time Series Forecasting (FTSF)
in their journal. These Machine learning algorithms are used model FLRs (Fuzzy Logic
Relationships [7]. The paper concluded that FTSF-DBN outperformed DBN (Deep
Belief Network) method. But it also reported that the statistical difference between
FTSF-LSTM and LSTM is insignificant.

Talking about K-Nearest Neighbour (KNN), it has been stated in a paper [8] that
KNN as a data mining algorithm has a broad range of use in regression and classification
scenarios. It is mostly used for data Mining or data categorization. In Agriculture, it can
be applied for simulating daily precipitations and weather forecasts. KNN can be used
efficiently in determining required patterns and correlations between data. Along with
those other techniques such as hierarchical clustering and k-means, regression models,
ARIMA [9], and decision tree analysis can also be applied over this massive field of
exploration. Also, KNN [10] can be applied medical field to predict the reason for a
patient’s admission to the hospital.

In the end, the whole analysis of the different journals published in recent years
features a broad perspective of different machine learning algorithms specifically time
series and prediction algorithms, that are about to be featured in the implementation of
this system. Also, from the above study, it can be concluded that each algorithm belongs
to different categories and have significant applications. Further, some of the compar-
ative studies define the best machine learning techniques based on several parameters.
Nevertheless, in this whole process of encountering the brilliant works, team never came
across any work where five algorithms that they’ve chosen being compared in on one
platform with common dataset, and that’s why the team saw this as an opportunity to
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compare these five algorithms that are different nature but also share some similarities
so that they can be used for time series forecasting as well.

3 Methodology

The idea was to create an interface that could display result matrix and multiple analysis
withwords, numbers, statistics, and pictorial representations. The visual interface created
by the team should not deviate from the topic for the audience and should only include
limited and necessary items such aswhat algorithms are used, what dataset are used, their
data analysis and respected comparative results.Anyway, the construction of the interface
was the ultimate concern in the entire research and system construction campaign.

3.1 Linear Regression

Linear regression [11] is a simplistic and well-known Machine Learning algorithm. It is
a mathematical procedure that is applied for the prognosticative analytical study. Simple
Linear regression delivers forecasts for continuous or numeric variables like trades,
wages, span, goods worth, etc.

Mathematically, it can be represented as shown in “Eq. (1)”,

y = θ0 + θ1 × 1 + θ2 × 2 + . . . + θn× n (1)

Here, y is the target variable and x1, x2, …, xn are predictive variables that represents
every other feature in a dataset. θ0, θ1, θ2, …, θn represent the parameters that can be
calculated by fitting the model.

In the case of using two variables i.e., 1 independent and 1 dependent variable, it can
be represented as shown in “Eq. (2)”:

y = θ0 + θ1x (2)

where parameters θ0 is said to be the intercept that forms on y-axis, and θ1 can be
generated once the model is trained.

3.2 K Nearest Neighbour

K-Nearest Neighbour [12] calculates the similarity among the recent data and recorded
cases and sets the new records into the section where alike data exists.

It computes the length between the input and the test data and provides the
prognostication subsequently as shown in “Eq. (3)”.

d(p,q) = d(q,d) =
√
(q1 − p1)2 + (q2 − p2)2 + . . .+ (qn − pn)2

=
√

n∑
i=1

(qi − pi)2·
(3)

The n number of specifications are taken into consideration. The marking that is
situated at the merest position from marking is in similar class. Here q and p are new
and existing data-points respectively.
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3.3 Auto ARIMA

ARIMA [13] is a standard word that refers to Auto-Regressive Integrated Moving Aver-
age. It is a mere and efficient ML algorithm used to perform time-series forecasting. It
consists of two systems Auto Regression and Moving average.

It takes past values into account for future prediction. There are 3 essential parameters
in ARIMA:

p => historical data used for predicting the upcoming data
q => historical prediction faults i.e., used for forecasting the Upcoming data
d => Sequence of variation

3.4 Prophet

The prophet [14] is an open-source library by FB company made for predicting time
series data to learn and likely forecast the exchange. Seasonality variations occur over
a short duration and aren’t notable enough to be described as a trend. The equations
related to the terms are defined as shown in “Eq. (4)”,

fn(t) = g(t) + s(t) + h(t) + e(t) (4)

where,
g(t) => trend
s(t) => seasonality
h(t) => forecast effected by holidays
e(t) => error term
fn(t) => the forecast

The variation of the given terms is maths dependent. And if not studied properly it
might lead them to make the wrong prediction which may be very problematic to the
customer or for business in practice.

3.5 Support Vector Machine

The SVM [15] is a machine learning algorithm that is employed for both regressions
and classifications depending upon the enigmas. In Linear SVM, features are linearly
arranged [16] that can utilize a simple straight line to implement SVM in this case. The
formula for obtaining hyperplane in this case is as shown in “Eq. (5)”:

y = mx + c (5)

If the feature that is being used is of non-linear type, then more dimensions are
needed to be added to it. And in that case, one need to use a plane. The formula for
obtaining hyperplane in this case is as shown in “Eq. (6)”:

z= x2+ y2 (6)

In this system, to determine the accuracy, 2 evaluation metrics that are used for
generating results are Mean Absolute Percentage Error and Root Mean Squared Error,
and both depend on the obtained values and actual value.
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The Root Mean Squared Error a.k.a. RMSE value is obtained by taking the square
root of the addition of the individually calculated mean squared errors. The formula for
the same is given in “Eq. (7)”:

RMSE =
√√√√

n∑
i=1

(
ŷi − yi

)2
n

(7)

Here, ŷ1, ŷ2, ŷ3, …, ŷn are the actual value and y1, y2, y3…yn are respective obtained
value and n here is the number of iterations performed.

In MAPE or Mean Absolute Percentage Error, the value is calculated by taking
absolute subtraction of obtained value from actual value divided by the actual value,
later the individual value to obtain the result were added as shown in “Eq. (8)”

M= 1

n

n∑
t=1

∣∣∣∣
At − Ft

At

∣∣∣∣ (8)

Here, A1, A2, A3, …, An represents actual value, while F1, F2, F3, …, Fn represents
the obtained data, and n is the number of iterations taken under consideration.

4 System Design

The design of the whole system depends on the flow of modules. The work is segregated
into six modules, and the team developed the whole system going through these six
modules that are discussed in this section of the study. Figure number 1 describes the
modules andprocesses that are going to be involved in the longprocess of implementation
of the required interface (Fig. 1).

Fig. 1. Flow of modules
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4.1 Data Requirements and Collection

In this phase of the whole implementation, the main objective is to understand what kind
of datasets are required in the massive process. Understanding the data requirements
plays a vital role in upcoming modules in this long process. Further, after understanding
the data requirements, the next step is to focus on the collection of the required datasets.

4.2 Data Preparation

This phase of the implementation is the most crucial. It let the implementer determine
the bruises in the collected data. To operate with the data, it needs to be developed in a
way that inscribes abstaining or fallacious values and eliminates copies and ensures that
it is accurately formatted for modeling.

4.3 Modelling

In thismodule, the implementation of algorithms is done as per the requirement in Python
with the help of some Python libraries. It is the phase, that allows to decide how the
information can be envisioned to find the solution that is required. All five algorithms
which are either predictive or descriptive that are mentioned in the previous section were
implemented here.

4.4 Model Evaluation

Model’s assessment will probably assess the calculations that are actualized in the past
module. It is intended to decide the right logical methodology or strategy to take care
of the issue. With the help of RMSE, and MAPE, it can be determined which model
is most suitable for a particular time series dataset. The closer the value of RMSE and
MAPE towards zero, the better the model for that dataset.

4.5 Interface Building

In this module, the work went under the interface development of the system. Also, the
team established a connection between the interface and the models that were imple-
mented in previous phases. Also, as per the requirement, the team can also revert to the
fourth phase of the implementation. Django was used as the web-framework for this
phase of the implementation.

4.6 Deployment

Once the models are evaluated and the interface is developed, it is deployed and put to
the ultimate test. It showed required comparative results and satisfied the objectabletive
the team has taken prior to initiating the hands-on working on this system.
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5 Results

As per the discussion, the results that need to generate were nothing else but the com-
parative results of the evaluation metrics value of the respective dataset. First in that trail
was the Stock Prediction dataset, and table number 1 describes shows the comparative
values for the same (Table 1).

Table 1. Results of stock prediction dataset.

Algorithms RMSE MAPE

Linear regression 47.51609 11.32705

K - nearest neighbor 65.11185 16.92529

Auto ARIMA 3.74366 0.72129

Prophet 53.01529 13.01318

Support vector machine 69.81082 12.44615

Table 2. Results of earthquake forecasting dataset.

Algorithms RMSE MAPE

Linear regression 0.43306 2.49101

K - nearest neighbor 0.46377 2.86797

Auto ARIMA 0.41603 2.58689

Prophet 0.43047 2.71666

Support vector machine 0.43734 2.78535

Table 3. Results of sales forecasting dataset.

Algorithms RMSE MAPE

Linear regression 2.22990 23.76444

K - nearest neighbor 2.35999 24.30888

Auto ARIMA 2.23614 23.97399

Prophet 2.24678 24.12586

Support vector machine 2.33276 22.56927

Auto ARIMA has been the best performer with the lowest value of RMSE and
MAPE. However, SVM and KNN are the worst performers according to the RMSE and
MAPE respectively. Similarly, Table 2 shows the output generated for the Earthquake
dataset, and here reader can observe that Auto ARIMA and Linear Regression are the
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best performers with the lowest value of RMSE andMAPE respectively. However, KNN
was the worst performer according to both RMSE and MAPE. But the numerals were
so much close in this case (Table 3).

The results of the Sales forecasting dataset are described in table number 3, where
it can be observed that Linear Regression and SVM turns out to be the best performer
with the lowest value of RMSE and MAPE respectively. However, KNN was the worst
performer according to both RMSE and MAPE (Fig. 2).

Fig. 2. Model performance comparative graph
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The graphs in figure number 2 shows the comparison of the value attains by the
Evaluation metrics. The Tata Global Beverage graph signifies that RMSE has higher
values than MAPE; however, the other two datasets say otherwise. Ultimately, it all
depends on the target variable and dataset.

The trend of First Dataset says Auto ARIMA has a significantly lower value of
RMSE (3.74366) and MAPE (0.72129) than other models. However, talking about the
worst performer, KNN beats other algorithms according to RMSE (16.92529), and SVM
according to RMSE (69.81082).

Looking at the trend of the second dataset one can say that there isminimal difference
between models according to RMSE; however, among all Auto ARIMA (0.41603) gave
a bit better satisfying result. But according to the MAPE, Linear Regression (2.49101)
went on top followedbyAutoARIMA(2.58689).WhiteRMSEandMAPEboth signified
that KNN wouldn’t be a good choice for this dataset.

The third dataset i.e., for Sales prediction had very difficult in choosing an optimal
algorithm according to the graph. Nevertheless, Linear Regression became the more
favorable algorithm than others according to the numbers of RMSE (2.22990). Similarly,
SVMbecame amore optimal algorithmaccording toMAPE (22.56927). But again,KNN
significantly became not a good choice.

6 Conclusion

Experimental performance analysis of five algorithms viz., linear regression, K –Nearest
Neighbor, Auto ARIMA, Prophet, and Support Vector Machine is done. Stock market,
earth and sales forecasting data is analyzed. To compare the performance and accuracy
of these algorithms, RMSE and MAPE are used as the evaluation metrics. Lower the
value of RMSE and MAPE, the better the algorithm.

As per the results, according to the RMSE, Auto ARIMA is the most optimal algo-
rithm in two cases out of three. However, MAPE states that the Auto ARIMA is suitable
for only one case. Taking it all in determination, it can be said that Auto ARIMA jostled
all the other four algorithms, followed by Linear regression in the second place. Also,
KNN is going to be the worst choice for Time-Series Forecasting. In the end, it won’t
be wrong to say that everything depends upon the trends and variables of the dataset,
and that’s why choosing an appropriate machine learning model becomes priority before
going for a business idea. Here, one can observe that there is small difference between
results of the evaluation metrics of earthquake and sales dataset. Yet, the numeral gaps
between Auto ARIMA and other models in Stock Prediction dataset is clearly observed.
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Abstract. Whether the mobile government service in this paper can meet the
use standard of “4-b”. The mobile government service can be divided into four
development stages since its emergence: one is to solve the main problem of how
to build the basic framework of mobile government service, which is based on the
push stage of government information resources of information offline browsing
system; the second is to solve the main problem of how to identify the user’s
identity conveniently, which is based on the user identity authentication stage of
the mobile client; the third is to solve the main problem of fast interaction between
server and client, which is based on the intelligent document processing stage of
QR code; fourthly, it solves the main problem of fast access to services, which is
based on the service aggregation stage of “App + applet”. These four stages are
inherited from each other, which is a process of continuous improvement. With
the solution of service aggregation, the mobile government service will fully meet
the “4-b” usage standard and become the mainstream form of e-government.

Keywords: Mobile government service · “4-b” use standard · Service
aggregation

1 Introduction

Mobile government service is a kind of practice formof “Internet+ government service”,
which is oriented to the public, with mobile phone, PDA, wireless network, Bluetooth,
RFID and other technologies as its main application forms, mobile client terminals as
its intermediary, and providing information and services based on mobile Internet as
its main content [1–3]. To investigate the development trend of mobile government
service, we can adopt the “4-b” standard [4], that is, whether it meets the standard
that users can use conveniently in “beach, buses, bathroom and beds”. Essentially, this
standard is a method to test whether the existing electronic public service is convenient,
comprehensive and reliable. Mobile government service has been highly concerned and
widely used by governments of various countries [5]. In 2012, the U.S. government
issued the “Digital Government” strategy, the primary goal of which is to ensure that
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the American citizens and the increasing number of mobile e-government, “4-b” use
standard and service aggregation.

According to the “4-b” standard: “beach, buses, bathroom and beds”, and two dimen-
sions that are solving problem and instrument, we use the Document analysis method,
empirical analysis and the Model method, and draw the conclusion that the mobile gov-
ernment service can be divided into four development stages.: The push stage of gov-
ernment informantion resources, the user identity authentication stage, the intelligent
document processing stage, and the service aggregation stage (Fig. 1).

Fig. 1. Four stages of mobile government service

Users can obtain high-quality digital government information and services anytime,
anywhere on any terminal [6]. Some EU countries have positioned mobile government
as the main link to promote the strategy of “multi-channel delivery of public services”
[7]. It can be said that the practice of mobile government affairs service in contemporary
mainstream countries is developing towards meeting the “4-b” use standard.

2 Government Information Resources Push Based on Information
Offline Browsing System

At this stage, wemainly solve the problem of how to build the basic framework ofmobile
government service. Generally speaking, mobile government service is an extension of
traditional e-government [8]. However, handheld devices, such as smart phones and
tablet computers, are greatly different from the platforms serving desktop computers
in the aspects of information organization, including information transmission, storage,
presentation and user reading habits. Therefore, we can’t simply copy the traditional
government service model to build the basic framework of mobile government service.
Therefore, at this stage, our main task is to explore the push mode of mobile government
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information resources, and build the basic framework by building themobile government
information portal.

Mobile government information, as an information resource that users can browse
with handheld devices, is the so-called “mobile newspaper” in its early form. Essen-
tially, this is an information push method based on information offline browsing system.
Its main feature is that the system can download relevant information to the mobile
terminal when the mobile network is idle, and the offline device does not affect the
storage of information, and users can browse the information at their own convenience.
At this stage, the personalized information service system for users’ needs also needs
to be put forward, and it will dominate the future development form of mobile gov-
ernment service. Because the storage capacity of early mobile terminals is very small,
in order to save storage space and improve user experience and satisfaction, “accurate
delivery of information resources” has received extensive attention from the industry.
Therefore, combined with the characteristics of government information resources, on
the basis of continuously compressing information resources catalogue and simplifying
traditional webpage elements, the basic framework of mobile government service has
been gradually established, and it has taken a different development path from traditional
e-government and mobile business services.

3 User Authentication Based on Mobile Client

At this stage, we mainly need to solve the problem of how users can get services by
real-name registration system. Identity authentication is the basic function of various
network applications. As long as users log in to each website, they need to provide
corresponding identity and authentication information [9]. There are usually two ways
to authenticate the identity of government users, one is anonymous registration system,
the other is real-name registration system. With the national basic databases such as
population basic information database and legal entity basic information database put
into use one after another, real-name registration system registration has become themain
way of identity authentication in e-government system. Technically, the mobile phone
number is exclusive. Its Subscriber Identity Module (SIM) number can be in one-to-one
correspondence with the user ID number. Mobile government process can interface with
the real-name management system and technology of mobile communication services:
when any mobile client terminal loaded with SIM card authenticates the identity of
government service users, mobile government process can access the management data
of mobile communication service providers through the management mechanism of
SIM card, thus improving the authenticity and reliability of registered information, and
further improving the security of user data by using the security mechanism provided
by mobile communication equipment and service providers.

4 Smart Document Processing Based on QR Code

At this stage, we mainly solve the problem of information interaction between server
and client. Because of the limited interface width of the mobile terminal, it is impossible
to simply apply the spreadsheet and document technology of traditional websites to
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realize the interaction between the client and the server. With the emergence of smart
document and QR code technology, the above problems will be solved easily. The so-
called intelligent document is a problem of information processing between structured
data and unstructured documents. Its main technical feature is that it embeds the logical
connection function of database, such as data verification and routing instructions [10].
This will enable the electronic form to exchange data with the back-end database, and
make the user’s information, process and business model merge to the maximum extent,
thus greatly improving the efficiency of business management.

TheQR code is actually a barcode. Barcode refers to a graphic identifier that arranges
a number of black bars and spaces with different widths according to certain coding
rules to express a group of information. A standard article (commodity) barcode can
load various types of information such as country of production, manufacturer, article
name, production date, model, specification, etc. The idea of barcode technology was
born in the 1940s, but it was not widely used until more than 30 years later when laser
technology and computer technology matured. Different from the traditional bar code,
the new type of QR code is a kind of black-and-white figure which is distributed in the
plane (two-dimensional direction) according to a certain rule and records data symbol
information by using a certain geometric figure. Compared with one-dimensional bar
code, two-dimensional code is a barcode composed of multiple lines. The QR code
itself can store a large amount of data without connecting to a database. The application
of mobile phone QR code can make data exchange more convenient, which is widely
recognized by users.

5 Service Aggregation Based on “App + Applet”

Service aggregation refers to integrating electronic service items scattered in different
government departments and presenting them to users in an integrated image and per-
sonalized way, that is, to solve problems such as how to make users get services quickly.
With the emergence of the “App + Applet” model, there is a more appropriate way to
solve the above problems.

APP(Application) mainly covers software for mobile terminals, that is, mobile
clients. Generalized mobile terminal software, combined with industrial cellphone
device, has already been widely used in scientific research, production and transporta-
tion fields such as geological exploration, warehousing and logistics. The narrow sense
of mobile terminal software mainly refers to the application programs that are emerging
in recent years and can be used by handheld devices such as smart phones and tablets.
Correspondingly, the government affairs APP refers to the mobile client or application
programwhosemain content is to provide government affairs services. Common govern-
ment apps can be divided into professional and general types. Professional government
affairs APP refers to the mobile client application that serves specific groups and specific
industries. General-purpose government APP refers to a mobile client application that
provides comprehensive services for companies, social organizations and individuals
based on the integrated platform of government service network. Compared with the
traditional government affairs portal, the government affairs APP can integrate more
functions, especially the easy integration of government affairs services. Therefore, the
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development speed of government affairs APP is very fast, and there is a tendency to
replace the traditional government affairs portal. However, because of the high develop-
ment, maintenance and upgrading costs of government APP, it will face some problems
such as the limited flexibility of the mobile government service it loads [11, 12].

Fortunately, the maturity of “applet application” in recent years has greatly allevi-
ated the above problems. The so-called “applet” refers to the development of small-scale
packages. Taking the WeChat Mini Program as an example, this is an application soft-
ware that can be used without downloading and installing. Wechat APPlets can be used
directly in WeChat app. When users want to use small programs with specific functions,
such as paying subway and bus tickets, they only need to use the corresponding programs
in WeChat without downloading software packages. Since WeChat launched the small
program in 2015, it has been upgraded and revised several times. Now, it has realized
data sharing and process docking with many public utilities and government services.
With more and more software platforms paying attention to the development and appli-
cation of applets, the application mode based on “App + Applets” is covering all fields
of government services at an unprecedented speed, which accelerates the integration
progress of mobile government services.

6 Conclusion

From the developer’s point of view, the applet architecture is simple, the development
threshold is much lower than that of APP, and it can satisfy simple basic applications.
From the manager’s point of view, mini programs have short development cycle and low
cost, which can meet the needs of low-frequency use. From the user’s point of view,
the applet embodies the idea of “putting it aside after use”, and it has the convenience
characteristics of no installation and no desktop resources. For e-government apps, they
can use the advantages of social users, business circle users and entertainment circle users
of commercial apps to spread e-government services in the formofmini programs among
clients of various social, business and entertainment applications. For social, business
and entertainment APP software, they can also use small programs as an intermediary
to attract more users and keep users sticky with the help of the resource advantages of
government APP. To sum up, “App+ Applet” is a mode of “integration and symbiosis”
that can truly meet the requirements of “4-b” usage standard, and it represents the
development trend of mobile government service.
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Abstract. The fault detection rate is one of the main parameters of the software
reliability model. Different forms of fault detection rates have different functions.
This paper focuses on the influence of fault detection rate on software reliability,
proposes a single reliability model multi-failure data set multi-fault detection rate
analysis plan, and analyses the impact of fault detection rate on SRGM. After
experimental analysis, the performance of the software reliability model corre-
sponding to the power function and the S-type fault detection rate is better, the
performance of the software reliability model corresponding to the constant fault
detection rate is acceptable, and the comprehensive performance of the software
reliability model corresponding to the exponential fault detection rate is poor. The
research in this paper has a certain guiding role in the selection of parameter mod-
els in software reliability modelling and the determination of the optimal release
time.

Keywords: Failure detection rate · Reliability modeling · Software reliability
growth model · Empirical analysis

1 Introduction

With the development of information technology and networks, the application of com-
puters has become more and more extensive. As the main carrier and function provider
for users to use computers, computer software plays an important role in production and
life. In order to meet people’s expectations for the improvement of software functions,
the scale and complexity of software continue to increase. When the scale of software
gradually increases, maintaining software quality is an important part of the software
development and testing process. Software reliability is an important factor in software
quality, andhigh-quality softwaremust be highly reliable. The software reliability growth
model SRGM is an important method of software reliability research, and it is also the
current mainstream research method. In the general SRGM model, there are two types
of basic parameters [1], one is the total software failure, which is the abstraction of the
overall number of failures in the software system, and the other is the failure detection
rate, which is a description function of the test capability in the software test environ-
ment. In the process of software testing, testers will continue to find and repair faults.
In order to better grasp the reliability of the software and meet the expected (release)
requirements, it is necessary to study the function of FDR in reliability research.
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The fault detection rate characterizes the comprehensive ability of the test environ-
ment, test technology, test resource consumption and tester skills [2]. Objectively, the
difference in the test environment and the difference in the test strategies implemented by
the testers make different system projects show different external characteristics in the
test. From the perspective of establishing a mathematical model, the difference between
different models is closely related to the fault detection rate FDR. In this way, FDR
portrays the test effect as a whole, making it the main evaluation point that affects the
performance of SRGM. It is of great significance to build models for software reliability,
predict the number of software failures, determine the optimal release time, and control
test costs.

This paper mainly starts from the fault detection rate, proposes a single SRGM,
multiple FDS and multiple FDR schemes, the correlation between reliability model,
FDS and FDR, based on the experimental results of FDR on the reliability model and
FDS, combines different actual scenarios to implement, and analyses the effect of fault
detection rate on the efficacy of SRGM.

2 Modelling the Influence of Failure Detection Rate on Reliability
Model

First, give the hypothesis for establishing SRGM in this article:

• Software failure satisfies the NHPP process [3, 4];
• The number of faults detected within (t + �t) is proportional to the number of faults
remaining in the current software;

• There is no new fault introduction phenomenon in the software repair process [5];

So far, hundreds of SRGMs have been proposed. Assumption (1) mentioned above
are included in the assumptions of all these models and based on this, different forms of
differential equations have been established. In order to facilitate the observation of b(t)
performance, this article gives the more a general form based on the basic establishing
process of many SRGMs [3–11]:

dm(t)

dt
= b(t) · [a − m(t)]

In this formula, b(t) is the fault detection function, whose value is between (0, 1);
a is the total number of faults in the software system. a is set to be a constant in this
article. Based on the model mentioned above, the b(t) function can be set as needed to
get software reliability model corresponding to different fault detection rate.

This article will proceed from the following three steps to gradually determine FDR,
SRGM and FDS.

Step 1: Based on our previous research results and a large number of experiments,
select the set of SRGMswith excellent performance on the scheduled FDS. These SRGM
sets include the reliability model established from the FDR perspective obtained above;

Step 2: Establish the set of FDRs to be observed. Although they cannot be derived
from previous experiments, they can be selected by collecting b(t) that appear frequently
in the current research;
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Step 3: Establish the FDR for observation and the set of observation points at which
the FDR may have impact on SRGM.

Based on the determined correlationmodel, an empirical analysis is carried out based
on the proposed scheme to explore the impact of fault detection rate on the performance
of SRGM.

3 Single SRGMMultiple FDS Multiple FDR Model

Under certain SRGM (i.e. m(t)) conditions, you can observe the SRGM performance
at this time by changing the FDR, that is, substituting multiple b(t) functions into m(t).
This situation is called single SRGM multiple FDS multiple FDR mode.

At this time, for the selected SRGM and FDS, the former has good fitting and
predictive capabilities for the latter. Therefore, in this good situation, different FDRs are
brought into SRGM for experiments. The dashed line of fitting and prediction obtained
by observation and decision-making can give the FDR ranking result (i.e. partial order
set). Figure 1 and Fig. 2 respectively describe the basic process of this scheme and the
corresponding execution algorithm EvaluateFDREffectOnSRGM—SSSFMF.

Fig. 1. b(t) Evaluation and decision-making process

In this single SRGM, multiple FDS, and multiple FDR modes, since the research is
based on a single SRGM sum on many failure data sets FDS, each FDS can be regarded
as a specific software test environment. Therefore, based on the analysis results, it is
convenient to improve the test strategy, so that the fault detection rate can be improved
in the direction of meeting the test requirements.

4 Experiment and Analysis

4.1 Experiments Settings

For the single SRGM multi-FDS multi-FDR scheme, different b(t) function forms are
substituted based on the above formula, and the model expressions obtained are shown
in Table 1.
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FDR Evaluation algorithm EvaluateFDREffectOnSRGM ------ SSSFMF
Input: (Through a lot of experiments) select SRGM model m(t) and 
failure data set DSs, failure detection rate vector [ ]1 2

, ,..., mbt bt bt=FDRSet
Output: FDR partially ordered set FDRSet

1:

EvaluateFDREffectOnSRGM ------ SSSFMF: 
For each DS in (DSs) {

For each b(t) in (FDRSet) {
MT[i]=Fitting(m(t), DS, b(t))
Draw the fitted curve.
RE[i]=CalculateRE(MT[i]) 
Draw the prediction curve.

} 
}

2: FDRSet=SortFDR(MT, RE) //Obtain the partially ordered set.
3: Return FDRSet

Fig. 2. Execution algorithm evaluateFDREffectOnSRGM—SSSFMF

Table 1. Formatting sections, subsections and subsubsections

Models FDR type b(t) function m(t)

M-1 Constant type b1(t) = b [6] m1(t) = a(1− e−bt)

M-2 Power function type b2(t) = b2t/(1+ bt) [7,
8]

m2(t) =
a · (1− (1+ bt)e−bt)

M-2 S type b3(t) = b(1+σ)

1+σe−b(1+σ)t

[9,10]

m3(t) = a(1−e−(1+σ)bt)

1+σe−(1+σ)bt

M-4 Complex exponential type b4(t) = bαβe−βt [11] m4(t) =
a[1− e−bα(1−e−βt)]
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The above is the SRGM model corresponding to different b(t) functions under the
perfect hypothesis, and then the fitting and prediction were carried out on several pub-
lished real failure data sets to observe the influence of different FDRS on the SRGM
model.

4.2 Experiment and Analysis

Fitting Performance Analysis. This section mainly analyses the fitting performance
of different models under the real failure data set. Based on a series of real failure data
sets, we draw the fitting curve of different models for the data sets, as shown in Fig. 3.
The closer the fitting curve is to the real failure curve, the better the fitting performance
of the model.

Raw Data M-1 M-2 M-3 M-4
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Fig. 3. Fitting curves

It can be seen in Fig. 3 in this paper, the choice of most real failure data growth
curve for convex type growth form, which suggests that most of the real situation of
software testing, DS3 is S type growth curve, showed more complex software systems
and test environment, DS4 growth curve is concave type growth forms, corresponds to
the part of the real software test scenarios. On the whole, the fitting curve of most models
is consistent with the growth trend of the data set except for some models with serious
deviation. For the real failure data set with convex growth, most of the models have good
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fitting effect. Only somemodels have a large deviation from the real failure data set (such
as M-4 on DS5). For the concave growth data set DS4, the SRGM models (M-3 and
M-2) corresponding to s-type and power function b(t) function have good fitting effect,
indicating that S-type and power function b(t) function have better applicability. For the
S type DS3 which has both concave and convex growth forms, the fitting performance
of M-3 corresponding to S type b(t) function is better, which further indicates that the
applicability of SRGM corresponding to b(t) function of S type and power function is
stronger.

Predictive Performance Analysis. Experiments were conducted on the same data set
and the following prediction curves were drawn. The closer the curve is to 0, the better
the prediction performance is. The predicted value is greater than 0, indicating a positive
prediction, and less than 0, indicating a negative prediction.

M-1 M-2 M-3 M-4
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Fig. 4. Prediction curves

The prediction curve of single SRGM, multi-FDS and multi-FDR is drawn in Fig. 4.
By analysing the trend of the above curves, it can be found that, on the whole, the
prediction curve ofmostmodels tends to be stable and close to 0with the test time, except
for the prediction performance deviation of a fewmodels on some data sets. On different
data sets, the prediction performance of constant and power function FDR is good, the
prediction curve of S-type FDRfluctuates greatly and the prediction performance is poor,
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and the prediction performance of complex exponential FDR is mediocre. In particular,
for most data sets, the prediction curve fluctuates greatly in the early stage and gradually
becomes stable in the later stage, indicating that with the growth of the test time, the
prediction ability of the model for real data sets gradually improves, indicating that the
test software is more skilled in software test environment and test tools.

b(t) Sequence Analysis. According to the above fitting and prediction curves, a com-
prehensive ranking result is given: b2(t) > b3(t) > b1(t) > b4(t). According to the type
of b(t), there is power function > S type > constant type > complex exponential type.
The fitting curve of the SRGM model corresponding to power function b2(t) on most
data sets is consistent with the real failure data curve, and the prediction performance is
good. The fitting performance of S type b3(t) is also excellent and performs well on most
data sets, but the prediction performance is not stable and fluctuates greatly. The fitting
performance of constant type b1(t) is good, which can basically fit the growth trend of
the failure data set and has good prediction performance. The complex exponential b4(t)
cannot fit the data set with concave growth well, and its prediction performance in some
data sets is mediocre.

5 Conclusion

This paper focuses on the impact of different FDRmodels on the performance of SRGM
models and performs an empirical analysis. A single SRGM multi-FDS multi-FDR
scheme is proposed to derive the partial order sequence of the SRGM model corre-
sponding to the software fault detection rate function and analyse the effect of FDR on
the performance of the SRGM model. Four types of fault detection rate, namely, con-
stant, power function, S-type, and exponential, are selected in the experiments, and it
is found that the power function type FDR has excellent performance, followed by the
S-type FDR, and the exponential type has the worst performance. The research in this
paper has some guiding significance for selecting the appropriate fault detection rate to
establish the SRGM of distance in the actual software testing process, and provides a
reference for testing resource allocation and optimal release.

Based on the assumption of perfect fault exclusion, this paper assumed that no new
faults are introduced in the fault repair process, so it is deficient in imperfect fault exclu-
sion. In future research, more forms of software total fault count functions, more quanti-
tative performance metrics, and more realistic underlying assumptions will be combined
for analysis to broadly and comprehensively explore the impact of fault detection rates
on SRGM.
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Abstract. With the development of science and technology, intelligent pavement
smoothness detection becomes possible. Intelligent IRI (International Roughness
Index) detection is one of the important development directions of pavement per-
formance detection. Different from traditional IRI detection, intelligent IRI detec-
tion uses smart phones to collect traffic vibration data. There are many vibra-
tion indexes in IRI evaluation unit of driving vibration data, and IRI evaluation
can be realized by extracting vibration indexes. In this study, the corresponding
relationship between pavement vibration data and IRI is preliminarily proved by
driving test. The synthetic vibration acceleration index can reflect the change of
IRI. The length of IRI evaluation unit reflects different significance of pavement
performance, and the evaluation vibration index extracted is different. When the
evaluation unit is short, IRI reflects the local pavement performance of the eval-
uation unit, and the correlation between the minimum value of vehicle synthetic
vibration acceleration and IRI is the best. When the evaluation unit is long, IRI
reflects the overall pavement performance of the evaluation unit, and the corre-
lation between the average value of the absolute value of the vehicle synthetic
vibration acceleration and IRI is the best.

Keywords: Vibration index · IRI · Detection · Smart phone

1 Introduction

With the development of road transportation, countries all over the world including
China have built huge road transportation networks. In China, for example, the total
length of roads reached 5.02 million kilometers by the end of 2019 [1]. Among them,
expressways reach 150,000 km [2]. The construction of a large number of transportation
infrastructure provides convenient ways for people to travel and promotes the rapid
development of society and economy [3]. On the other hand, the rapid construction
and huge stock of road facilities make road workers face two problems. First, how to
carry out the maintenance of existing road facilities, so that road facilities are in a good
technical state, to provide safe and comfortable services for road users. The second is
how to carry out real-time monitoring of road facilities, so as to discover the existing
problems in time and make scientific maintenance decisions. It is an important work to
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realize the real-time and accurate evaluation and monitoring of the technical status of
pavement facilities [4].

At present, different countries have established different pavement performance eval-
uation systems [5]. Pavement performance in China includes seven indexes, such as
flatness, damage, rutting, bearing capacity, skid resistance, jumping and abrasion [6].
Different indexes reflect the technical performance of different aspects of pavement sur-
face. The roughness of road surface is usually represented by IRI [7]. As one of the most
important pavement performance evaluation indexes, road workers around the world
have conducted long-term research on IRI detection methods, and put forward differ-
ent detection methods such as manual three-meter ruler method, accumulative bumpy
instrument and laser flatness detector [8]. The IRI detection is transformed from manual
detection to automatic detection [9]. It promotes the speediness and standardization of
pavement performance test and promotes the development of road transportation [10].
The current detection methods will have a certain impact on the road traffic operation,
which requires a lot of detection costs. How to realize the intelligent evaluation of IRI
is an important research topic facing pavement engineers [11].

With the development of science and technology, the functions of smart phones are
becoming increasingly powerful [12]. The nine-axis vibration sensor and GPS posi-
tioning sensor carried by smart phones provide the possibility for IRI evaluation [13].
In People’s Daily driving process, vehicle vibration caused by IRI can be collected by
smart phones, and IRI can be pre-detected by analyzing and processing driving vibration
data [14]. IRI detection needs to be conducted according to the evaluation unit, and the
common evaluation unit includes 10 m, 20 m, 50 m, and 100 m [15]. Different detection
units have different evaluation angles for IRI. How to use the driving vibration data
in each evaluation unit to calculate the effective vibration index in the time domain of
the vibration data is of great significance to further realize the use of smart phones to
detect IRI [16]. In this paper, by carrying out driving test, the possibility of reflecting
IRI through driving vibration data is verified, the correlation of vibration indicators of
driving vibration data in different IRI evaluation units is compared, and a new method
is proposed to detect IRI in different evaluation units by using different vibration indi-
cators. The method of IRI detection using traffic vibration data is of great significance
in the aspects of detection cost, detection frequency and environmental protection.

2 Test

In order to establish the relationship model between driving vibration data and IRI, this
paper carried out speed bump test, urban road test and test site test by using a special
smartphone App and cars.

2.1 Test Equipment

In order to collect users’ driving data using smart phones, the author has developed a
special smart phone App for driving data collection [16]. The App interface is shown in
Fig. 1. Data collected by App mainly include triaxial vibration acceleration data, GPS
geographic location data and time data. With the map as the background, the App can
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show users the detection route (Fig. 1 (a)) and see real-time data changes (Fig. 1 (b)). App
has the function of viewing historical data to provide users with corresponding services
(Fig. 1 (c)). The collected user data can be transmitted to Pavement ConditionMap using
mobile network or wireless signal. On the history page, you can view all collected data
and upload or download data again. As an experimental product, currently users need
to register to use the App. Data collection should be agreed by mobile phone users and
comply with relevant laws and regulations.

Fig. 1. App interface

The three smart phones used in this paper are common smart phones in the market,
HuaWei,MINI andOPPO.All three phones are equippedwith sensors that collect triaxial
vibration acceleration data, GPS data and time data. In this study, vibration acceleration
data were collected at a frequency of 10 Hz and GPS data at a frequency of 1 Hz.
According to the public’s mobile phone placement habits and test needs, mobile phones
will be placed in three postures. The first attitude is horizontal, that is, the coordinate
system of mobile phone is consistent with the coordinate system of vehicle. The mobile
phone is tightly fixed in the middle of the vehicle with adhesive tape, so that the standard
posture mobile phone is closely attached to the vehicle; The second attitude is inclined,
that is, the mobile phone bracket is tilted and fixed in the middle of the vehicle; The third
pose is a random pose, that is, the mobile phone is placed in the pocket of the driver and
the passenger, and the driver and the passenger do not touch the mobile phone artificially
in the process of driving. The phone brand and location will be switched after a period
of driving. The test vehicles are SUV, car and special test vehicle.

2.2 Speed Bump Test

This paper chooses a newly built road inside the parking lot as a speed bump test road.
The section has good IRI and straight line, and the length of the section is about 100 m.
There is a relatively new trapezoidal speed belt in the middle of the section, and the size
of the speed belt is shown in Fig. 2.
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Fig. 2. Speed bumps test pavement conditions

The tester should install the special driving vibration data collection App before the
test, open it and install it on the vehicle. The three test mobile phones were fixed on
the handrail box in the middle of the vehicle with adhesive tape in a horizontal attitude.
The mobile phone bracket is fixed on the air conditioner air outlet in the front of the
vehicle in an inclined attitude. Placed in the experimenter’s pocket in a random posture.
The test vehicle passes through the deceleration belt repeatedly at uniform speed on the
test road. When the vehicle passes through the deceleration belt, the tester records the
specific time of passing the deceleration belt.

2.3 Urban Road Test

In this paper, a road section with a wide range of IRI indexes was selected to carry out
driving test. The test road is a section of 2,044 m, and the IRI of this section varies
greatly. IRI has maximum value of 6.24 m/km minimum value of 2.60 m/km average
value of 4.0 m/km. The IRI detection unit is 100 m.

Fig. 3. Driving test on urban road

As shown in Fig. 3, The test vehicle and the test phone are consistent with the speed
bump test. The test vehicle starts to accelerate before the starting point of the test site,
and when it reaches the starting point of the test site, the passing time is recorded and
the vehicle keeps driving at a constant speed. Record the passing time when the vehicle
passes the end of the test site and repeat it several times.
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2.4 Special Road Test

In this paper, the special test site for pavement performance evaluation of theMinistry of
Transport is selected to carry out driving test, as shown in Fig. 4. The section of the test
site is an annular test site with a length of 4 km. The test site uses special IRI detection
equipment to accurately measure IRI, and the IRI detection and evaluation unit is 10 m.
The starting position of the test is consistent with the starting and ending position of the
section tested by special testing equipment.

Fig. 4. Driving test on Special road

The test vehicle and the test phone are consistent with the speed bump test. The test
vehicle began to accelerate before the starting point, and when it reached the starting
point of the test site, the passing time was recorded and the vehicle kept driving at a
constant speed. Record the passing time when the vehicle passes the terminal and repeat
it several times.

3 The Data Analysis

3.1 Vibration Index of Z-axis Direction under Horizontal Attitude

When analyzing the internal vibration of the vehicle caused by IRI, 1/4 vehiclemodel can
calculate the relationship between IRI and vibration acceleration bymeans ofmechanical
calculation. The 1/4 vehicle model simulates the vibration of the vehicle body when
IRI changes with a single wheel. The model needs the specific parameters of vehicle
suspension system such as body mass and suspension stiffness coefficient. The model
proves the influence principle of IRI on vehicle vibration data. According to 1/4 vehicle
model, vertical vibration acceleration can reflect IRI. In the speed belt test carried out in
this paper, the vibration acceleration in z-axis direction collected by horizontal attitude
smart phones is the vibration acceleration data caused by IRI.

As shown in Fig. 5, the data comes from speed belt test, and the black line indicates
the vibration acceleration data in z-axis direction collected by a speed belt test. When
the vehicle is driving on the test road, the az-axis fluctuates up and down near the
gravitational acceleration. When the vehicle passes through the speed belt, the az-axis
changes greatly, and the data change time is consistent with the time when the vehicle
passes through the speed belt.

Through the speed belt test, it can be seen that there is a corresponding relationship
between driving vibration data and IRI, and the method of IRI detection using driving
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Fig. 5. Vibration acceleration in z-axis direction under horizontal attitude

vibration data is feasible. Although 1/4 of the vehicles can accurately calculate IRI
through driving vibration data, relevant parameters of the vehicles need to be accurately
calibrated, which is not conducive to the extensive collection of driving vibration data.

3.2 Synthetic Vibration Acceleration Index

Vibration acceleration data in the x-axis, y-axis and z-axis directions collected by the
three mobile phone placement methods are shown in Fig. 6, which is part of the data
obtained in the test site. When the posture of smart phone is horizontal, the coordinate
systemofmobile phone is consistentwith the coordinate systemof vehicle. Therefore, the
vibration acceleration data in the x-axis direction can indicate the vibration of the vehicle
in the left and right directions, the vibration acceleration data in the y-axis direction
can indicate the vibration of the vehicle in the moving direction, and the vibration
acceleration data in the z-Axis direction can indicate the vibration of the vehicle in the
vertical direction. When the posture of a smartphone is tilted, the vibration acceleration
data in the x-axis, y-axis and z-axis directions are the data when the phone is in a fixed
posture, but the vibration acceleration data in a single direction has no actual physical
significance due to the inconsistency between the vehicle coordinate system and the
mobile coordinate system. When the posture of smart phone is random, the vibration
acceleration data in the single direction of x-axis, y-axis and z-axis also has no actual
physical significance.

In fact, road vibrations were consistent regardless of where the phone was placed.
Therefore, in this study, the synthetic acceleration is used as the time-domain effective
vibration acceleration index, and the calculation method is shown in formula (1).

ac =
√
a2X−axis + a2Y−axis + a2Z−axis − g (1)

ac is the composite vibration acceleration, ax-axis, ay-axis and az-axis are the vibration
acceleration values collected in the x-axis, y-axis and z-axis directions of the mobile
coordinate system collected by smart phones respectively, and g is the acceleration of
gravity.

3.3 Synthesize Average Value Index of Absolute Vibration Acceleration

IRI divides and evaluates sections according to evaluation units. Due to different driving
speeds, each evaluation unit contains different numbers of driving vibration data. The
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Fig. 6. Data of different mobile phone status

evaluation unit is small for local evaluation of IRI, while the evaluation unit is long
for overall evaluation of IRI. The time-domain vibration indexes in the evaluation unit
include 9 vibration indexes: maximum value, minimum value, average value, standard
deviation, average value of absolute value, maximum value of absolute value, median
of absolute value and standard deviation of absolute value. In this paper, the correlation
coefficient is used to select the optimal time domain vibration index to detect IRI.

Fig. 7. Correlation of vibration index of 100 m evaluation unit

As shown in Fig. 7, red indicates the related indexes of ac absolute value, green
indicates the related indexes of ac, Mean indicates the average index, Min indicates the
minimum index, Max indicates the maximum index, SD indicates the standard deviation
index, and Median indicates the Median index. The data comes from urban road driving
test, and the average value of absolute value per 100 m has the greatest correlation with
IRI data. In conclusion, when the evaluation unit is 100 m, the average value of absolute
value of synthetic vibration acceleration can best reflect the changes of IRI.

3.4 Synthesize Minimum Vibration Acceleration Index

Compared with the road surface evaluation unit of 100 m, the IRI evaluation unit of
the special road test is 10 m. The small evaluation unit is more prominent in the local
characteristics of the evaluation unit.
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Fig. 8. Correlation of vibration index of 10 m evaluation unit

As shown in Fig. 8, red indicates the related indexes of ac absolute value, green
indicates the related indexes of ac, Mean indicates the average index, Min indicates the
minimum index, Max indicates the maximum index, SD indicates the standard deviation
index, and Median indicates the Median index. The data are from the special road test,
and the minimum value per 10m has the highest correlation with IRI data. In conclusion,
when the evaluation unit is 10m, theminimum value of composite vibration acceleration
can best reflect the variation of IRI.

3.5 Conclusion

Different IRI evaluation units have different pavement evaluation purposes, so it is nec-
essary to use different vibration indicators to establish the relationship model between
driving vibration data and IRI. When the evaluation unit is short, IRI reflects the local
road performance of the evaluation unit, and the correlation between the minimum value
of vehicle synthetic vibration acceleration and IRI data is the best. When the evaluation
unit is long, IRI reflects the overall road performance of the evaluation unit, and the
average value of the absolute value of vehicle synthetic vibration acceleration has the
best correlation with IRI data.

4 Conclusion and Prospect

In this paper, App and test vehicles were used to carry out driving test, and IRI was
evaluated by collecting driving vibration data. IRI evaluation units are different. By
studying the relationship between the length of different evaluation units and vibration
indicators, the following conclusions are drawn in this paper: (1) there is a corresponding
relationship between driving vibration data and IRI, and it is feasible to detect IRI using
driving vibration data. (2) Synthetic vibration acceleration index can reflect IRI changes.
(3) When the evaluation unit is short, IRI reflects the local road performance of the
evaluation unit, and the correlation between the minimum value of vehicle synthetic
vibration acceleration and IRI data is the best. (4) When the evaluation unit is long, IRI
reflects the overall road performance of the evaluation unit, and the correlation between
the average value of the absolute value of vehicle synthetic vibration acceleration and
IRI data is the best. The research on IRI detection using vehicle vibration data is still in
its infancy. This paper mainly studies the selection of vibration indicators of different
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evaluation units. More driving tests will be carried out in the future, and data fusion and
big data processing methods will be applied to this study to continuously improve the
accuracy of IRI detection.
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Abstract. Identity management and authentication in cyberspace is crucial for
all forms of remote communication. The traditional authentication technology has
great security risks due to its central third-party structure, such as single point of
failure, malicious server attacks and so on. The emergence of blockchain technol-
ogy provides a new way of thinking to solve this problem. This paper focuses on
the identity management and authentication scheme based on blockchain technol-
ogy. Using the decentralized, open and transparent characteristics of blockchain to
make up for the shortcomings of traditional identity management and authentica-
tion mechanisms. In this paper, we analyze the BIDaaS [1] identity management
and authentication scheme proposed by Jong-Hyouk and point out the obvious
shortcomings of the scheme, such as suffer impersonating attack simply, virtual
identities are not unique. We combine the specificity of biological characteristics
to implement a unique virtual identity on the chain and improve the off-chain iden-
tity authentication process using a certificateless scheme to build a reasonable and
secure identity management and authentication scheme, which realizes two-way
authentication and session key agreement. The analysis shows that the scheme has
a high level of safety.

Keywords: Blockchain · Identity authentication · Biometric · Certificateless

1 Introduction

Identity management and authentication is the key technology of information security.
With the development of society and the continuous progress of technology, theworld has
entered the era of informatization, and the Internet communication interaction has been
increasing, involving all aspects of people’s lives, and a lot of personal information and
important information of enterprises and governments are disseminated in the network,
and once important information is intercepted or leaked, therewill be great security risks.
In such an information security context, it is increasingly important to securely manage
identity and achieve mutual authentication. Public Key Infrastructure (PKI) [2] is one of
the typical representatives of security solutions on the Internet, which is mainly used to
provide authentication services and enable users to complete a series of operations such
as authentication, access and communication in an environment where they do not trust
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each other. At present, most of the websites’ public key certificates are often provided
by some CA certification service companies or organizations, and the premise of our
certification is to recognize the legitimacy of the certificate, but with the improvement of
computing level, the risk of attacks on databases in these traditional centralized structures
is increasing, and users cannot grasp the initiative of their personal data, so it is easy to
have problems such as privacy leakage [3].

Along with the rapid development of Bitcoin, blockchain [4, 5], the underlying
support technology for cryptographic digital currencies, has gradually attracted attention.
The decentralized, secure and traceable, anonymous and tamper-proof nature of block-
chain provides a new idea to solve traditional identity management and authentication,
which does not rely on specific central nodes to process and store data, and thus can
avoid the risk of centralized server single-point collapse and data leakage. However,
there are significant differences between blockchain technology and traditional identity
authentication architecture, and many traditional solutions are not applicable in block-
chain applications. Coupledwith the fact that in blockchain technology, data are stored in
scattered nodes without a unifiedmanager, and the performance and security capabilities
of nodes vary, it is easy for attackers to compromise some of them, and attackers can
even masquerade as legitimate nodes. All kinds of problems will pose a great threat to
the identity authentication and privacy protection under blockchain technology. How to
build a reasonable identitymanagement and authentication scheme based on block-chain
technology is crux.

2 Related Work

Blockchain technology [6, 7] is an integrated application of distributed storage, P2P
networks, consensus algorithms, cryptographic mechanisms and other technologies. Its
features such as decentralized and non-tamperable bring a new direction to solve the
problems of single point of failure, centralization, and key management in traditional
identity authentication scheme.

The concept of Bitcoin [8] was first introduced by a man named Satoshi Nakamoto
in 2008, and its underlying technology blockchain quickly attracted attention. Because
of its distributed and decentralized characteristics, its research in identity authentication
is slowly becoming an important research direction. China’s Ministry of Industry and
Information Technology has even proposed through awhite paper [9, 10] that blockchain
has a significant role in the application of digital certificates. The design and development
of blockchain technology in identity identification and authentication is firstly reflected
in the use of this decentralized structure to establish PKI. 2014, MIT scholar Conner
proposed the first distributed PKI scheme based on blockchain technology Certcion
[11, 12], using blockchain as the core of the technology replacing the traditional CA
authentication mechanism with Certcion, through Certcion replaces the traditional CA
authentication mechanism by using Certcion to chain certificate information through
transactions and directly bind the user’s identity to the certificate public key. However,
Certcoin directly binds user identity with certificate public key and does not do privacy
protection processing will lead to user identity leakage and cannot prevent attackers
from illegally occupying the identity of legitimate users. In addition, the calculation cost
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of this scheme is relatively large. Shocard [13] was an early experiment in blockchain
identity management and has evolved to date, with a representative authentication and
registration process that forms a consensus on the technical idea that user endpoints
store personal data and the blockchain acts as a decentralised exchange commitment to
ensure the validity and integrity of the information, paving the way for the creation of
subsequent solutions. Blockstack [14] is a decentralised PKI system built on top of the
Namecoin blockchain proposed by Muneeb Ali et al. It uses Bitcoin’s proof-of-work
consensus mechanism to maintain the system’s state consistency, and there is no central
authority or trusted third party in the system. Authcoin [15] is a decentralized PKI
scheme. The protocol uses the decentralized, fault-tolerant, and hard-to-tamper features
of blockchain to store data securely, eliminating the reliance on trusted third parties.
There have been many subsequent attempts in the West to combine blockchain with
identity management. For example, PKIoverheid and Idensys projects [16, 17] in the
Netherlands, e-Residents [18] in Estonia, etc. IDHub [19] is the first blockchain-based
de-centralized digital identity platform from CenturyLink in China, which is used for
iden-tity authentication related to civil rights of new loginmethods in the network.But the
drawbacks of these early attempts are also obvious, most of them use the Bitcoin block-
chain, which has a distributed ledger of thousands of nodes. That is time-consuming
and extremely inefficient for user authentication. And the bitcoin platform is open to
all and the third-party correlation analysis of user behavior also leaks privacy to some
extent. Later emerged blockchain technology identity authentication based on identity
attributes, construct the KGC in the traditional identity authentication protocol through a
decentralized structure, such as the protocol proposed byWang [20] et al. and certificate-
less based blockchain technology identity, such as the protocol proposed by Gervais
Mwitende [21] where the blockchain identity manager holds part of the private key and
attenuates the authority of third parties. However, the performance cost increases as the
number of interactive communication steps increases. Muftic propose a BIX protocol
[22], which aims to distribute the role of CAs while retaining security features, but the
protocol is still incomplete and lacks steps to revoke and renew certificates.

With the improvement of technology, biometric identification technology [23, 24]
is widely used and have become the mainstream technical used for identification in var-
ious industries because of its advantages such as being difficult to tamper, uniquenes,
stability, convenient and efficient access. Some authentication based on biometric and
blockchain technology have been proposed one after another, for example, in 2018 Zhou
[25] proposed a two-factor authentication scheme based on blockchain technology for
biometric features and password, which usesHash algorithm and elliptic curve algorithm
for authentication of biometric, which reduces the number of signatures and verification
by public key algorithm, but the biometric and password need extensive use of crypto-
graphic techniques for encryption and decryption operations, which has defects such as
low efficiency and poor timeliness.

The above research results, as blockchain technology is still in its infancy, but its
unique features combined with identity authentication will become the main form of
authentication in the future, with great development prospects.
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3 Relevant Knowledge

3.1 Computational Difficulties

(1) Elliptic curve discrete logarithm problem (ECDLP): it is known that Ep is defined
in a finite field Fp on an elliptic curve of the form Ep : y2 = x3 + ax + b(modp)
of an elliptic curve, where p is a prime number a, b ∈ Fp, 4a3 + 27b2 �= 0modp.
Given a point on the elliptic curve P ∈ Ep, and a positive integer s, sP denotes the
product of s and P, given P,Q ∈ Ep, it is impossible to compute s in polynomial
time such that Q = sP.

(2) Elliptic Curve Computation Diffie-Hellman Problem (ECCDH): Given three points
on an elliptic curve P, sP,mP ∈ Ep, it is impossible to compute in polynomial time
smP ∈ Ep.

3.2 Bilinear Pairs

G1 is an additive group of order q and G2 is a multiplicative group. The bilinear map
e : G1 × G1 → G2 Satisfies the following properties.

(1) Bilinear: for any P,Q ∈ G1, a, b ∈ Z∗
q , e(aP, bQ) = e(P,Q)ab.

(2) Non-degeneracy: The existence of P,Q ∈ G1 that makes e(P,Q) �= 1G2 , where
1G2 denotes the group G2 of unit elements.

(3) Computability: there exist efficient algorithms for any P,Q ∈ G1,we can calculate
e(P,Q).

3.3 Fuzzy Extractor

Let the extracted biometric feature value be BIO and the fuzzy extractor [26] be a pair
of functions{Gen(·)Rep(·, ·)}. The first time the biometric feature value is collected, the
random generating function Gen(·) is used to find (σ ,ϑ) = Gen(BIO), where σ is a ran-
dom value instead ofBIO, and ϑ while is the auxiliary string, which is academically used
to recover the error correction code ofBIO. The deterministic recovery functionRep(·, ·)
is used when re-extracting to check the biometric eigenvalues, and σ = Rep(BIO∗, ϑ)

is computed for the re-extracted eigenvalues BIO∗, using the error correction code ϑ as
described above. Thus, σ is recovered with a specific error allowed.

3.4 Blockchain Data Structure

Ablockchain is generally considered to be a decentralized, de-trusted, distributed shared
ledger system in which blocks of data are assembled in chains in chronological order to
form a specific data structure and are cryptographically guaranteed to be tamper-evident
and unforgeable. Structurally the blockchain is composed of blocks and chain structure,
where each block generally includes two parts: the block header (Header) and the block
body (Body), where the block header includes version information, the hash value of
the previous block, the timestamp, the target hash of the current block, the random
number and the Merkle tree root (Merkle); the block body contains information about
all transactions over an interval of time.
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4 Scheme Analysis and Improvement

4.1 BIDaaS Review

A new identity service system BIDaaS based on blockchain technology is proposed. The
solution involves three parties, user U , BIDaaS provider, and partners of the BIDaaS
provider. The system aims to establish mutual authentication between users and partners
without sharing any information or security credentials in advance. All three parties are
blockchain nodes and have access to the blockchain.

(1) Virtual identity creation: the user creates a pair of private key kuserpri and public key
kuserpub . The user can securely store k

user
pri . Then a virtual identity is created using kuserpub

to create a virtual identity IDuser .

(2) Identity on the chain kuserpub and the generated virtual identities IDuser from the user
to the BIDaaS provider through a secure channel. The BIDaaS provider use its own

private key kpropri will kuserpub and IDuser are digitally signedSigkpropri

(
kuserpub , IDuser

)
.

The BIDaaS provider then transfers the kusrpub, IDuser , the created signatures

Sigkpropri

(
kuserpub , IDuser

)
placed in the blockchain. This registration is executed as

a blockchain transaction and broadcast to the BIDaaS blockchain node. The
registration information is then stored on the BIDaaS blockchain.

(3) Authentication: When a user wants to access the services provided by a part-
ner, the user simply sends a message M1 = (IDuser, r, Sigkuserpri

(IDuser, r)) to

the partner provide IDuser, r. When the partner receives a service access request
from the user, it first accesses the BIDaaS blockchain to check IDuser whether
it exists on the record of the BIDaaS blockchain. If it exists, the partner obtains
the relevant information, such as kuserpub . If the verification passes, the partner

sends a message M2 = (IDuser, r + 1,Ekuserpub

(
IDuser, r + 1, kptnpub

)
). After receiv-

ing the M2 message, the user uses kuserpri decrypts the message and verifies it

withr + 1. On success, the user obtains kptnpub through M2, the user sends a mes-
sage M3 = (IDuser, r + 2,Ekptnpub

(IDuser, r + 2)). When the partner receives M3, it

uses kptnpri decrypt the message and verifies the message with r+2. With the BIDaaS
blockchain, authentication between the user and the partner is established.

(4) Additional information requests: the partner may provide the BIDaaS provider with
some additional information needed to provide the service to the user. The partner
requests the information required by the user through a separate secure channel
established with the BIDaaS provider.

4.2 Scheme Analysis

(1) Impersonation attack: After a legitimate user completes authentication with a par-
ticular service provider to obtain a service, the user canmasquerade as other users in
the chain to spoof the same service provider in the next session. Suppose the attacker
is denoted asA, the legitimate user isB, and the service provider is S.A completes the
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session for the first time byM2 = (IDA, r+1,EkApub

(
IDA, r + 1, kptnpub

)
)Get the pub-

lic key of that service provider S. Next A obtains the virtual identity and passphrase
of B, and a certain message issued by it, through the on-chain message M1 =
(IDB, r, SigkBpri

(IDB, r)).ThereafterA canmasquerade asB anduseM1 initiate a ses-

sion to S. After receivingM2 = (IDB, r + 1,EkBpub

(
IDB, r + 1, kSpub

)
), the attacker

A can still obtain public key of S based on the previous session even if he does not
know user private key of B, and thus send M3 = (IDB, r + 2,EkSpub

(IDB, r + 2)).

(2) Server spoofing attack (man-in-the-middle attack): the session does not achieve
two-way authentication, attacker A intercepts the message sent by B to M1, com-

pute M2 = (IDB, r + 1,EkBpub

(
IDB, r + 1, kApub

)
) sent to B, through the user’s

authentication, to achieve server spoofing attack.
(3) De-time synchronization attack: the random number r is designed such that obtain-

ing M1M2M3 the value of any random number in can be inferred from the other
two message values, and there is no guarantee of a de-time synchronization attack.
If the random number is replaced with a timestamp, the same impersonation attack
exists.

(4) No two-way authentication: This scheme can only achieve service provider to user
authentication by M3.The user can’t determine whether the service provider has
received themessage sent by the user andwhether the service provider has decrypted
it correctly.

(5) 51% attack: a user independently selects a public-private key pair and the public
key for virtual identity creation. A user can select an uncountable number of public-
private key pairs, then he can have an infinite number of virtual identities. Since
the operation mechanism of blockchain is using consensus, then in a private chain
with a limited number of nodes, a user can always create virtual identities of more
than half of the number of nodes in that chain, which means he will occupy more
than half of the nodes and control this chain, bringing great losses.

4.3 New Scheme

This section proposes a certificate free unique virtual identity management and authen-
tication scheme based on blockchain technology. Users use biometrics to create and
upload their identities on smart devices, the chain operator broadcasts node information
to the chain, and the chain nodes use certificateless with bilinear pairs to authenticate
each other and achieve key agreement.

The scheme is divided into 3 phases: virtual identity creation phase, identity on-
chain phase, and identity authentication and key agreement phase. The whole process
is carried out using on-chain information storage and off-chain identity authentication,
and the used some of the parameters are shown in Table 1.
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Table 1. Symbol description.

Symbolic Connotation

A/B User/server

ISP Blockchain operators

G1/G2 q-order addition group/q-step multiplicative group

BIO biological feature

s/P0 operator master key ∈ Z∗
q/operator’s public key ∈ G∗

1

e bilinear mapping, G1 × G1 → G2

h Hash function, {0, 1}∗ → G∗
1

H Hash function, {0, 1}∗ × G2 → Z∗
q

H1 Hash function, {0, 1}∗ → Z∗
q

Q Virtual identity on a chain

D/S partial private key of node ∈ G∗
1/ complete private key of node ∈ G∗

1

x random numbers. ∈ Z∗
q

kpri, kpub Private key, public key

skij, skji Session key

Both the user and the server act as blockchain nodes and need to be on the chain for
transaction processing, session with other nodes and providing and obtaining services,
then they need to perform virtual identity creation and identity on the chain. In this
scheme, the user or server both act as blockchain nodes with the same attributes.

(1) Virtual identity creation: taking a user as an example, user A enters the unique
identity feature BIO through a smart device with a fuzzy extractor, and the smart
device obtains derived σ through generating the algorithmGen(BIO) and calculates
the unique identity IDA=H1(σ). To ensure the virtual nature of the user’s identity in
the chain, A computes QA =h(IDA).QA is the virtual identity of the corresponding
node on user A’s chain. and sends QA to the chain manager ISP. ISP receives QA,
computes the partial private key DA = s ·QA, the private key and public key of ISP
is sandP0 = s · P; and sends DA back to userA.

(2) Identity on the chain: A sends QA to the chain managerISP. ISP receives QA, cal-
culates the partial private key DA = s ·QA, and sends DA through a secure channel.
A randomly selects xA, calculates the complete private key SA = xA · DA, and the
public key < XA,YA>, where XA = xA · P,YA = xA · s · P = xA · P0 send an uplink
request to ISP(QA,YA). ISP broadcasts the upload request message to the chain and
generates the corresponding block.

Similarly, Server B performs the above operations to implement the virtual
identity creation and identity on the chain process.

(3) Authentication and Key Agreement: The answering process between the user and
the server is completed by the following steps.
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Step 1: When user A needs to request a service from server B, A picks a random
number ri ∈ Z∗

q , calculate Ri = ri ·P. Random a ∈ Z∗
q. Calculatew1 = e(P,P)a ,U1 =

v1 · SA + a · P, v1= H (Ri,w1). Send the request message M1 = (QA,Ri,XA,U1, v1)
Step 2: Server B receives a request message M1 from user A, and based on the QA

search the chain information, find the corresponding block andYA. First verify whether
the public key matches by checking. e(XA,P0) = e(YA,P) whether it is validated to
verify whether the public key matches, determine the identity of the user, if not, abort
the session to deny service, otherwise continue the following verification. Server B
obtains the public key of user A <XA,YA>, calculate w1 = e(U1,P) · e(QA,−YA)v1

check v1 = H (Ri,w1) whether it is validated. If it holds, the verification passes, oth-
erwise the session is aborted. B choose rj ∈ Z∗

q , calculate Rj = rj · P, kji = rj·
Ri,Authji = h

(
QA‖QB‖kji‖Rj‖T

)
where T is the time stamp. Random b ∈ Z∗

q , compute

w2 = e(P,P)b,U2 = v2 · SB + b · P, v2 = H
(
Rj,w2

)
. Send the response message

M2 = (
T ,QB,Rj,XB,Authji,U2, v2

)
.

Step 3: User A receives a response messageM2 from Server , first checking the time
T to determine �T whether it is within a reasonable range. Then according to the QB

search the information on the chain, find the corresponding block and YB, first verify
whether the public key matches by checking e(XB, P0)= e(YB,P) whether it is validated
to verify whether the public key matches, determine the identity of the server, if not,
abort the session to deny service, otherwise continue the following verification, user
A obtains the public key of server B〈XB,YB〉, calculate w2 = e(U2,P) · e(QB,−YB)v2,
check v2 =H(Rj,w2) whether it is validated. If it holds, the verification passes, otherwise
the session is aborted. calculate kij=ri · Rj If it is valid, then the session is aborted
Authji = h(QA‖QB‖kij‖Rj‖T ) and if it holds, then authentication is achieved. Compute
the session key skij = h(QA‖QB‖kij), which further hides the session key, computes
M3 = skij ⊕ w1 ⊕ w2, h(T ), send M3 to server B.

Step 4: The server receives the M3 = skij ⊕ w1 ⊕ w2, h(T ), first check the time
T. Since T is self-selected, it can effectively avoid denial of service etc. caused by time
synchronization attacks. Byw1,w2 obtain skij, calculate skji = h(QA‖QA‖kji) and verify
that. skij = M3 ⊕ w1 ⊕ w2, whether it holds. If it holds, the two parties complete
mutual authentication and establish the session key.

4.4 Security Analysis

(1) Avoid single point of failure: the identitymanagement and authentication scheme of
this paper built based on the decentralized characteristics of blockchain can effec-
tively avoid the single point of failure problem under traditional identity authenti-
cation; at the same time, in order to avoid the possible security problems caused
by the existence of blockchain operators in this scheme, we adopt the design of
partial private key and complete private key to realize the autonomy of user keys
and public key self-certification.

(2) Resistant DOS attack: the server node itself picks the timestamp T and verifies the
timeliness of T by itself, and the user node does not need to pick the parameters,
after the server node completes the parameter update, there is no need to worry
about clients failing to update the parameters successfully for some reason, causing
obstacles to further communication.
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(3) Unique virtual identity: Unlike the traditional way of password and smart card,
biometric features are unique, lifelong and stable. In our scheme, users or servers
need to collect biometric features through smart devices and correspond to unique
virtual identity through fuzzy extractor and specific operation, then unique users or
servers can only have unique nodes, avoid 51% attacks generated by the consensus
mechanism in the blockchain.

(4) Resistant to replay attacks: the authentication process incorporates elements such
as timestamp T to avoid replay attacks, and we use certificateless scheme to ensure
that the information is not altered. On the other hand, we use a certificate with the
user’s private key to further ensure that the message will not be tampered with,
the receiver will verify the message by the public key of the sender, thus resisting
replay attacks.

(5) Resistant impersonation attack: Although any node can obtain the virtual identity
andY of other users on the chain then can also intercept the node to send information
M to obtain X , thus obtain the user’s virtual identity and public key, but we use
the certificateless scheme, the attacker can’t obtain the private key. Suppose the
attacker is denoted as A, the legitimate user is B:

Herewe consider the following cases: our security is based onblockchain technology,
which is achieved by calculatingWand verifying that V is equal, U achieves the hiding of
the private key,V ensures that the information is notmodified, and blockchain technology
ensures that the user matches the public key.

1:A changes the Ri sent by user B for session key acquisition but without changing
information such as w1, U1, v1. Then the receiver checks v1 = H(Ri

′, w1) the equation
does not hold and can’t be verified. 2:A changes the Ri, w1 sent by user B but without
changing information such as U1, v1. Then the receiver checks v1 = H(Ri

′, w1
′) the

equation does not hold and can’t be verified.3: A changes the Ri, w1, v1 sent by user B
but without changing the U1. The receiver can’t calculate w1 correctly. Assuming that
the receiver calculates a new w1

′ = e(U1,P)·e(QA,− YA)v1′= e(P, P)a·e(v1xAsQA,P) ·
e(QA, −xAsP)v1′, v1′ = H(Ri

′, w1
′) the equation does not hold and can’t be verified. 4:

A changes the URA,w1,v1, U1 sent by user B. A calculate a new 1′ = v1′·SA′ + a′ · P
.The receiver can’t calculate w1 correctly. Assuming that the receiver calculates a new
w1

′ = e(U1
′,P) · e(QA, − YA)v1′

= e(P,P)a·e(v1′SA′QA,P)·e(QA,−SAP)v1′, v1′=H(Ri
′,w1

′) the equation does not hold
and can’t be verified.

It means that the attacker who does not hold the node private key cannot complete
the disguise, and the node private key is determined by a random number chosen by the
node itself.

(6) Resistant internal attacks: Blockchain operators provide part of private keys for
nodes, which ensures that node keys are generated by themselves and no identical
information between different nodes, then internal nodes, whether other users or
other servers and operators, cannot carry out internal attacks. The decentralization
and consensus mechanism of blockchain also guarantee the scheme resistance to
internal attacks.
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4.5 Efficiency Analysis

(1) No need to store authentication table: Unlike traditional solutions, we use biometric
features combined with fuzzy extractor to eliminate the process of storing authen-
tication table to verify whether a user is a scheme user by the management center
in the past, saving a lot of storage space. And the user calculates and manages the
public and private keys independently, no certificate is required.

(2) Two-way multiple authentication: in our authentication process, nodes first verify
each other’s identity by X and Y, and then use certificateless for another authen-
tication, in addition to adding the authentication information Auth for further
authentication, the authentication process is more robust.

(3) Operational complexity: Firstly, the authentication process in our scheme has only
three message passes, which completes the two-way authentication and achieves
session key agreement by theminimum number of times. Secondly, only two iso-or,
nine hashes, five bilinear pairs, and three signature operations are applied in our
scheme.

5 Summary

In this paper, we propose a certificate free unique virtual identity management and
authentication scheme based on blockchain technology for identity management and
mutual authentication with the help of blockchain technology. We use biometric fea-
tures to ensure the uniqueness of the virtual identity of the node from the user or server,
use certificateless to ensure privacy and secure the information, and achieve mutual
authentication and key agreement between the two parties with the help of decentraliza-
tion, immutability and openness and transparency of blockchain technology. Through
analysis our solution has high security and efficiency.

The identity authentication based on blockchain technology also has the function
of cross-domain authentication, how to improve the scheme in this paper so as realize
the cross-domain authentication between different private chains or federated chains to
make the identity management and authentication in cyberspace more convenient and
secure is the direction we want to study.
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Abstract. The five key factors that affect plant growth are temperature, humid-
ity, CO2 gas density, nutritious liquid density and light intensity. The monitoring
and controlling of these factors are vital. Fuzzy PID controller technology for
plant factory environment parameter controlling was proposed and temperature
controlling using three different methods were given out. The physical and math-
ematical models of ordinary differential equation used in temperature subsystem
in plant factory was established, traditional PID controller was discussed and
specifically the fuzzification interface, membership function, fuzzy inference rule
and the defuzzification procedure were designed for mere fuzzy and fuzzy PID
controllers. Simulations for temperature controlling using pure PID, mere fuzzy
and fuzzy PID control algorithm were performed respectively. The experimental
results show that the performance of the novel fuzzy PID controller is best since
it outperforms the other controllers in terms of stable error, overshooting and sta-
bling time. The stable error, overshooting and time to stable for fuzzy PID are 0,
0.1% and 170 s respectively, all are the minimum among the three controllers.

Keywords: Internet of Things · Plant factory · Mere fuzzy controller · Fuzzy
PID controller · Performance simulation

1 Introduction

The plant factory (PF) can stably cultivate high-quality vegetables in any environment
by manually controlling the plant growth environment. Nowadays, with the increasing
of population, reduction of arable land and degradation of the environment, there is an
urgent need for artificial plant factory to grow vegetables or cultivate seeds under severe
conditions like space-station or scientific investigation sites in Antarctica [1]. Mean-
while the requirements for high quantity and quality of food have continued to increase,
therefore, plant factory was proposed all around the world to meet these urgent demands
[2–5]. Based on the urgent needs and current technology,we designed a prototype control
system [6] using ARM and wireless communication techniques like Zigbee for a plant
factory for green-leaf vegetable growing. Nowadays, the intelligent fuzzy theory-based
environment parameter controlling and the corresponding mini realization is a trend in
research field, so PF temperature adjustment algorithms using advanced theory need to
be investigated thoroughly.
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The plant factory is divided into two parts: a set of wireless sensor networks and
an embedded human-machine controlling platform. The system has a clear structure,
and strong versatility, which provides a broad application prospect for agricultural
development.

Temperature plays a key role in plant growth, so researchers have proposed various
controlling methods [7–10] for temperature controlling. This study took the tempera-
ture controlling of a plant factory as the research object. We established the controlled
objectmodel, analyzed the classical proportion-integration-differential controlling (PID-
C) and the mere fuzzy controlling (FC) methods. After that we presented a novel
fuzzy proportion-integration-differential controlling (F-PID-C) strategy, implemented
and tested it in terms of some objective controlling metrics.

Fuzzy controlling is amethod tomimic human’s experience and knowledge to control
a system. This research aims to take advantage of the capability of fuzzy controlling
system and apply it to plant factory. Wang H.Q. et.al. [10] compared the pure PID
controller and fuzzy PID controller for plant temperature. In [9,10], the authors proposed
a fuzzy logic controller for robots to control the wheels’ speed and moving direction.
And some other embedded systems based on fuzzy controlling were discussed in [11,
12]. This paper designed, coded using higher and lower-level programming languages
using the developed hardware prototype and fuzzy control theory.

The following organization of this paper is as below. Section 2 gives out the math-
ematical modelling and various methods which including PID-C, FC and the proposed
F-PID-C for temperature. Simulations and experimental results are shown in Sect. 3.
Discussions, summary and conclusion are given in the last section.

2 Modeling and Algorithms for Temperature Controlling

2.1 Mathematical Modeling of Temperature Controlling System

The temperature is adjusted by heating and cooling controllers. Here we took the heating
process as our T, after theory and experimental analysis, we found that the dynamic
behavior of the plant factory can be modeled as ideal 1-order inertia time-delay model
as “Eq. (1)”.

G(s) = Ke−τ s

Ts + 1
(1)

Here K is the static gain, T is the time constant and τ is the pure delay time of the object.
Here we analyze the 3 types of controlling strategies as following: PID controlling (PID-
C) has simple structure, reliable performance and it can eliminate the stable error in most
cases. Fuzzy controlling (FC) has short response time and small overshoot and it can
simulate human reasoning and decision-making based on prior knowledge and expert
experience. Fuzzy PID controlling (F-PID-C) has fast response speed and it integrated
the intelligent fuzzy controlling with the basic PID structure, which is stronger and more
accurate.
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2.2 Design and Analysis of Different Controlling Methods

PID Controlling (PID-C). PID-C has proportion, integration and differential compo-
nents connected in parallel. Controlling bias is the required valueminus the output value.
The relationship between input and output is as “Eq. (2)”.

u(t) = Kpe(t) + Ki

∫ t

0
e(τ )dτ + Kd

d

dt
e(t) (2)

where u(t) is the output, e(t) is the input, Kp is the proportional coefficient, Ki is the
integration coefficient, Kd is the differential time coefficient respectively.

PID controller is implemented by PID controlling algorithms program. The input
signal is analog and it must be converted to digital signals via sampling/holding and
quantization. To simplify the writing, e(kT ) is denoted as e(k). Transformed equation
is as “Eq. (3)”. The controlled parameter’s increasing value is as “Eq. (4)”

u(k) = Kpe(t) + Ki

∑k

j=0
e(j) + Kd [e(k) − e(k − 1)] (3)

�u(k) = Kp�e(k) + Kie(k) + Kd [�e(k) − �e(k − 1)] (4)

The controlled parameter’s increasing value�u(k) can be get using the former three
measured bias values since general control system using constant sampling period T.
Note that we adopted 4-points center difference methods to merge the difference terms
for PID controlling design. The difference terms is as “Eq. (5)”. Byweighted summation,
the approximated differential term are as “Eq. (6)”.

e(k) = [e(k) + e(k − 1) + e(k − 2) + e(k − 3)]
4

(5)

�e(k)

T
= 1

6T
[e(k) + 3e(k − 1) − 3e(k − 2) − e(k − 3)] (6)

Fuzzy Controlling (FC). FC is a kind of computer digital control based on fuzzy set,
fuzzy language variables and fuzzy logic inference system [13]. FC technology mim-
ics human’s thinking and accepts inaccurate and incomplete information for logical
reasoning. The structure diagram of FC is shown as Fig. 1.

Knowledge

Base

Fuzzification

Interface  

Fuzzy 

Interference 

System

Defuzzification 

Interface  

s(t) Controlled

Object

y(t)

Fuzzy Controller

u

+

-

e

Fig. 1. Block diagram of a FC system.
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In Fig. 1, y(t) is the output of the controlled object, u is the input of the controlled
object, s(t) is the reference/required input, e is the error.

In real application, FC can be composed by two ways. One is to use fuzzy logic
chip and this manner has characteristics like fast speed but the corresponding I/O and
controlling rule are limited. Another way is to use MCU to realize FC. In plant factory,
the FC is realized by the latter way.

The fuzzy controller is mainly composed of the following four parts:

Fuzzification Interface. The input of fuzzy part is not only the error e but also the
changing rate of error�e. We convert e and�e into ambiguous variable by membership
function. The commonly used triangular membership function is shown as Fig. 2.

1 20 3-3 -2 -1 e

µ

(0)µ

( )NBµ ( )NSµ ( )PSµ ( )PBµ

Fig. 2. Triangular membership function.

Knowledge Base (KB). The knowledge base (KB), as the name implies, stores all the
knowledge about the fuzzy controller. Input and output refer to the fuzzy controlling
rules table. The inputs of E and EC together determine the output. The input values and
output value are expressed in fuzzy language as Negative Big (NB), Negative Medium
(NM), Negative Small (NS), Zero (ZO), Positive Small (PS), Positive Medium (PM),
Positive Big (PB).

Fuzzy Inference system. The input quantities are E and EC, which is updated at each
sampling time. E stands for the vector A′, and EC corresponds to the B′ and then the
reasoning result vector C is shown as “Eq. (7)”.

C
′ = (A

′
XB

′
) ◦ R (7)

Defuzzification Interface. Using defuzzification algorithm like maximum DoMF, grav-
ity center or median methods, the controlling parameter µ can be obtained. Readers
can refer to [10] for the detail information of the three defuzzification methods. Here,
weighted averaging is adopted. It can be expressed as “Eq. (8)”.

C(k) =
∑n

i=1 kici∑n
i=1 ki

(8)

Where the coefficient ki can be selected accordingly. Theweighted averagingmethod
is very flexible. Finally, the actual output is obtained by inverse domain transformation.
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Fuzzy PID Controlling (F-PID-C). F-PID-C is a combination of PID and fuzzy con-
trol algorithms. It realized on-line self-tuning of three PIDparameters through the control
of fuzzy system. The input of the fuzzy system are deviation E and the change rate EC,
and the change values of the three PID parameters, and are used as outputs, F-PID-
c takes into account the advantages of PID control system, such as simple principle,
convenient use, strong robustness, etc. and makes the controlled system have good per-
formance in both static and dynamic environments, which makes it easy to implement
with a single-chip microcomputer. Here we majorly solve the temperature controlling
problem. Based on the influence of parameters Kd , Ki and Kp, at different E and EC,
the requirements for the parameters are as following:

(1) When the value of E is large, Kp should be increased and Kd should be reduced to
fasten the response speed and the integral effect should be removed (i.e. Ki = 0) to
prevent saturation of the integral and avoid large overshoot in the system response.

(2) When the value of E and EC are of medium value, the three parameters should be
increased. We should reduce Kp values slightly, and keep Ki and Kd moderate to
ensure the system’s responding speed.

(3) When the value ofE is small, the value ofKp andKi should be increased tomake the
system have good performance in stability. Meanwhile, considering the oscillation
amplitude and anti-interference ability of the system. The setting principle of Kd
is: when EC is small, Kd can be increased, usually a medium value; when EC is
large, Kd should be reduced. The adjusting equation for Kp, Ki and Kd as “Eq. (9)”.

KP = K ′
P + �KP

Ki = K ′
i + �Ki

Kd = K ′
d + �Kd

(9)

The initial values of K ′
p, K

′
i and K ′

d are obtained by conventional methods. During
systemoperation, the three parameters are optimally tunedbymeans of a fuzzy controller.
The specific steps are as following:

(1) The first fuzzy controller is established according to the fuzzy control rules of the
proportional section, and the input amount (E and EC) and output amount of the first
fuzzy controller are fuzzy variables {NB, NM, NS, ZO, PS, PM, PB}. Proportional
partial self-tuning is achieved with the first fuzzy controller.

(2) The second fuzzy controller is established according to the fuzzy control rules of
the integration section, and the input amount (E and EC) and output amount of
the second fuzzy controller are fuzzy variables {NB, NM, NS, ZO, PS, PM, PB}.
Integration partial self-tuning is achieved with the second fuzzy controller.

(3) The third fuzzy controller is established according to the fuzzy control rules of
the differential components section, and the input amount (E and EC) and output
amount of the third fuzzy controller are fuzzy variables {NB, NM,NS, ZO, PS, PM,
PB}. Differential components partial self-tuning is achieved with the third fuzzy
controller.
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3 Simulation Experiments

The real developed plant factory prototype is shown in Fig. 3 and we established
simulation models based on the mathematical model of the real system.

Fig. 3. The prototype of our developed plant factory.

As shown in Fig. 3, the designed plant factory has the following environmental con-
trol facilities: electric furnace for heating, semiconductor cooling circuits for cooling,
ultrasonic atomizing chips for humidification, LED lights for illumination, and the cor-
responding supporting equipment. And by using the ARM and ZIGBEE development
platform, we designed a set of data acquisition and control systems.

Then the authors simulated the system environment, analyzed, calculated, and stud-
ied on PC by programming/coding and fuzzy GUI toolbox interface to obtain the true
quantitative relationship.

3.1 Modeling of the Plant Factory Temperature Controlling System

Experimental environment and initial condition setup: the temperature changing from
12 °C−28 °C. The nominal voltage and power of electric furnace are 220 V and 250 W
and the test voltage is 45 V. The step response curve (also known as rising curve)
can be obtained by experimental test. Using the method of flying curve measuring, we
can obtain the mathematical model of the control object. Here t0.284 and t0.632 are the
corresponding time when the rising curve reaches 28.4% and 63.2%, of the steady-state
value respectively.Then the transfer function for the plant factory temperature controlling
system is a one-order ODE system. Gain Kwas determined according to “Eq. (1)”. Then
the other two parameters τ and T are obtained by approximately calculating method,
which are shown as “Eq. (10) and (11)”

τ = 1.5(t0.284 − 1

3
t0.632) (10)

T = 1.5(T0.632 − T0.284) (11)
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3.2 Experimental Simulation Results

Parameter Determination for PID Controller. The following is an introduction to
common methods. Empirical data method could provide data range according to
long-term practical experience.

Table 1. Ziegler-Nichols empirical formula.

Kp Tn Tv Ki Kd

P 0.5Kpcrit – − − −
PD 0.8Kpcrit − 0.12Tcrit − KpTv

PI 0.45Kpcrit 0.85Tcrit − Kp
Tn

−
PID 0.6Kpcrit 0.5Tcrit 0.12Tcrit

Kp
Tn

KpTv

The optimal value of parameter will change with the change of controlled object.
Ziegler-Nichols regularizing can calculate parameter values quickly and accurately. Here
we obtained parameters according to the Ziegler-Nichols empirical formula (as shown
in Table 1).

The stability limit is determined by the proportion part. This limit will be reached
when steady state oscillation occurs, thereby determining the values of Kpcrit and Tcrit

.WhereKpcrit = 0.19 andTcrit = 125.Andwhen the desired value is 20 °C, the simulated
response curve is shown in Fig. 6.

Software Composition of Fuzzy Controlling. MATLAB has fuzzy control toolbox
and Simulink simulation platform. We use MATLAB and Simulink platform to build
the entire fuzzy control system and conduct simulation research.

First, we constructed the following Mamdani-type fuzzy controller as shown in
Fig. 4, and created a FIS-type file named fuzzy. FIS which inputs the relationship of
fuzzy controller input variablesEandEC given at Table 1 and the output of controller is
shown by oscillator.

Fig. 4. Structure of FC in simulation.

When the given value is 20 °C, the fuzzy controller controls the electrical heating
temperature control system and the simulation response curve is shown in Fig. 7.
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Structure of Fuzzy PID. The structure of PID FC is shown in Fig. 5. And similar steps
were taken here as the fuzzy controller, the only difference is that when creating the FIS
file, we used the commonly referred three tables in ref[12]. The simulation result for
PID FC is shown in Fig. 8.

Fig. 5. Structure of fuzzy PID controller in simulation.

Simulation Results and Analysis. The modeled plant factory temperature system
isG(s) = 16

60s+1e
−40s, it is a one-order ODE. The controlling performance is evalu-

ated by stable error, stabling time and overshoot, which is defined as following: Stable
error is the difference between true value and ideal value. Stabling time is the interval
from the beginning point to 90%of the stable value. Overshoot is themaximumdeviation
of the adjusted parameter from the given value.

Fig. 6. PID controller (P = 0.114, I = 0.001824)
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Fig. 7. Fuzzy controller (Kec = 3, Ke = 0.49, K = 0.2)

Fig. 8. Fuzzy PID controller(Kec = 3.3, Ke = 1, P = 0.114, I = 0.0006, D = 2.0387,
Kp = 0.045, Ki = 0.00006, Kd = 0.081

)

Comparison of simulation results of three different controllers is show in Table 2.

Table 2. Simulation results.

Overshoot Stabling time Stabling error

PID 37% 350 s 0

Pure Fuzzy 24% 450 s 0.681

Fuzzy PID 0.1% 320 s 0

From Table 6, the experimental results show that the fuzzy PID controller is the best
controller in terms of all the three metrics.
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4 Summary and Discussion

The temperature adjustment facility now used is a heating oven in the developed proto-
type and later it can be replaced by somemore advanced devices such as semi-conductor
circuits.

This paper majorly discussed the fast and accurate control of temperature and pro-
posed a novel fuzzy PID controller and test its advantages for the commonly used
one-order dynamic system. Later work can continue to develop fuzzy-based control
subsystem for other environment as water pumping in or out, humidity or carbon oxide
adjustment. And if higher order system is involved, the corresponding two-order system
controlling and control effect evaluation should be done.

The focus and main contribute of the work is that a fuzzy PID controlling method is
presented and tested based on the math model of the temperature control system for the
plant factory.The fuzzyPIDcontrollingmethod combines the advantages of the other two
controlling methods, and achieves the ideal performance of shorter system adjustment
time, smaller overshoot, and smaller steady state error. And the conclusion that the best
controlling strategy is the fuzzy PID controlling in terms of control stability, adjust time
and speed. Therefore, the fuzzy PID should be given priority in the temperature of the
plant factory instead of pure PID or mere fuzzy controller.

To make the method more useful, future work can also focus on the embedding
system implementation of the F-PID-C into the plant factory application field.
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Abstract. Deep learning has achieved significant success in various applications
due to its powerful feature representations of complex data. Financial time series
forecasting is no exception. In this work we leverage Generative Adversarial Nets
(GAN), which has been extensively studied recently, for the end-to-end multi-
classification of financial time series. An improved generative model based on
Convolutional Long Short-Term Memory (ConvLSTM) and Multi-Layer Percep-
tron (MLP) is proposed to effectively capture temporal features and mine the data
distribution of volatility trends (short, neutral, and long) from given financial time
series data. We empirically compare the proposed approach with state-of-the-art
multi-classification methods on real-world stock dataset. The results show that
the proposed GAN-based method outperforms its competitors in precision and F1
score.

Keywords: Financial time series · GAN · Convolutional LSTM · Classification

1 Introduction

In the past two decades, people have become more and more interested in the classifi-
cation of time series, and more and more scholars at home and abroad have joined the
research. Moreover, with the advent of the 5G era, big data is closely related to our lives.
Time series data is everywhere, especially in the medical industry, industrial industry,
and meteorology [1–3].

Time series classification is a critical issue in the research of time series data mining.
Time series classification (TSC) accurately classifies a series of unknown time series
according to the known “category” labels in the time series, and TSC can be regarded as a
“supervised” learning mode. TSC has always been regarded as one of the most challeng-
ing problems in data mining, and it is more challenging than traditional classification
methods [4]. First of all, time series classification needs to consider the numerical rela-
tionship between different attributes and the order relationship of all time series points. In
addition, the financial time series has complex, highly noisy, dynamic, non-linear, non-
parameters and chaos characteristics, so how the model can learn the characteristics of
the sequence to have a better performance in classification performancewill be very chal-
lenging. Since 2015, hundreds of TSC algorithms have been proposed [5]. Traditional
time series classification methods based on sequence distance have proven to achieve
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the best classification performance in most fields. In addition, there are feature-based
classification methods that have excellent classification performance based on existing
good features. However, it is challenging to design good features when faced with finan-
cial time series to capture some inherent properties. Although the methods based on
distance or feature are used in many research works, these two methods have caused too
much calculation for many practical applications [6]. As many researchers apply deep
learning methods to TSC, more and more TSC methods are proposed, especially with
new deep structures such as residual neural networks and convolutional neural networks.
These methods are applied in image, text, and audio areas to process time series data and
related analysis. Such as Fazle et al. proposed amultivariate LSTM-FCNs for time series
classification, which further improved the model’s classification accuracy by improving
the structure of the full convolution block [7].

Inspired by the classification application of deep learning in the image field, such
as GAN, which has achieved remarkable success in generating high-quality images in
computer vision, we explore a deep learning framework for multivariate financial time
series classification. Themodel uses ConvLSTMas the generator to learn the distribution
characteristics of the data and MLP as the discriminator to discriminate whether the
output data of the generator is true or false. We evaluated the performance of our model
on publicly available stock datasets and selected several classic comparison methods.
The experimental results show that the classification performance of the GAN on the
MSFT is significantly improved compared to other models and less pre-processing. We
summarize our contributions as follows:

• We propose an effective GAN-based volatility trends multi-classification model
for multivariate financial time series based on stock data with multiple technical
indicators.

• We improved the generator of GAN by adopting ConvLSTM to capture temporal
dependencies and classify various volatility trends efficiently.

The organizational structure of this paper is as follows: Sect. 2 reviews relevant
research work. Section 3 introduces the proposed improved model. The Sect. 4 presents
the experiments done. Finally, we draw our conclusions in Sect. 5.

2 Related Work

In the classification research of time series, many deep learning methods have been
applied. For example, Michael [8] and others took the lead in applying recurrent neural
networks (RNN) to time series classification. Recently, Yi et al. [9] have proposed multi-
channels deep convolutional neural networks (MC-DCNN) by improving convolutional
neural networks (CNN). This model automatically learns the features of a single variable
time series in each channel [10] has achieved great success in computer vision, espe-
cially in graphic recognition tasks, such as GAN has been achieved remarkable success
in computer vision high-quality image generation. The application scenarios of GAN
have been rapidly developed, covering images, texts, time series. With the continuous
investment of researchers, GAN has been researching more and more in data generation,
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anomaly detection, time series prediction, classification. Ian Goodfellow and others first
proposed the GAN to generate high-quality pictures [11]. Later, Xu, Zhan, and oth-
ers [12] used improved GAN and LSTM to predict satellite images, thereby obtaining
important resources for weather forecasting. In recent years, there have been more and
more researches using generative confrontation networks on financial time series, and
the research on the price trend fluctuation prediction is of great practical value. Zhang
et al. [13] applied GAN to stock price prediction, tried to use GAN to capture the dis-
tribution of actual stock data, and achieved good results compared with existing deep
learning methods. Feng [14] and others proposed a method based on adversarial training
to improve the generalization of neural network prediction models. The results show that
their model performs better than the existing methods. According to the characteristics
of financial time series, we know that the challenge of this research is how to let GAN
learn the price data trend distribution of the original data to have a better performance in
the end-to-end classification. Meanwhile, the three-classification research on the finan-
cial time series price trend is more challenging than binary classification. However, it
has an outstanding good reference value for stock trading.

3 Methodology

We propose a new GAN architecture for end-to-end three-classification of stock closing
price trends based on this principle. Based on the improvement on GAN. We will show
the detailed structure description in Fig. 1. It shows that the model’s input is X =
{ x1 ,x2, · · · ,xt} composed of daily stock data for t days. Both Xfake and Xrealare a
probability matrix with one row and three columns of the discriminator’s output. In the
GAN, both the generator and the discriminator try to optimize a value function, and
eventually, they reach an equilibrium point called Nash equilibrium. Therefore, we can
define our value function V (G,D)as:

min
G

max
D

V (G,D) = E[logD(Xreal)] + E[log(1− D(Xfake)] (1)

When calculating the error of the probability matrix one-hot encoding, we usually
use the cross- entropy loss function. Given two probability distributions p and q, the
cross-entropy of p expressed by q is defined as follows:

H (p, q) = −
∑

p(x) log q(x) (2)

where p represents the actual label and q represents the predicted label. We get the
probability matrix Ĉt+1 and calculate the cross-entropy loss with the actual probability
matrix Ct+1 at that moment.

Dloss = 1

m

m∑

i=1

H (D(Xreal),D(Xfake)) (3)

Gloss = 1

m

m∑

i=1

H (Ci, Ĉi) (4)



An Effective GAN-Based Multi-classification Approach 1103

Fig. 1. The architecture of our GAN.

The eleven technical indicators are: ‘Close’, ’High’, ‘Low’, ‘Open’, ‘RSI’, ‘ADX’,
‘CCI’, ‘FASTD’, ‘SLOWD’, ‘WILLER’, ‘SMA’ [15]. Each inputX is a vector composed
of the above eleven features. Based on the generator, we extract the output of ConvLSTM
and put it into a fully connected layer to generate three types of probability matrices
of short, neutral, and long through the softmax activation function, which is defined as
follows:

Ct+1 = [α, β, γ ], (α + β + γ = 1) (5)

The goal is to let Ĉt+1 approach Ct+1, and we can get x̂t+1,C from x̂t+1 so that we
can get the probability matrices. The output of generator G(X ) defined as follows.

ht = g(x) (6)

G(X ) = Ĉt+1 = δ(WT
h ht + bh) (7)

Where g(·) denotes the output of ConvLSTM and ht is the output of the ConvLSTM
with X = { x1 ,x2, · · · ,xt} as the input δ stands for the softmax activate function.Wh
and bh denote the weight and bias in the fully connected layer. We also use dropout as a
regularization method to avoid overfitting. In addition, we can use the idea of a sliding
window to predict Ĉt+2 by Ĉt+1 and X .
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4 Experiments

4.1 Dataset Descriptions

We selected actual stock trading data from the Yahoo Finance website (https://finance.
yahoo.com/) to evaluate our model and selected several classic deep learning methods
as baseline methods. These stock data is Microsoft Corporation (MSFT). We construct
our label data through the closing price (Close) and define xClose,i−xClose,i+1 > μ as
short, xClose,i+1−xClose,i < θ as long, and xClose,i+1−xClose,i = λ as neutral (0 < i < n),
whereμ, θ > 0, λ = 0 is the parameter we set according to the corresponding stock.We
first normalize the data with Z-score to eliminate the influence of dimensions between
different variables. Our goal is to predict the trend of the stock’s closing price on the
next day and get the trend of the closing price on the t + 1 day through the input Xt of
the past t days. Through repeated experiments, we set t to be 30. Our data is divided into
three parts: training, validation and testing. We select the first 85%–90% of the data on
each stock as the training set and the rest (10%–15%) part as the validation and test set.
We will give the trend chart in Fig. 2.

Fig. 2. The trend image of MSFT.

From Fig. 2, we can intuitively see that the MSFT data’s price trends fluctuate from
the beginning. When it rose to 2000, it began to decline in an oscillating trend and then
remained in a long-term turbulence “stable” until it began to rise in 2012. As a result,
it can be seen that MSFT can better test the robustness of different models. The MSFT
data set started from 1999/1/4 to 2018/12/31, the length is 5031, the training set length
is 5031, the validation set length is 252, and the test set length is 503.

4.2 Experiment Setting

In our model, the ConvLSTM’s filters in the convolutional layer set to 256, 128, the size
of the convolution kernel is 2. After the convolutional layer, we add a pooling layer of
size 2, followed by the convolutional layer is connected to the LSTM layer, the number
of cells is 100, 100. Then a fully connected layer is output with the softmax activation
function. We also use the generator parameter settings in the ConvLSTM benchmark

https://finance.yahoo.com/
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method. The cells in the four layers of the discriminator set to 256, 128, 100, 3, and
the softmax activation function is used in the last fully connected layer. The training
epochs are usually kept at 1000, and we set the initial batch size to 60. We add a dropout
layer with a value of 0.2 after the CNN and LSTM layers to prevent overfitting. The
learning rate of the generator is 1e−3, the final learning rate is 1e–4. Every 50 epoch, if
the recall index on the validation set does not improve, the learning rate will decrease by
2e–5 until the final learning rate reaches. All model training is performed with the Keras
version 2.3.1 library of TensorFlow version 2.0 background. The experimental operating
system isUbuntu 16.04 andusingNVIDIAGeForceGTX1080TiGPU.Some third-party
libraries, such as the use of Talib to calculate technical indicators.

4.3 Experiment Results

We conducted a detailed experimental analysis on the MSFT based on several differ-
ent comparison methods. First, we selected Macro and Weighted based on the multi-
classification indicators. Among them, the macro and weighted include the correspond-
ing precision, recall, and f1-score indicators. For ease of description, the bold font in

Indicator LSTM GRU CNN ConvLSTM Proposed 

Method 

Weighted-precision 0.3670
0.3407 0.3690 0.3588 0.3732

Weighted-recall 0.3664 0.4040 0.3597 0.3450 0.3705

Weighted-f1-score 0.3299
0.3414 0.3575 0.3490 0.3607

Macro-precision 0.3506
0.3179 0.3575 0.3438 0.3609

Macro-recall 0.3528
0.3450 0.3585 0.3425 0.3536

Macro-f1-score 0.3134
0.3011 0.3519 0.3400 0.3563

Fig. 3. The experiment results
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our table represents the best value in the comparison method, and the underlined data
indicates the secondary. At the same time, the Macro-f1-score and Weighted-f1-score
indicators of different methods on the MSFT are shown in Fig. 3.

From experimental results, we can see that the proposed method performed better
than the contrasted deep learning methods on four indicators, primarily the Weighted-
precision indicator reached 0.3732. Comparedwith the highest 0.3690 in the comparison
method, it is improved by 0.0042. As shown in Fig. 3, compared to others, the proposed
method has slightly improved in average Macro. It should be noted that we select the
best performance among other methods to compare with our method. Moreover, it can
be seen that ConvLSTM is added as a generator to the generative confrontation network,
and the classification performance is improved compared to the end-to-end ConvLSTM
on the indicators.

5 Conclusion

In the research on the movement trend classification of financial time series prices, an
improved generative model based on ConvLSTM and MLP is proposed to capture tem-
poral features effectively and mine the data distribution of volatility trends from given
financial time series data. The experimental results show that the proposed method has
been further optimized under the above circumstances. Our model improves the overall
classification performance and guides actual transactions. Moreover, our model outper-
forms the baseline methods on the datasets with complicated distribution characteristics.
However, the limitation of the experiments is that the eleven technical indicators we
selected in this experiment may not be the best. Different indicator combinations may
have different effects on the performance of the model. Therefore, detailed experimental
comparisons of the impact of different indicator selections on model performance are
also follow-up work arrangements.
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Abstract. The first three-dimensional potential energy surface (PES) for the
ground-state of F-Li2 polymer by CCSD(T) method were present. Two Jacobi
coordinates, R and θ and the frozen molecular equilibrium geometries were used.
We mixed basis sets aug-cc-pCVQZ for the Li atom and aug-cc-pCVDZ for the
F atom, with an additional (3s3p2d) set of midbond functions. The total of about
365 points were generated for the PES. Our ab initio calculations were consistent
with the experimental data very well.

Keywords: Ab initio calculation · PES · F-Li2 polymer

1 Introduction

In recent years, Lithium is found to be form stoichiometric polymer with various ele-
ments. On the other hand, There are a lot of practical application of fluoride, such as
the six lithium fluoride phosphate is the core of the electrolyte materials, and is one of
the key materials necessary for the lithium battery electrolyte; LiF and other electronic
injection material introduction of organic optoelectronic devices have become a good
luminescent material [1–4]. F-Li2 Polymer belongs to super valence compounds con-
taining odd electronic, it has good nonlinear optical properties, so the scientists study
on super molecular structure of alkali metal fluoride has always maintained a strong
interesting in F-Li2[5–7].

Whenwe study reaction kinetics characteristics, the first thing is to build precise PES.
In the past ten years, some studies polarization molecular science of the system offers F-
Li2 polymer structure and the dynamic response process [8–11]. Through investigation
we learned that most of the potential energy surface of F-Li2 polymer before, is the
method by semi-empirical fitting.

Our calculations are covered a wide range of interaction energy of the potential
energy surface. First, considering vibrational weakly bound van der Waals complexes
and the good performance on similar optimization, we used the CCSD (T) calculation
method for single point of interaction energy. And then we described the features of the
F-Li2 PES. At last we focus our attention on the ground state energy of this system.

© The Author(s) 2022
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2 Ab Initio Calculations

When we do some calculation for alkali metal diatomic molecules the electronic related
functions must be considered. The basis sets used for frequency calculations consist of
aug-cc-pCVQZ for the Li atom and aug-cc-pCVDZ for the F atom. At the same time,
we added with an additional (3s3p2d) set of midbond functions. In order to improve the
convergence of basis set, we joined Midbond functions (mf) at the midpoint of R. We
used quantum analysis framework in the process of computing the Jacobi coordinates
system (r, R,θ ). As shown in Fig. 1. The r is the distance of Li-Li, the R is the length
of the vector connecting the Li-Li center of mass and the F atom, and θ is the angle
between R and the x axis. For a given value of R, the angle θ changes from 0° to 90°
in steps of 10°. We calculated 365 geometries for the whole interaction energy.and the
ground state of the spacing is req = 2.696 a0 [12].

To ensure that the basis permits polarization by Li, we added diffuse augmenta-
tion functions. In the well range (the short range) (0a0 ≤ R ≤ 4a0), while θ=0o

and θ=90o,we used the interval equal step way �R = 0.1a0. In the long range
(4a0 ≤ R ≤ 11a0), with �R = 1a0.

Fig. 1. Jacobi coordinates system

The ab initio calculations have been calculated with Gaussian 09W perform packet
[13]. We considered all electronic correlation calculation process. The method of supra-
molecular was used when we calculated the interaction between Alkali metal pairs to
the atom fluoride.

3 Results and Discussion

We show the behavior of the potential energy surface from ten different anglers as we
can see In Fig. 2(a). When R < 2a0, with the increase of R ten different points of view
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of potential energy are gradually increase. After reaching different peaks the potential
energy reducing with R increasing.In the scope of R > 5a0 the potential energy changes
flatten. In Fig. 2(b)We can clearly see that an obvious potential barrier appears at θ = 30°
and at θ = 90° a shallow potential well appears about the range (1.8a0 ≤ R ≤ 2.2a0).

(a) 

(b)

Fig. 2. Orientational features of the potential energy surface of F-Li2.

In Fig. 3 we can see clearly that as the R increasing in the large area of the long-range
the interaction converge to the same asymptotic value. The shape of a “T” backwards
Li–F–Li is the lowest energy configuration (–3.87eV(–1.763e–5Hartree) at R = 2a0).

In Fig. 4 we show the 3D-PES for angles θ = 0◦−360◦. The figure shows that the
potential energy changes present strong anisotropy. The saddle point is located at R
= 2.6Å and θ = 0°. Clearly we can see that a shallow well appears at θ = 90°. The
absolute dissociation energy we can get is –3.87eV(–1.763e–5Hartree), which is close to
that obtained from the experiment [14]. This result reflected the potential energy changes
in large angle is anisotropic.
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Fig. 3. Contours of the V00 PES for F-Li2 polymer

In Fig. 4, there are two obvious peaks on the ground state potential energy surface.
Peak corresponds to the left is F + Li2 and the right peak corresponds to the Li - F - Li
reactants. We can easily see the whole potential energy is anisotropic.
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4 Concluding Remarks

We adopted ab initio calculation method to calculate the ground state potential energy
of F-Li2 polymer. By the continental scientific drilling (CCSD (T) method and aug-
cc-pCVQZ /aug-cc-pCVDZ + 332 basis set, we draw out the potential energy surface
in the whole process of the three dimensional space. Compared with previous two-
dimensional potentials with fixed re = 2.696a0, Our theoretical results agree well with
the experimental data.
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Abstract. The article seeks to emphasize existing tendencies in regulation per-
sonal data in Russia and in foreign countries. Thewide use ofmodern technologies
of data processing “big data”, “artificial intelligence”, “internet of things” does not
only open new opportunities for business and people but also makes more evident
the gap between individual’s interests for control of his data processing and thus
protecting its privacy and commercial use of data by Internet companies. The state,
on the other hand, seeks to get a more wide and exclusive access to the data col-
lected by business entities, trying to apply a renewed concept of data sovereignty
using its citizens’ personal data protection as a legal ground. The author notes the
growing desire from both the state and business entities to undermine individual’s
right to control his data processing as an inherent right of a data subject in order to
facilitate the access to them and guarantee their interests. Awareness by the state
and business of the new opportunities given by processing metadata including
personal data, as a fundamental resource for the digital economy development
can potentially lead to the situation where an individual will no longer be able to
participate in determining the key parameters of their use. Most recent changes
in Russian legislation on open access personal data that are to come into force in
2021 also leave much ground for uncertainty. In fact, they can shift the balance
even more towards the interests of big business and the state.

Keywords: Personal data · Big data · Digital economy · Data sovereignty ·
Human rights

1 Introduction

Over the past few decades, the issue of personal data protection has been addressed a
great number of times and in a variety of aspects. It makes to suggest that this issue has
long been exhaustively studied and discussed. However, this is not so, there are many
reasons to address again and again at the problematics of personal data protection from
new angles and with new approaches. Let’s name some of them that seem to be on the
top now.

Firstly, personal data are closely related to the individual and his rights and freedoms.
Human right theory and individual’s legal status is some kind of a “living matter” that
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is evolving towards empowerment a human being with news rights and freedoms as
necessary remedies versus social and technological evolution challenges. So, the more
new technologies penetrates into our life, the greater will be the value of the human
rights and freedoms associated with the information and data processing.

Secondly, the emergence of new information technologies for data processing may
not only give new and unprecedented before opportunities for modern economy, but also
create a threat of uncontrolled use of data and, therefore, undermine the humans rights
and freedoms. Among these technologies are increasingly called “big data”, “cloud
computing”, “artificial intelligence”, “internet of things”, etc. However, they are often
used together in different sorts of combinations to collect and process data and a refusal
to use them would mean a serious technological lag behind competitors [28].

Russia is not an exception in this respect. New program and policy documents seri-
ously pay attention to the problem of personal data protection as a priority principle [6].
The current Doctrine of Information Security [9] puts the problem of personal protection
in the information sphere on one of the first places, including the problem of ensuring
privacy in the use of information technology. The Strategy for the Development of the
Information Society for 2017–2030 [27], responding to the challenges of the modern
technological revolution, in particular, “big data”, says about the need to preserve and
ensure the balance of interests of the individual andhis right to personal and family secrets
and the introduction of new technologies (“big data”) for information processing. This
is expected to be achieved through their storage on Russian territory and transmission
only through Russian operators, as well as by preventing the illegal collecting of data on
Russian citizens. The state program “Digital economy of the Russian Federation” [7, 12]
also contains in its Roadmap a number of measures aimed at ensuring the protection of
the individuals’ rights and legitimate interests in the circumstances of digital economy,
especially when processing big users’ data in social networks and other means of social
communication.

The international community also does not remain indifferent to this issue. The
new General Data Protection Regulation [13] in the EU notes the need to strengthen,
harmonize and developmeasures for the protection of personal data in the context of new
technological challenges that have arisen after the adoption of the well-known Directive
95/46/EC [8].

Despite such an abundance of normative and policy documents that seek to consol-
idate and establish individual’s rights on personal information as something inherent to
a human being in the information society, in fact, there can be seen other contradictory
tendencies that eventually may undermine the existing concept of data protection as well
as the right of an individual to control his data processing. Moreover, these trends are
common not only for Russia but also for other countries [14, 23, 25, 29].

2 Methodology

The authors used quantitative and qualitative analysis of existing Russian and foreign
publications in open sources in international and Russian science-citation databases.
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Considering the topic of the research, the main emphasis was made on publica-
tions indexed in the Russian scientific citation database (E-library1), Scopus and
ScienceDirect.

In addition to analyzing the state of modern scientific research, the authors used for
qualitative analysis statistical data on digital economy in Russia and in the world, for
comparative analysis existing program and policy documents on digital economy, infor-
mation security, information society as well as existing legal texts and bills envisaged
for adoption in the nearest future.

3 Literature Review

The problem of personal data protection has long been of serious interest to Russian and
foreign scholars [2, 4, 17–19, 25, 30, 32, 33]. The direct correlation between the data
protection and human rights and freedoms makes this topic far from being exhausted.

At the same time, for the scope and aim of this study, themost relevant and significant
studies are studies of the legal nature and considerations of personal data as an object
of ownership [3, 15, 19, 22, 24]. The problematics of ‘propertisation’ of personal data
has been long studied by scholars and for now has no a universal solution, especially
in the frame of diversity in understanding of ‘ownership’ by different legal systems and
national peculiarities.

Another important component of the study is the consideration of the problems of
commercialization of personal data as a product or a service, as well as various proposals
to simplify the procedure for obtaining consent and to protect the rights of operators on
the databases created by them [14, 25].

To some extent, new and interesting for the purposes of the study is the concept of
digital or data sovereignty [10] describing the desire of the state to control data processing
and information flows and to have access to personal data accumulated by metadata
operators, international, transnational and national Internet companies including social
networks [16, 18, 23, 26].

4 Personal Data in Digital Economy Environment

Firstly, for a modern economy based on knowledge and data, where the data itself,
including personal data, are a crucial element-source without which the digital economy
simply cannot function. The issue of strong contradiction between the concept of “big
data” and “personal data” has been repeatedly addressed and is increasingly finding
its supporters [20, 25]. It seems to be clear that the principles of data protection could
hardly be compatible with the three ‘V’ concept of big data processing and here lies the
most important contradiction and awareness of large Internet business entities. The fact
that data controller is dependable on the consent of an individual who has an absolute
right to withdraw from data processing constitutes a serious risk accompanied with more
complex issue of necessity to comply not only with one national jurisdiction rules but

1 https://elibrary.ru.

https://elibrary.ru
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to face other jurisdictions’ requirements that potentially may contradict each other and
lead to possible sanctions.

All this makes data processing a wary ground and explains from one point the strong
intention of data controllers in minimization of possible risks by simplifying the consent
obtaining from an individual or by establishing their own concept of propertisation or
commercializing of data, including personal data, to defend their interest through long
and well-known concept of “ownership” [14, 19].

This intention is supported by day to day practice and sometimes by neglection of
a large part of users to their privacy protection [23]. It is commonly well-known that
even in case of adoption and publishing of privacy policies by data controllers on their
web sites as well as the announcement to admit them in order to obtain web services or
get other benefit from an Internet company users mostly accept them and without a real
possibility to properly read and understand their content because of its complexity and
a lack of any professional skills. The problematics of complexity of user’s agreements
was addressed several times and always with no coherent solution. The existing trend on
making law provisions more robust and detailed in data protection make them generally
even more complicated and harder for understanding and thus practically useless for the
purpose of giving a coherent and clear user’s consent on his data processing.

At the same time, the so-called profiling of online users (web profiling) is becoming
a usual practice in return for better (users’ oriented) services, which presumes tracking
their online activities on the Internet, preferences and interests. Profiling is used in a
variety of areas, primarily in Commerce, in the use of contextual advertising allowing to
provide targeted advertising and, ultimately, to optimize selling, production and increase
profits [31].

This makes Internet companies seek for more benefit from data processing by share
themwith third parties or even to sell them. The existence of a whole market of “personal
data”, sometimes latent, is no longer to be something outstanding or unpredictable that is
justified by several major revelations over the past few years. Hence the understandable
intention to legalize the already existing practices of processing and transmission of
metadata and reduce the risks associated with legislative barriers, which they consider,
apparently, as annoying obstacles [14].

This explains the proposal for the monetization of obtaining the individual’s consent
or the creation of a unified database or a sort of ‘individuals’ consent database. The
latter is supposed to be a single register of individuals’ consent on their data processing.
The consent includes the description of datasets that an individual gives permission
for collecting and processing by any data controller. This system could make possible
for data controllers to start data processing without directly contacting data subject for
consent.

The problem of monetization or use of the category of ownership for personal data or
propertization has repeatedly become an issue for a number of studies but unfortunately
with no clear answer to this complex question [15, 24]. The concept of ownership could
be possibly applied (that is also under question) but only to some extend and for sure
not to all the categories of personal data. Some data as DNA are unique to an individual
and couldn’t be transferred to any one as property or somehow [15]. At the same time,
the idea to use ownership for personal data, used in USA, can be considered as the most
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adequate response to the diversity of states’ legal systems with no clear provisions on
federal level [24]. In these circumstances, the ownership of personal data could be a
universal remedy for human rights protection.

On the contrary in the European tradition, personal data are regarded as a mean to
protect human rights and freedoms – a sort of inherent right of an individual to control
his data processing as part of his individuality. In this sense, the role of an individual as
the ‘data subject’ is in determining the key parameters of any data processing including
the right to withdraw from it [29].

At the same time, it is impossible not to recognize a significant interest of data con-
trollers (Internet companies) companies including the commercial value of data sets in
obtaining and protecting their rights to personal data. In fact, it is even difficult to assume
the cost and real value of investments of data controllers [14] i.e., the owners of social
networking services or e-commerce projects in the processing of personal data. It seems
to be logical recognize not only the existence of such an interest, but also the fairness of
such claims for investment protection and stability of digital economy functioning, as
well as their dependence from personal data protection regulation changes.

5 Personal Data and Digital Sovereignty

It should be of nomore a secret that the state also seeks to learnmore about an individual,
his personal or private life, intending in some cases to get full exclusive access to his
data. We could observe now a clear and unambiguous tendency to expand the powers
of the state as the operator of personal data and the reducing number of cases where
an individual may interfere as data subject and influence or control his data processing.
Surely that may have an explanation and legal ground as we cannot deny the increased
presence of terrorist and extremist organizations, as well as simply illegal content on
social networks and the Internet in general. On the other hand, those restrictions aimed
to control online activities of users and collecting data on them do not leave any coherent
guaranties of how this information is used exactly and whether there is an abuse control
system operated by competent authority.

The only thing to admit here that the state is already aware of the benefits of “big
data”, “artificial intelligence”, “Internet of things” technologies and has long been one
of the major data controllers. It remains only to take a few steps to erase the barriers
between different state information processing systems to process metadata and to adopt
another exclusion in the Data protection legislation for that reason. The state is clearly
understanding the value of metadata on online users’ activities accumulated by third
parties – private entities and large Internet companies. Those data were long kept a secret
from state authorities. But the situation has greatly changed since. It is not necessary to
blame only Russia or regard it as a unique case - other countries also seek to openly or
covertly use big data technologies and get wide access to third parties’ datasets withmore
or less success, pursuing a variety of goals [16, 32]. It becomes no sensation publicly
revealed facts of leaking metadata from social networks to state intelligent services or
other investigative authorities.

In many ways, this contributes also to the rooting and active promotion of the con-
cept of ‘information/digital sovereignty’ or data sovereignty [1]. Perhaps only this can
logically explain the recent steps of the Russian state.
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This concept was very convenient for the protection of the interests of the state in
the information sphere and is now actively used by some countries. In fact, the state is
looking for control over the flow of data that has any connection with it, as well as the
technological infrastructure on its territory. By adopting in 2015 legislative provisions on
the mandatory storage of at least a copy of data on Russian citizens on Russian territory,
the state made another step to establish control over the data accumulated by Internet
companies providing e-services to Russian citizens. The second important step was to
establish a requirement to disclose the source code for encryption used for a secure
connection when using network services [21].

Later, all this was supplemented by the requirement to store all information about the
connection and the content received by the user from the internet and telecommunication
service provider for 6 months. Those decisions are well-known as ‘Yarovaya’ Bill. All
this clearly underlines the state’s desire to control its information space and often use
data on citizens (the need to protect personal data or individual’s information security)
as a reason to control data flows and get access to them [21].

6 Current Legislative Initiatives and Data Regulation Perspectives

Recently, the Russian legislator has increasingly addressed to the topic of personal
data protection. Undoubtedly, the pandemic period has further strengthened the above-
mentioned trends and is likely to be a subject for discussion and the time for more
thorough analysis will come, including in terms of the protection of human rights and
personal data. Large-scale leaks of personal data of patients who have had COVID-19
cause serious concern to the Russian society and can hardly be ignored [34]. One of the
consequences became serious tightening of liability for violations of the legislation on
the protection of personal data. In many cases, the amount of fines was almost doubled,
simultaneously with the replacement of the ‘warning’ with real punishment.

However, the most recent attempt to resolve the issue of the legal regime of publicly
available data is of particular interest. For a long time, Russian lawmakers have explicitly
used such a concept as “publicly available (open access) personal data”, which became
such in the case of a law on disclosure of information (for example, the income of
high-ranking civil servants), or if the data subject himself made them so. Under this
concept, personal data actively posted by users of social networks became open, and
their processing by third parties did not seem to require special consent for processing.
Later, this concept was abandoned, it was presumed that only the data published on
publicly available resources of personal data under data subject’s direct and explicit
consent for their openness could be processed freely.

Nevertheless, Russian legislation and practice in this case demonstrated the ambi-
guity of this position. The starting point here was the well-known case of Vkontakte v.
Double [5]. As amatter of fact, the main issue in this case was the question of the legality
of the use of open data of users of the social network by third-party services that process
such information. After many twists and turns, the court concluded that personal data
becomes publicly available only if it is provided by the subject himself and is available
to an indefinite circle of persons. The court did not recognize the social network as an
open access source of personal data, primarily due to the lack of consent of the subject
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to post them on social networks. This position was actively expressed by the Russian
Data Protection Authority (Roskomnadzor) supporting the need for the consent of the
personal data subject to the collection and processing of personal data posted by users
in open access on social networks. However, the latest decision in this case quite clearly
indicated that there were no violations of the law on personal data, if the online service
carried out indexing and caching of the data of social network pages similar to a search
engine and if the users using the tools of the social network itself gave their consent to
the indexing of their pages by search engines.

In parallel with this decision, the Russian IT community was puzzled by a new leg-
islative initiative, which comes into force onApril 1, 2021 [11], regarding the appearance
of a new category - “personal data allowed by the subject of personal data for distri-
bution”. As a matter of fact, these are the personal data in respect of which the user
has unequivocally, and in a special form, agreed to unlimited(open) access to them by
third parties. In other words, third parties can freely process such data, and the opera-
tor can transfer, distribute or allow access to it. At the same time, the subject has the
right to stipulate certain conditions or set exceptions for the transfer of data to certain
persons. The consent must name specific categories of data for which such a regime is
established, and can be withdrawn at any time by the subject without giving reasons.
It is extremely specific that such consent can be provided by the subject directly to the
operator or through a special information system, operated by Roskomnadzor.

It is obvious that these changes have raised a lot of questions, including quite practical
ones, from the point of view of the functioning of the Roskomnadzor consent register, as
well as the need to bring the existing practice of social networks and many other online
services in accordance with these provisions and the legal formalization of user consent,
which have yet to be resolved in the nearest future.

7 Conclusion

Currently, we can say that we live in a time of changing the paradigm of views on
the problem of personal data protection. In fact, the well-known concept of personal
data protection as an inalienable right of any person with a large number of internal
elements-the rights of the data subject to control and determine the key parameters of
data processing-no longer seems so indisputable. The realities of the data economy force
data controllers to challenge the existing principles of data protection regulation, which
obviously hinder the further development of the digital economy. It’s no secret that many
multinational Internet companies are now seeking ‘better’ jurisdiction to avoid national
legal barriers to the use of big data and other modern technologies to process personal
metadata or host technological infrastructure. They are trying to lobby for a new legal
framework for the protection of personal data, actively supporting the “propretization”
and “commercialization” of personal data, turning it into a kind of commodity for free
circulation with less risk of being held accountable. Of course, we need to talk about the
beginning of this initiative, but the trend is clearly visible.

However, Russia is hardly one of the countrieswith an established tradition of respect
for personal data. In fact, the legislation on personal data itself has been in full force for
about 15 years, and some drastic changes in the legal consciousness of citizens in this
regard can hardly be expected.
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On the other hand, we can assume the emergence of another very interesting trend,
which reflects the interest of the state not only to accumulate large personal data in state
or “affiliated” information systems, but also to have access to or at least control large data
accumulated by private economic entities. It is still difficult to say with certainty what
awaits the concept of personal data soon, but much is already becoming obvious. The
international community and international organizations would probably play a more
important role in addressing these issues. There is no doubt that significant changes in
the legislation on personal data in one group of States can have significant consequences
for others in the context of the globalization of the digital economy. The most striking
example of this is the numerous changes in the privacy policies of the largest social
network operators as a result of the adoption of the General Data Protection Regulation
in the EU.

In any case, the necessary balance between restricting access to personal data, on
the one hand, and freedom of business, on the other, has yet to be found.

The biggest regret here can only be that all these trends are surprisingly common in
the matter of depriving a person of his rights to control the processing of his personal
data. This is an awful prospect, and none of us should forget about the purpose of
personal data as part of the human rights protection system and, in most cases, the only
means of providing it. Recent legislative decisions in Russia, which, undoubtedly, were
initially aimed at significantly expanding the tools of the data subject in determining the
regime of his open access data, are unlikely to change the situation. Despite a number of
positive aspects and the emergence of transparency in relations between the controller,
third parties and the data subject, it is still worth noting that it will be more likely to
benefit the state and the IT-business. In fact, there is at list three reasons to be thoroughly
addressed in this case:

1. As a rule, such consent to public availability (open access) will be conditioned on
the provision of digital services “necessary/indispensable” for the user – the refusal
of which may block their use.

2. Considering today huge arsenal of big data solutions, strong artificial intelligence,
capable of self-learning, even an experienced user will find it increasingly difficult
to assess and assume the possible consequences of his consent and recognize threats.
Ultimately, this solution will certainly allow to legalize the work of many network
services, which will use personal data even more freely.

3. New technologies should be considered as a mean not only for personal data col-
lecting or processing but also as a powerful tool for data breaches detecting. Russian
Data Protection Authority – Roskomnadzor is seeking to create an internet platform
capable to detect unlawful personal data collecting in the Internet.

Funding. The reported study was funded by RFBR, project number 20–011-00584.
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Abstract. Cloud Computing has emerged as a High-performance computing
model providing on-demand computing resources as services via the Internet.
Services include applications, storage, processing power, allocation of resources
and many more. It is a pay-per-use model. Despite of providing various services,
it is also experiencing numerous challenges like data security, optimized resource
utilization, performance management, cost management, Cloud migration and
many more. Among all, Load Balancing is another key challenge faced by Cloud.
Effective load balancing mechanism will optimize the utilization of resources and
improve the cloud performance. Load balancing is a mechanism to identify the
overloaded and under loaded nodes and then balance the load by uniformly dis-
tributing the workload among the nodes. Various load balancing mechanisms are
proposed by various researchers by taking different performance metrics. How-
ever existing load balancing algorithms are suffering from various drawbacks.
This paper emphasizes the comparative review of various algorithms on Load
Balancing along with their advantages, shortcomings and mathematical models.

Keywords: Cloud Computing · Challenges · Load balancing · Static load
balancing · Dynamic load balancing · Scalability · Fault-tolerance · Performance
metrics

1 Introduction

In this computer world, Cloud Computing is the biggest buzz these days. The term
Cloud is obtained like a metaphor for the Internet. Generally, in the diagrams related to
the network, the Internet is figured as a Cloud, which means that the area is not of user
concerned. So in this idea, it is most relevant to the notion of Cloud Computing. It is a
subscription-based service where a user can acquire computer resources and networked
storage space [10]. It is a type of computing wherein, resource sharing is done rather
than ownership. Users just had to pay for the resources they use. After usage of these
resources, they are released.

The beauty of Cloud Computing is that users need not worry about software instal-
lations, upgrades and maintenance. It is the service provider’s responsibility to keep
updated otherwise they lose customers. Amazon was the first company to offer cloud
services to the public [2].Manymore companies includingGoogle,Microsoft, and others
also came forward to provide services.
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As there is a huge increase in demand for Cloud Computing technology, the demand
for services is also increased. Thereby, the workload on the servers needs to be balanced.
This balancing ofworkload is done byLoadBalancers. There exist different types of load
in Cloud Computing namely, network load, CPU load, memory load etc. Load Balancing
has a very significant role in the field of Cloud Computing environment. It is a method
of distributing the workload uniformly among all the servers. For balancing the load
efficiently different load balancing algorithms are discussed in this paper. Furthermore,
these algorithms aim to minimize response time, increase the throughput, maximize
resource utilization and enhance the performance of the system.

This research studymainly emphasizes on the analysis of different static and dynamic
load balancing algorithms in Cloud Computing. The comparison of these discussed
algorithms is done based on the performance parameters of load balancing algorithms
as shown in Table 1.

2 Load Balancing

To carry out the distribution of load properly, a Load Balancer is used which receives
jobs from various locations and distributes them to the data center. It is a device that
works like a reverse substitute and distributes application network load over various
servers [4]. The goal of Load Balancing is to enhance the performance, sustain stability
and scalability for accommodation if there is an increase in large-scale computing, the
backup plan is necessary at the time of system crash and decrease the associated costs
[4].

Load Balancing is extremely important in Cloud Computing as it reduces response
time, execution time, waiting time of users and so on [3]. The load balancer maintains
the load in such a way that, if it finds overloaded nodes, then it transfers some of the
jobs of overloaded nodes to underloaded nodes to carry out the faster execution and
also the user’s waiting time is reduced. The ultimate purpose of Load Balancing is to
utilize the processors efficiently by keeping them busy. The processor should not remain
idle otherwise; the overall performance of the system is affected. Distributed systems
contain many processors working together or independently either linked to each other
or not [3]. The work on each processor is distributed based on its processing speed and
processing capacity to minimize the waiting and execution time of users.

Some of the major functions of a load balancer are [11]:

• The client requests are distributed efficiently among several servers.
• It guarantees high reliability and scalability by transmitting requests only to those
servers which are online.

• It offers flexibility to append or remove servers on demand.

Based on the load balancing algorithms supported by load balancers, the load bal-
ancers can figure out whether a particular server (or the set of servers) is prone to get
heavily-loaded or not, and if it is, then the load balancer forwards the workload to the
nodes which are with minimum load [12].
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2.1 Load Balancing Types

Based on the initiation of a process, Load Balancing algorithms are categorized into
three types as stated in [1].

• Sender initiated:
The sender finds that there are many tasks to be executed, so the sender node takes
the initiative to transmit the request messages until it discovers a receiver node that
can share its workload.

• Receiver initiated:
Here, the algorithm is initiated by the receiver node sending a message request to get
a job from a sender (heavily loaded server).

• Symmetric:
It is the combination of both types of algorithms i.e., sender initiated algorithm and
the receiver-initiated algorithm.

Based on the system’s current state, load balancing algorithms are classified into two
categories:

• Static Algorithm:
It is independent of the system’s current state. Prior information regarding the system
requirements (server capacity, memory, computation power, network performance)
and all the requirements of users are known earlier before execution. Once the
execution starts, the user requirements are not changed and also the load remains
constant.

• Dynamic Algorithm:
Unlike static algorithms, dynamic algorithms consider the system’s current state while
taking decisions. Information regarding user or system requirements is not known in
advance. The Dynamic algorithms work in such a way that the jobs are assigned at
runtime upon the request from the users. Depending on the situation, jobs are trans-
ferred fromoverloaded nodes to underloaded nodes; so consequently, these algorithms
have a significant improvement in the performance over static algorithms. The only
drawback is that it is a little difficult to implement but the load is balanced effectively.

3 Existing Load Balancing Algorithms

There exist various types of static load balancing algorithms. A few of the algorithms
are briefly described below.

3.1 Round Robin Load Balancing Algorithm [1, 5]

This is a static load balancing algorithm and its implementation is the simplest of all
algorithms. In these algorithms, the allocation of jobs to processors is done circularly.
Initially, it selects any random node and allocates a job to it, then it moves to other nodes
to allocate in a round-robin approach, without showing any priority. Here, each node is
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assigned with some time quantum in which it has to execute the job, if the job is not
finished it has to wait for the next slot to resume its execution.

Advantages:

• The main advantage is that the fastest response time of the processes.
• It doesn’t lead to starvation. The process need not wait for a long time to execute its
job.

Shortcomings:

• Due to the uneven distribution of workload, some of the nodes get overloaded and
underloaded as the execution time of the process is not determined earlier.

Mathematical model:
This mathematical model is provided by [13]. It is proposed to optimize the value of
Time Quantum (TQ) and also to reduce the waiting time of jobs as shown below. There
are certain assumptions regarding this mathematical model. It is considered that there
exist a total ‘n’ number of processes that are waiting in a ready queue and they are
dispatched circularly. Each process has a Burst Time which is well-known in advance
and is available [13].

The parameters considered in this model are stated below as shown in [13]:

n: Overall number of ready processes initially.
Si: Burst of the i

th process.
TATi: Turn Around Time of the ith process.
Wi: Waiting time of the ith process.
Ri: Overall number of the times the processor is utilized by the ith process.
Lqim: The final time quantum used by the ith process.
PPij: Overall burst time of the processes that are similar to j, which are waiting in the
ready queue before the execution of the ith process.
PSij: Overall burst time of the processes that are similar to j, which are waiting in the
ready queue after the execution of the ith process.
CT: Time required for context switching.
q: The time quantum required for the execution of the process.

MinW =
∑n

i=1 wi

n
(1)

TATi = (Ri − 1)(q + CT ) + Lqi +
∑

j<i
PPij +

∑

i<j
PSij (2)

Wi = TATi − Si (3)

Ri =
[
Si
q

]

(4)

Lqi = Si −
[
Si
q

]

.q (5)
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PPij =
{

R ∗ (q + CT ) if Ri < Rj

(Rj − 1) ∗ (q + CT ) + Lqj + CT otherwise ∀j < i

}

(6)

PSij =
{

(Rj − 1) ∗ (q + CT ) if Ri ≤ Rj

(Rj − 1) ∗ (q + CT ) + Lqj + CT otherwise ∀j > i

}

(7)

Q : integer > 0,
(8)

where,
Equation (1) shows the average waiting time of the process which is to be minimized
as far as possible. Equation (2) computes the total turnaround time of the process which
includes the number of times the process acquires the complete quantum from the pro-
cessor, context switching time, plus the amount of last time quantum, plus the total sum
of execution times of the predecessor and successor processes of the ith process [13].
Equation (3) computes the waiting time of the ith process. Equations (4) and (5) com-
putes the total number of times ith process acquires the processor and the amount of the
last required time quantum respectively. Equations (6) and (7) compute the total exe-
cution times of the predecessor and successor processes respectively [13]. Equation (8)
indicates the condition that the time quantum ‘q’ should be an integer value [13].

3.2 Opportunistic Load Balancing Algorithm

The primary goal of the OLB algorithm is to keep every node busy [5]. The present
(current) workload of the virtual machine is not considered. OLB takes an unexecuted
job from the ready queue and allocates it to the node which is available currently in a
random approach irrespective of the current state of the virtual machine (node’s current
workload) [5]. As the node’s execution time is not computed, the processing of the job
is done very slowly [5].

Advantages:

• Virtual machines are kept busy all the time.
• Unexecuted tasks are handled quickly by assigning them to nodes randomly.

Shortcomings:

• Processes are executed slowly as the node’s execution time is not computed.

Mathematical model:
Let us suppose there exist a total of three VMs, VM1, VM2 and VM3 having various
loads, for instance, VM1 has 10 s, VM2 has 80 s and VM3 has 30 s [14]. Let J1 is the
new job that has arrived for execution, then the scheduler ought to choose one virtual
machine from the three VM1, VM2 and VM3 and assign a job to it. The scheduler
chooses the virtual machine which has a minimum load i.e., 10 s. Here the significance
of load is referred to the level of a preoccupation of virtual machines with current jobs
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[14]. VM1 will accomplish the allocated jobs after 10 s, similarly VM2 in 80 s and VM3
within 30 s. Therefore, the scheduler chooses VM as it is least loaded [14]. The working
of this algorithm is shown in Fig. 1.

index ← Min{v.getready()|∀VML} (9)

Fig. 1. Working approach of OLB

3.3 Min-Min Load Balancing Algorithm

In this algorithm, firstly for all the tasks, minimum completion time is calculated then
among them, the task that has minimum completion gets assigned to that corresponding
machine/node which has minimum completion time (fastest response) [5]. Then, all the
remaining tasks are updated on that machine. The allocated task is deleted from the
record. Similarly, all the remaining tasks are allocated with a resource. Performance
of this algorithm is enhanced when smaller tasks (small execution time) are more in
number compared to larger tasks (large execution time) otherwise this approach can
lead to starvation [5].

Advantages:

• Performance is better in the case when the smaller tasks (execution time is less) are
greater in number than larger tasks (execution time is large) [1].

Shortcomings:

• This algorithm leads to starvation for larger tasks.

Mathematical Model:
The keymotive of this algorithm is to minimizemakespan as far as possible. In a task set,
for each task, the expected execution times on each machine are computed accurately
before the execution [15]. This is done with the help of the Expected Time to Compute
(ETC) matrix model which contains ETC(ti,mj) where task ti is performed on machine
mj [15].
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Let us consider the Metatask T which comprises a set of tasks t1, t2, t3,…., tn in the
scheduler.

Let R be the Resource Set which comprises of set of Resources m1, m2, m3,…., mk
those are existing at the task arrival.

Then, the makespan for this algorithm is calculated using the formulae shown in
Eqs. (10) and (11):

makespan = max
(
CT

(
ti,mj

))
(10)

CTij = Rj + ETij (11)

where,
CT → Completion time of machines
ETij → Expected execution time of job i on resource j
Rj → Availability time or Ready time of resource j after the execution of earlier

assigned jobs.

3.4 Max-Min Load Balancing Algorithm [5, 6]

TheMax-Min algorithm is identical to the aboveMin-Min algorithm, once theminimum
completion time of all the available tasks is computed, then among these, the task which
has maximum completion time among all the tasks as assigned to the corresponding
node that has minimum completion time. Then all the remaining tasks on that node are
updated and that allocated task is deleted from the record. Similarly, all the remaining
tasks are allocated with a resource. In this algorithm, smaller jobs (less execution time)
are executed simultaneously along with the larger jobs (large execution time), so the
makespan (total time taken for executing all the tasks) is reduced and resources are
utilized efficiently unlike in the Min-Min algorithm.

Advantages:

• The waiting time of large size jobs is reduced.
• Resources are utilized efficiently and makespan is reduced.

Shortcomings:

• Same as the Min-Min load balancing algorithm, this algorithm is also applicable only
to small-scale distributed systems.

Mathematical Model [27]:
The main motive of this algorithm is to reduce the waiting time of the larger jobs (large
execution time) as far as possible. Here, smaller tasks are simultaneously executed along
with larger tasks, so thereby the makespan is reduced and the resources are utilized
properly [6]. The mathematical model of this algorithm is the same as the above Min-
Min load balancing algorithmwhich uses the ETCmatrixmodel to compute the expected
execution time of the tasks before execution.
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Let us consider the Metatask T which comprises a set of tasks namely t1, t2, t3,….,
tn in the scheduler.

LetMbe theMachine set which comprises a set ofmachines namelym1,m2,m3,….,
mk those are existing at the task arrival.

Then, the expected completion time for any algorithm can be computed as shown in
Eq. (12) [27]:

Et
(
ti,mj

) = Mch
(
mj

) + MT
(
ti,mj

)
(12)

where,
Mch

(
mj

) → Idle time of Machine i.e. the time at which machine finishes any earlier
assigned jobs.

MT (i, j) → Execution time estimated for the task ti on machine mj.
ETij → Expected Completion Time of task ti on machine.

3.5 Throttled Load Balancing Algorithm [7, 8]

According to this algorithm, the total number ofVMs aremaintained in the formof a table
by the load balancer and their states (BUSY/AVAILABLE). Firstly, the user requests the
data center controller to obtain a VM to execute the task. Then the datacenter controller
requests the load balancer for the distribution of VMs. The load balancer checks the
index table of VMs starting from the top till it finds the first available VM. If it finds
the VM, then the corresponding VM id is sent to the data center controller then the
datacenter controller requests the VM defined by that id to the load balancer, and the
task is allocated to a virtual machine. After allocation of a task, the data center controller
notifies the load balancer about the new allotment then the load balancer updates the
index table. While processing a user request if the corresponding virtual machine is not
available then the load balancer replies with ‘−1’ to the datacenter.

Advantages:

• Resources are utilized efficiently and good performance is obtained.

Shortcomings:

• The current workload of VM is not considered.
• VM Index table should be scanned from the top at every arrival of the request due to
which response time.

Mathematical Model [17]:
Modified Throttled Load Balancing algorithm proposed by [17] provides flexibility to
the client for acquiring services from the service provider of Cloud. This algorithm is
discussed in three stages. The foremost stage is the initialization stage. In the initialization
stage, the expected response time of each virtual machine is computed. The second stage
is to discover the efficient virtual machine. The third and final stage is to return the ID
of an efficient virtual machine. The expected response time of VM can be computed by
using the following formula shown in Eq. (13) [17]:

ResponseTime = F int − Arrt + TDelay (13)
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where,
Arrt → Arrival time of user request
Fint → Finish time of user request.
TDelay → Transmission delay which is computed using the below formula shown

in Eq. (14).

TDelay = Tlatency + Ttransfer (14)

where,
TDelay → Transmission delay
Tlatency → Network latency
Ttransfer → The amount of time required for transmission of the data size of the

single request (D) from a source location to destination location which is computed by
using the below formula shown in Eq. (15).

Ttransfer = D/Bwperuser (15)

where,
Bw → Bandwidth per user is computed using below formula shown in Eq. (16).

Bwperuser = Bwtotal/Nr (16)

where,
Bwtotal → Total available bandwidth
Nrl → Number of user requests which are currently in transmission.
By using the above formulae, the response time of the virtual machines is computed

and then an efficient virtual machine can be obtained among them.

3.6 Active Clustering Load Balancing Algorithm [8]

Generally, this algorithm is referred to as a self-aggregation algorithmwhich is according
to the concept of grouping identical nodes as one group and working on them. Initially,
the process is started by a node which is known as an initiator node and from the
neighbor nodes, it selects another node known as a matchmaker node which should be a
different type compared to the initiator node. Then this matchmaker node links with one
of its neighbor nodes which should satisfy the criteria of the initiator node. Finally, the
matchmaker node deletes the link which is connecting between itself and the initiator
node. This procedure is continued iteratively till the load is balanced among all the nodes.

Advantages:

• Resources are utilized efficiently as the virtual machines are grouped as a cluster with
similar properties.

Shortcomings:

• The system’s performance is decreased when the variety of nodes increases.
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Mathematical Model [19].
This algorithm proposed by [19] divides the similar capacities of virtual machines into
groups which is known as a cluster and this is done by using the K-means clustering
method.Euclideandistance formula is selected for allocatingvirtualmachines to clusters.
The value of K i.e., the total number of clusters is selected in such a way that it is the
greatest prime factor of n where n gives the number of virtual machines. Clustering of
n virtual machines is done into K-number of clusters using three types of resources as
parameters. They are CPU processing speed, the bandwidth of network and Memory.
To compute the distance of VMs with centers of other clusters:

EUD(VMi)(Ci) = sqrt
[(
CPUi − CPUj

)2 + (
Memi − Memj

)2 + (
BWi − BWj

)2
]

(17)

The cluster’s new mean when a node is allocated to it is computed by the following
formulae:

CPUj =
(
CPUi + CPUj

)

2
(18)

Memj =
(
MemiMemj

)

2
(19)

BWj =
(
BWi + BWj

)

2
(20)

3.7 Ant Colony Optimization Load Balancing Algorithm [4, 9]

The main goal of this load balancing algorithm is to explore an optimal path between
the food source and colony of ants according to the behavior of the ant. Its objective is to
efficiently distribute theworkload among all the nodes. Firstly, when the request is made,
the ant begins moving in the direction of the food source from the head node. While
moving ahead, ants keep a record of every node they have visited for making future
decisions. During their movement ants deposit the pheromones so that it helps further
ants to choose the next node. The strength of pheromones depends on the components
such as food quality, the distance of food etc. Denser pheromone is attracted by many
ants. The pheromones are updated when the jobs are executed.

There are two kinds of pheromones in the Ant Colony Optimization algorithm. One
is the Foraging pheromone which is used to find nodes that are overloaded by moving
forward while the Trailing pheromone is used for discovering its path to get back to the
node which is underloaded. It means if an ant discovers a heavily loaded node it begins
moving back to the underloaded node for assigning a job to it. Every single ant develops
result set and then it builds to get a complete solution. The ant attempts to update a single
result set continuously instead of updating the result set of their own. The solution set is
also continuously updated. The node commits suicide once it discovers the target node
as a result; the number of ants gets reduced in the network.
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Advantages:

• This algorithm overcomes heterogeneity and is adjustable for dynamic environments
• It enhances the performance of the system.
• Scalability is good and has excellent fault tolerance.

Shortcomings:

• Network overhead is increased
• Delay in moving forward and backward [16].

Mathematical Model [28].
In this algorithm, the main objective of ants is the redistribution of work among the
nodes. The cloud network is traversed by ants to select nodes for their next step using
the classical formula shown below, where the probability Pkof an ant that is presently
on node ‘r’ choosing the neighboring node ‘s’ for traversal is shown in Eq. (21):

Pk = (r, s) = [τ(r, s)][η(r, s)]β

[τ(r, u)][η(r, u)]β
(21)

where,
r → Current node
s → Next node
τ → Pheromone concentration of the edge
η → The desirability movement of ants (the move is highly desirable if it is from

overloaded nodes to underloaded nodes or vice versa.)
β → Depends on the relevancy between the pheromone concentrations with with

the distance moved.
The formula for updating the Foraging Pheromone is shown in Eq. (22)

FP(t + 1) = (1 − βeva)FP(t) +
∑n

k=1
�FP (22)

where,
βeva → Evaporation rate of the Pheromone
FP → Foraging Pheromone of the edge before the move
FP(t + 1) → Foraging Pheromone of the edge after the move
�FP → Change in the Foraging Pheromone.
‘The formula for updating the Trailing Pheromone is shown in Eq. (23):

TP(t + 1) = (1 − βeva)TP(t) +
∑n

k=1
�TP (23)

where,
βeva → Evaporation rate of the Pheromone
TP → Trailing Pheromone of the edge before the move
TP(t + 1) → Trailing Pheromone of the edge after the move
�TP → Change in the Trailing Pheromone.
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4 Research Performance Parameters Used for Different Load
Balancing Algorithms

1) Throughput: This parameter helps to compute the overall number of jobs whose
execution is accomplished. Throughput should be high for the good performance of
the system.

2) Overhead: Overhead involves additional cost required, inter-processor and inter-
process communication and migration of tasks while executing a load balancing
algorithm [1]. It should be minimized to obtain the efficiency of an algorithm.

3) Fault tolerance: It can be defined as the ability of the system to keep processing
without any interruption even when one or more system elements fail to work. For
good load balancing, fault tolerance should be high.

4) Migration time: This parameter is defined as the amount of time needed to migrate
a task or resources from one node to other nodes. Migration time should be less.

5) Response time: It is defined as the time period between the sender’s request and the
receiver’s response. It must be reduced to enhance the system’s performance.

6) Resource Utilization: It helps to check whether the system resources are utilized
properly or not. The resource utilization should be optimum.

7) Scalability: It is the ability of a system to increase the number of nodes with the
same QOS (Quality Of Service) if the number of users increases.

8) Performance:With the help of this parameter the overall systemefficiency is checked.
It must be enhanced at an acceptable cost [26–28].

5 Research Findings

The above discussed static and dynamic load balancing algorithms satisfy certain
performance metrics which are presented in Table 1.

Table 1. Comparison of Load Balancing algorithms by considering above performance metrics

Static
algorithms

Throughput Resource
utilization

Overhead Scalability Response
time

Migration
time

Fault
tolerance

Performance

Round robin Yes Yes Yes No Yes No No Yes

OLB Yes No No No No No No Yes

Min-Min Yes Yes Yes No Yes No No Yes

Max- Min Yes Yes Yes No Yes No No Yes

Throttled Yes Yes No Yes Yes Yes Yes Yes

Active
clustering

Yes Yes Yes No No Yes No No

Ant colony
optimization

Yes Yes Yes Yes No Yes Yes Yes

In view of this, the below Table 2 shows a comprehensive survey of different tech-
niques employed by the researchers for load balancing in the field of Cloud Computing
along with their pros and cons.
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Table 2. Survey of different techniques used by researchers for Load Balancing in Cloud
Computing

S.no Algorithm Approach used Environment Simulator Pros/Cons

1 [20] Used the concept
of honey bee for
allocating the
existing resources
to the network to
decrease
makespan

Heterogeneous Cloud sim and
workflow

Scalable,
Fault-tolerant,
minimum
associated
overhead but
throughput is less

2 [21] According to the
method of soft
computing
algorithm and SA
is used to resolve
the problem of
balancing the load
dynamically
among distinct
resources [21]

Heterogeneous Cloud analyst Only response
time and
associated cost is
good

3 [22] Suggested a load
balancing
algorithm by the
combination of
two algorithms to
minimize the
overall processing
cost and also
processing time

Homogeneous Cloud Sim Utilization of
resources and job
response time is
improved but
performance is
reduced as system
diversity increases

4 [23] Proposed an
algorithm based
on the data
locality using
ranging and tuning
functions and to
solve scheduling
problems in Cloud
Computing
environment

Heterogeneous Cloud sim Makespan and cost
is reduced and
resources are
utilized efficiently

(continued)
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Table 2. (continued)

S.no Algorithm Approach used Environment Simulator Pros/Cons

5 [24] Proposed to
decrease active
physical servers so
that the
underutilized
servers are
scheduled to save
energy

Both Cloud sim Resources are
utilized efficiently
and power
consumption is
reduced

6 [25] Proposed a
mathematical
model with the
help of GT(Group
Technology)

Heterogeneous Grid Sim Resources are
utilized efficiently
but the
computation time
is more

7 [18] Proposed an
algorithm based
on the honeybee
foraging method
to minimize
execution time
and average
response time [18]

Heterogeneous Cloud Sim Response time and
Execution time is
good but the
migration process
is not efficient

8 [26] Proposed a load
balancing
algorithm that is
energy efficient
with the help of
the FIMPSO
algorithm [26]

Heterogeneous MATLAB CPU utilization is
maximum with
98%, average
response time is
least
with13.58 ms, [26]

6 Conclusion

Cloud Computing is a rising trend in the IT industry which has a very large number of
requirements such as infrastructure, resources, and storage. Among all the challenges
faced by Cloud Computing, Load Balancing is also another key challenge. Load Bal-
ancing is the method of uniform distribution of workload among the nodes to improve
utilization of resources and enhance the systemperformance. This paper briefly describes
the importance of LoadBalancing, its benefits and its types. This research also focuses on
the survey of different Load Balancing algorithms proposed by researchers. Algorithms
are briefly explained with their advantages, shortcomings and mathematical models.
Various performance parameters such as scalability, throughput, performance etc., are
considered to compare these load balancing algorithms. The tabularized comparison
depicts that in comparison with dynamic load balancing algorithms static load balanc-
ing algorithms are more stable. However, dynamic load balancing algorithms are more
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preferable because of certain parameters such as overhead rejection, resource utiliza-
tion, reliability, cooperativeness, adaptability, fault tolerance, throughput, and waiting
and response time. In future our research will focus on various cloud resource utilization
issues.
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Abstract. The wide application of mobile terminals that makes the software and
hardware of mobile platforms gradually become the important target of malicious
attackers. In response to the above problems, this paper proposes a vulnerability
mining scheme based on Fuzzing. In this scheme, many methods are used to gen-
erate a large number of test cases. After the application receives the corresponding
test cases, it analyzes the output results and the exceptions thrown. The experi-
mental results show that the scheme can effectively excavate the vulnerabilities of
mobile office software on the Android platform, and has certain reliability.

Keywords: Fuzzing ·Mobile office ·Memory corruption

1 Introduction

Nowadays, Android has become the mobile phone operating system with the largest
market share, and its development boom has also brought about new network security
issues [1, 2], such as criminals taking advantage ofmobile phone program vulnerabilities
to seek benefits, and leaking user privacy. Therefore, vulnerability testing of Android
applications is essential before facing users [3].

There are few types of research onvulnerability mining of office software onthe
Android platform, and the design of test cases is relatively simple. To better solve the
threat of Android memory corruption vulnerability, this paper designs, and implements a
Fuzzing-based Android platform domestic office software vulnerability mining system.
Under the Android platform, office software constructs special test cases, observes the
exceptions thrown and the process crashes to find out the possible vulnerabilities, and
ensures the security of the mobile offices.

The main contributions of this paper are as follows:

1. Generate test cases by mutation-based, generation-based, and Char-RNN-based
methods to ensure the coverage of test cases and detect applications from multi-
plesides.

2. Analyze the operating mechanism of office software applications under the Android
platform, and construct a set of effective fuzzing test schemes, which can run
successfully under various versions ofAndroid and have awide range of applications.

© The Author(s) 2022
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3. Design and implement a set of office software vulnerability mining systems based
on Fuzzing technology to find possible vulnerabilities [4]. The system is simple and
easy to use, displays the process and results intuitively, and reduces the threshold
of use. The system adopts a modular design, and each module runs independently
to facilitate the subsequent functional debugging and upgrading of the vulnerability
mining system [5].

The structure of this paper is as follows: Chapter One gives a brief introduction,
Chapter Two designs the overall framework and various modules of the system, Chapter
Three implements the system, Chapter Four conducts experiments and evaluations,
Chapter Five summarizes and puts forward the improvement direction.

2 System Architecture Design

The system is divided into fourmodules: visualization platformmodule, test case genera-
tionmodule, fuzzingmodule, and automatic analysismodule. The visualization platform
module constructs the graphic page of the entire system, the test case generation module
is responsible for constructing semi-effective test cases, the fuzzing module is respon-
sible for the entire process of test cases from sending to running, and the automatic
analysis module is responsible for analyzing the crash information and logs that appear
during the test to discover the security vulnerabilities that exists. As shown in Fig. 1:

Fig. 1. System module division.
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3 Implementation of System Module

3.1 Test Case Generation Module

Mutation-based Method. Mutation-based test case generation requires samples to be
obtained in advance, and the steps for generating PDF and HTML are similar. Take
the generation of a PDF file as an example, collect a malicious PDF sample set from
GitHub as input for subsequent mutation operations. In the program, use the gener-
ate_dumb_pdf_sample() method to achieve. By controlling the number of mutations,
the input files are mutated to different degrees to ensure the coverage of the generated
samples. The specific process is shown in Fig. 2:

Fig. 2. The specific process of the mutation-based Fuzzing method.

The main steps are as follows:

(1) Use the choice() function of the random module to randomly select one from the
preset sample library as the given valid input;

(2) Obtain the length of the file, use the randrang() function in the random module to
randomly select a position “start” as the starting point for subsequent operations;

(3) Determine the text length “len” for mutation, and choose arbitrarily on the premise
that it does not exceed the maximum length of the file;

(4) Perform mutation operations based on the values of “start” and “len”, such as
inserting a random character, deleting a character or flipping a character, etc.;

(5) Write the content obtained aftermutation into a newPDFfile for subsequent fuzzing.

Generation-basedMethod. The systemmade somemodifications to the grammar rules
of theGoogleDomato open-source fuzzing test tool to generate PDFfiles andHTMLfiles
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for testing. To generate HTML, just call the gen_new_jscript_js() function in Domato.
Generate PDF test cases using m PDF (a PHP library) method, the generation steps are
as follows:

(1) Call the header() method in mpdf to write the file header of the pdf, where “%PDF-
1.1” is used.

(2) Call the indirect object() method in mpdf to write the object.
(3) Call the gen_new_jscript_js() method to randomly select and generate a javaScript

script from the modified Domato grammar rule library and write it into the object.
(4) Call the xref And Trailer() method in mpdf to write the cross-reference table and

tail of the pdf.

Char-RNN-based Method. The system uses Char-RNN to generate test cases as a
supplement to ensure the comprehensiveness of test cases andusesTensorFlow to quickly
build the Char-RNN framework. The specific process is as follows:

(1) Read and decode the sample set, and convert it to UTF-8 encoding. Vectorize the
sample and establish the mapping relationship between strings and numbers.

(2) The text is divided into text blocks with the growth of x + 1. Each input sequence
contains x characters in the text, and the corresponding target sequence is moved
one character to the right. Rearrange and package the data into batches.

(3) Use tf. keras. Sequential to define the model.
(4) Add optimizer and loss function. Apply the tf. keras. Model. compile method to

configure the training steps.Use tf. keras. optimizers. Adamwith default parameters
and loss function.

(5) Use tf. keras. callbacks. Model Checkpoint to ensure that checkpoints are saved
during training.

3.2 Fuzzing Module

Fuzzing is the core part of the entire vulnerability mining system. Before running the
system, get the device id of the Android device. After installing adb under windows, use
a data cable to connect the Android device to the PC. Set the Android device connection
mode to “USB MIDI”, and enter the “adb devices” command to get the device id of the
currently connected device.Take WPS as the test object for fuzzing. The test process is
shown in Fig. 3.
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Fig. 3. Fuzzing implementation process.

(1) Call the adb_connection_int() method to initialize the connection. Restart the adb
server, connect to the Android device and clear its background according to the
WPS package name “cn.wps.moffice_eng” to minimize the interference of other
factors in the subsequent testing process.

(2) Enter “http://192.168.189.1:1337/” in any browser to open the visualization page,
select the fuzzing test method on this page, and click the “Start” button to start the
test.

(3) The background receives the information from the front endand generates the cor-
responding PDF test case according to the fuzzing method selected by the user.
Call the pdf _fuzz() method to start the fuzzing process. Run the WPS application
after unlocking the screen of the device, then open the test file and collect all kinds
of information feedback from the application during the running process. Execute
“adb shell am force-stop cn. wps. moffice_eng” to stop the application.Wait for a
while of time before the next fuzzing operation to prevent problems caused by the
long-time load operation of the equipment.

http://192.168.189.1:1337/
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3.3 Automatic Analysis Module

The automatic analysis process filters the log information collected during the fuzzing
process.Due to the influence of many human factors and uncontrollable factors such as
equipment, server, operating environment, etc., Fuzzing technology has the possibility
of false alarms, that is, the abnormal information thrown maybe just some bugs, which
cannot be called vulnerabilities. Therefore, the automatic analysis function is added to
the system. The specific process is shown in Fig. 4.

Fig. 4. The implementation process of automatic analysis module.

Use the “adb logcat -d” command to view the corresponding log information, call
“subprocess. Popen()” to run the command as a subprocess and get a return value, which
is the log information. Use a loop to determine whether there are key signals about
vulnerabilities predefined in the setting file in the log information, as shown in Table
1. If it exists, save this piece of log information and the test case that caused the log
information in the specified folder. Finally, use the adb command “adb logcat -c” to clear
the old logs and enter the next test process.

Table 1. Linux abnormal signal comparison table.

Signal Meaning

SIGTERM Termination request sent to the program

SIGSEGV Illegal memory access (segmentation fault)

SIGINT External interrupt, usually initiated by the user

SIGILL Illegal program image, such as illegal instruction

SIGABRT Abnormal termination conditions, such as those initiated by abort()

SIGFPE Wrong arithmetic operation, such as dividing by zero
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4 Experiment and Evaluation

4.1 Experimental Environment

The equipment used in this system includes a PC device and an Android device. The
systemof the PCdevice iswin10 system, and the IP address is 192.168.189.1. The system
of the Android device is Android 4.The mobile office applications tested areWPSOffice
and UC browser, In addition, Adobe Reader and Chrome browsers are selected as test
comparisons.The applications are downloaded from regular channels.

4.2 Experimental Results

Use the system to test different mobile office applications, and the results are shown in
Table 2:

Table 2. Mobile office application test results.

Application Test case type Number Time The number of bug

WPS Office Based on mutation 1000 14277 0

Based on generation 1000 15348 0

Based on Char-RNN 1000 15368 0

UC web Based on mutation 1000 12731 0

Based on generation 1000 12468 0

Based on Char-RNN 1000 15936 0

Adobe reader Based on mutation 1000 14726 0

Based on generation 1000 14976 0

Based on Char-RNN 1000 15324 0

Chrome Based on mutation 1000 13561 0

Based on generation 1000 10553 7

Based on Char-RNN 1000 16008 0

4.3 Evaluation

Among the three test case generation methods, the mutation-based method has the least
amount of calculation and the fastest generation speed, while the Char-RNN based
method has the largest amount of calculation and the slowest generation speed. On the
effectiveness of test cases, the method based on generation is the best, the method based
on char RNN is the second, and the method based on variation is the worst. The overall
test speed of the same type of application is similar. Compared with the PDF Reader,
the browser is more likely to be attacked in DOM parsing [9].
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Fig. 5. View log files.

Enter the crash folder to view the recorded log file, as shown in Fig. 5.
Check the log files of all the vulnerabilities and find that they all contain the

“SIGSEGV” keyword, and all appear “Fatal signal 11 (SIGSEGV) at 0x0000413d (code
= -6), thread 16718 (CrRenderer Main)” type of crash, indicating that the problem of
null pointer triggers the vulnerability and then causes the application to crash. The back-
trace file in the log records the specific information when the application crashes, and
the result is shown in Fig. 6. It can be seen from the figure that there is a problem with
the so file, that is, an overflow of the static data area of the application.

Fig. 6. View back trace.

5 Conclusion

Currently, the vulnerability of office software under the Android platform has security
risks. In response to this problem, this paper designs and implements a domestic office
software vulnerability mining system based on Fuzzing technology, analyzes the vulner-
abilities that may cause it to crash, generates a large number of test cases, and conducts
vulnerability mining through the method of fuzzing. The experimental results show the
feasibility of the designed system, which can provide support for developers to improve
the application program and improve the completeness of the application program.

The system designed in this paper has certain limitations. It can only detect specific
vulnerabilities in specific types of applications, that is, memory vulnerabilities in mobile
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office software. It is not yet possible to conduct comprehensive vulnerability detection
on all Android applications. More in-depth research is needed in the future.
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Abstract. The power load prediction can ensure the power supply and dispatch,
which will be useful for market participants to plan and make strategic decisions
to enhance reliability, save operation and maintenance costs. Short-term load data
series have obvious approximate periodicity, while long-term load data series
show variability and dynamic features. In addition, time series data of various
modalities, such as market reports and production management data, could play
a role in load prediction. One kind of multi-modal CNN-BiLSTM architecture is
proposed to predict short-term and long-term load data, which have an improved
shared parameter convolutional network to learn feature representation and an
improved attention-based BiLSTM mechanism, which could model the dynamic
features of multimodal on time series data. Experimental results on multimodal
dataset show that, compared with other baseline systems, this model has some
advantages in the prediction accuracy.

Keywords: Power load prediction ·Multi-modal · CNN-BiLSTM ·
Attention-based BiLSTM

1 Introduction

Load prediction is a key link in power supply planning, as well as a basic feature and
important calculation basis for intelligent power supply planning. In addition to tradi-
tional machine learning models, deep neural networks, as the most popular intelligent
research framework at present, have been widely implied by researchers in the active
distribution network load prediction research. Active distribution network load predic-
tion data can be regarded as time series data, which means it could be classified by
chronological order. Time series analysis method describes and interprets phenomena
that change over time to derive various predictive decisions. Deep learning neural net-
works can automatically learn arbitrarily complex mapping from input to output, and
support multiple inputs and outputs [1]. It provides many ways for time series prediction
tasks, such as automatic learning of time dependence or trends and seasonality automatic
processing of data based on time structure.

Although deep neural networks can approximate any complex function arbitrarily
and perform good non-linear modelling of a variety of data, in the historical data used
in the active distribution network load prediction, the short-term load data sequence has
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obvious approximate period characteristics, and the long-term load data sequence shows
the variability and rich dynamic characteristics. Besides, with the development of the
Internet and big data technology, it will improve the performance of active distribution
network load prediction by importing some kinds of time series data, such as market
reports and production management data and other modalities. LSTM (Long Short-
TermMemory) and other RNN (recurrent neural network) structures could not effective
in predicting the difference between peak hours andminimumpower consumption times,
and usually requires higher computational cost.

This paper proposes a multi-modal CNN-BiLSTM (Convolutional Neural Network-
Bidirectional Long Short-Term Memory) architecture, which have an improved shared
parameter parallel convolutional network to learn feature representations for short-term
load data sequences, and an improved bidirectional attention LSTM network. Themodel
presents the dynamic changing characteristics of data affected by some disturbanceswith
the text features, such as temperature and holidays. On the 24 months of load and market
report data set, the method is compared with the convolutional neural network and the
bidirectional long short-term memory neural network. The experimental results show
that the model has some advantages on the computational speed and accuracy.

The rest of this paper includes: The part II introduces the characteristics of the load
sequence data and the variables that may affect the prediction. The third part introduces
the multi-modal deep learning. The fourth part details the structure of the proposed
multi-modal. The experimental and evaluation results are given in the fifth part and the
last one is the summary.

2 Load Feature Extraction and Prediction

2.1 Load Feature Extraction

The load types can be distinguished according to the reaction guidance mechanism
and the non-reaction guidance mechanism, which are respectively controllable load and
uncontrollable load. The load type is divided into friendly load and non-friendly load.
The load predictionmodel can be constructed by analysing the active load characteristics
and energy storage characteristics including friendly load and according to the constraint
conditions [2].Anothermethod is to use the bottom-uppredictionmethod [3], in the small
area divided according to certain properties, first perform load prediction, and finally
superimpose the obtained load demand curve to obtain a complete load prediction result.

For example, a large amount of data can be processed in parallel through the cloud
computing platform, the maximum entropy algorithm can be used to classify the data,
the abnormal data and the available data can be distinguished, and the local weighted
linear regression model can be combined with the Map-Reduce model framework to
realize the active configuration of cloud computing [4].

The Spark platform is used to divide all the obtained data and compute them in
parallel to speed up the processing of big data. First, the data is pre-processed through
feature extraction, and the input that meets the requirements of the model is obtained,
which input into the multivariate L2-Boosting for training and learning and get the
final regression model [5]. The grey prediction method is also a common method of
load prediction, which added secondary smoothing processing through historical data to
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eliminate the interference factors of historical data with Markov chain and grey theory
to predict the residual sequence and the sign of the future residual together to revise the
results [6].

2.2 Load Feature Prediction

As a type of time series data, load prediction can also be implemented using neural
network technology. In monthly and quarterly time series, time series prediction based
on neural network has more obvious advantages than traditional statistical methods and
artificial judgment methods comparedwith traditional statistical time seriesmethods [7].
Mbamalu et al. believe that load prediction is an autoregressive process, and use iterative
re-weighted least squares to estimate model parameters [8]. Based on the combination
prediction model of neural network, by learning the weights of different prediction
models in the combination, the variable weight coefficient combination predictionmodel
is shown in Eq. 1.

yij =
K∑

t=1

wt(i, j)
(
ftij + etij

)
(1)

Where yij is the actual load of month i in year j, ftij is the predicted
value of month i in year j of the first method, etij = yij − ftij and w =
Min

∑n
i=1

∑12
j=1

[
yij − g

(
f1ij, f2ij, . . . , fKij

)]2.
Since there is a relatively complicated non-linear relationship between the actual

prediction input and the final output, a three-layer forward neural network is used to fit
an arbitrary function. Through the continuous iteration of the network and the update
of the gradient back propagation, the final reasonable parameters are obtained. And by
these parameters, the combined predicted value of any predicted input value is realized.
The load forecasting results by Autoregressive IntegratedMoving Average and Seasonal
Autoregressive IntegratedMovingAverage showed that obtained 9.13%and4.36%mean
absolute percentage error respectively. With deep learning Long Short-Term Memory
model, it will reduce to 2% [9].

3 Multi-modal Deep Learning

Deep neural networks have been widely used on single modal data such as text, images
or audio, which included a variety of supervised and unsupervised deep feature learning
model architectures [10]. Multi-modal deep learning refers to training new deep network
applications to learn the features ofmultiplemodes. For example, in emotion recognition
technology, the voice and text information fusion can improve the effect of emotion
recognition [3]. Establishing a private domain network (for visual information and audio
information in short videos to extract individual features) and a public domain network
(for acquiring joint features) could solve the problem of short video classification [8].

The principle of multi-modal feature learning is, if there are multiple modalities at
the same time, one of the modalities can be learned better than a single modal in-depth
feature. It can also be learned by sharing representations between multiple modalities to
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further improve the accuracy index on specific tasks. Researchers have begun to carry out
research in various fields for multi-modal model, such as multi-modal model based on
fuzzy cognitive maps [5], which first extract a subset from the complete data and trained
separately on each subset, then used fuzzy cognitive maps for modelling and prediction,
and finally the output was fused from each subset by the information granulation.

The time series data is widely available, such as holidays, weather and other data,
which can be used to jointly predict the city’s traffic conditions [6]. Firstly, the holiday
and weather feature information were extracted, and the Prophet algorithm is selected to
predict the traffic flow characteristics during the holidays with one DCRNN network to
predict the traffic flow on the combination of road network structure data and flow data.
Besides, image and time series data are indispensable in the automatic driving system.
The time series refers to the speed series and steering wheel angle series. The multi-
modal network serving the autonomous driving system includes CNN, RNN, horizontal
control network and vertical control network. The time series data is input into the
RNN network for processing, and the image data is input into the CNN network for
feature extraction. The extracted features are input into the horizontal and vertical control
network respectively. Finally, the predicted value of the steering wheel and speed is
obtained to guide the steering wheel angle and the speed.

4 An Improved Multi-modal CNN-LSTM Prediction Model

Although classic time series prediction algorithms can be used for load prediction, the
fluctuation of load does not only depend on historical time series data. Due to the
diversification of intelligent load management requirements, it is manifested as a multi-
modal data form in time series.
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Fig. 1. Multi-modal CNN-BiLSTM network structure.

This paper proposes a multi-modal convolutional neural network-long short term
memory neural network prediction method on load data and its primary structure is
shown in Fig. 1. For short-term load data series, introduce data such as temperature
and holidays, and use an improved shared parameter parallel convolutional network to
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learn feature representation; and use an improved two-way attention mechanism long
and short-term memory neural network, combined with medium and long-term load
sequences and effects. The relevant text data is introduced in this model for its dynamic
change features.

In the multi-modal convolutional neural network-bidirectional long and short term
memoryneural network structure inFig. 1, twoparallel convolutional neural networks are
used to extract features from the original historical load and other modal data sequences
such as temperature and text. These convolutional neural networks share parameters. The
first convolutional layer includes two convolution kernels with sizes 4*4 and 5*5. The
number of convolution kernels is 64, and then a shared connection is used. The structure
is to extract some of the convolution kernels from the previous layer of convolution
kernels to form the current layer of convolution kernels. The fully connected output
needs to be sent to the attention layer, trained according to the attention mechanism, and
output to the BiLSTM network. The size of the hidden state is 64. The final output is
the short-term load data sequence and the long-term load data sequence.
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Fig. 2. Shared-parameter convolutional neural network structure.

5 Experiments and Results

In this section, we introduce the experimental evaluation methods and results of the
baseline system and the above-mentioned improved methods on existing data sets. The
data set contains unit hour load data of a city in North China for about 2 years, local daily
maximum temperature, minimum temperature, average temperature and precipitation
data, local public holiday date data, and local quarterly market operation information
report data within 2 years. The entities and their types in the maximum and minimum
temperatures, holiday information, and text are represented as vectors of length 128.
The load value is divided into short-term load data series and long-term load data series
according to the time period. The former contains the load data series within a quarter,
and the latter contains the load data series greater than one quarter. Use these data to
predict the unit hour load value on a specified time series period.

The evaluation index is the mean absolute percentage error (MAPE) based on
the short-term load data series and the long-term load data series prediction and its
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calculation method is shown in Eq. 2.

MAPE = 1

N

N∑

k=1

∣∣∣∣
v
∧

(k)− v(k)

v(k)

∣∣∣∣ × 100% (2)

Where N represents the total number of samples in the test set, v(k) represents the
actual value, and v

∧

(k) represents the predicted value.

Fig. 3. MAPE results of short-term load prediction.

The baseline system adopts weighted least squares method WLS, autoregressive
moving average ARMA, seasonal autoregressive integrated moving average SARIMA
and CNN-LSTM architectures, and divides a total of 731 days * 24 h of data into
training data and verification data in chronological order And the test data, the ratio
is 4:2:4. Under the four baseline systems and the multi-modal CNN-BiLSTM model,
the average absolute percentage error MAPE results and the average error MAE results
of short-term load data series prediction and long-term load data series prediction are
obtained, as shown in Fig. 3 and Fig. 4, respectively. The figure shows that the multi-
modal CNN-BiLSTM method has certain advantages for short-term load data sequence
prediction and long-term load data sequence prediction on the training set and testing
dataset. Compared with the CNN-LSTM architecture, it has a certain error reduction.
Especially in the long-term load data series prediction, it has higher prediction accuracy
than the short-term load data series.

Fig. 4. MAPE results of long-term load prediction.
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6 Conclustion

Load prediction has the characteristics of time trend. There are obvious differences in
load in different seasons. Precise prediction is helpful for efficient decision-making and
reasonable planning. This paper proposes a multi-modal convolutional neural network-
bidirectional long and short-term memory neural network architecture, which uses a
parallel convolutional network with shared parameters and a bidirectional attention
mechanism. The long-term and short-term memory neural network processes load data,
temperature data and text data. The multi-modal data sequence, etc., can predict the
short-term load data sequence and the long-term load data sequence. The experimental
results verify that the network structure can achieve a certain improvement in prediction
accuracy compared with other baseline systems.
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Abstract. Ruijie JCOScloudmanagement platform is the first cloudmanagement
platform based on OpenStack principle in China. It has the advantages of stable
operation, fast deployment, wide compatibility and high performance. Taking the
basic technology of cloud platform management as the core, this paper gives a
general description of the deploy of the whole cloud platform, from which we can
understand and analyze the shortcomings of building traditional data center, and
then illustrate the general process of integrating resources and reducing costs by
virtualization technology in combination with real application practice.

Keywords: JCOS (Jie Cloud Operating System) · Virtualization · Clouding
platform

1 Introduction

Cloud computing is a technology developed on the basis of distributed computers, par-
allel computing and network computing, and it is an emerging business model. Cloud
computing has had a huge impact on the development of society in just a few years.
Currently, cloud computing has swept various IT industry fields.

The full name of JCOS is Jie Cloud Operating System which is an enterprise-level
openstatckmanagement platform. It is a SaaS cloud computingmanagement platform for
enterprise-level users to uniformly manage multiple cloud resources. Through the com-
prehensive application of technologies such as hyper-convergence, software-defined net-
working, containers, and automated operation and maintenance, enterprises can quickly
realize the “cloudification” of IT infrastructure with the smallest initial cost. At the same
time, the product can achieve “building block stacking” flexible expansion and upgrade
on demand with the expansion of the scale of the enterprise and the growth of its own
business.

1.1 Structure System of JCOS Cloud Platform

JCOS is amature cloud computing product. It is a professional cloud computingmanage-
ment platform developed in accordancewith theOpenStack open source architecture. By
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deploying the JCOS platform, you can experience convenient, safe, and reliable cloud
computing services. It integrates management, computing, network, storage and other
services into one, and ultra-convenient cloud services that can be clouded out of the box
can be realized through UDS all-in-one. The architecture of Jieyun is shown in Fig. 1
below.

Fig. 1. JCOS architecture diagram

There are four core units in the JCOS architecture. The four major units can provide
a powerful cloud computing service experience, which are computing unit, network unit,
storage unit, and management unit.

2 Enterprise-level JCOS Cloud Platform Design

In order to improve deployment efficiency and reduce errors caused by manual con-
figuration, this solution JCOS uses the open-source openstack deployment tool fuel.
The fuel is a customized JCOS deployment end. JCOS uses fuel for automated deploy-
ment, which can improve deployment efficiency and reduce possible errors caused by
manual configuration. Therefore, the controller fuel master needs to be prepared before
deployment. Fuel master can be deployed on a physical machine or a virtual machine.
Generally, it can be deployed on a virtual machine.

The basic deployment process of the JCOS platform is shown in Fig. 2.
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Fig. 2. Deployment process

2.1 Server Configuration

Virtualization Settings
SinceUDS nodes will be used as computing nodes, each computing node needs to enable
the virtualization setting support as shown in Fig. 3.
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Fig. 3. VT enable

Server Startup Sequence
After the server virtualization is set up, you need to set the server’s startup sequence to
the hard disk in the first startup sequence and the network in the second startup sequence.
If there are both UEFI and Leagacy boot modes, select Leagacy.

Configure Node IPMI Address
The node IPMI address can be set in the BIOS, or you can open the server management
interface tomodify the IPMI address through the browser using the default IPMI address.
If it is set in the BIOS, go to the BMC network configuration under Server Mgmt to
configure it.

Hard Disk RAID Settings
According to the system prompt when the server starts, you can make the correspond-
ing RAID configuration. Press Ctrl + R during startup to enter the RAID card setting
interface, you can set RAID5 to improve the reliability of data storage.

2.2 Cloud Computing Network Planning

The servers participating in the deployment of JCOS are called nodes, and the inter-
connection needs to be through an external switch, and the vlan or port on the external
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switch is isolated to form a network.Among them, there are 6 JCOSplatformdeployment
networks, which are shown in the following Table 1.

Because of the large number of server network interfaces, these networks are isolated
directly through ports. At this time, it is only necessary to determine the corresponding

Table 1. Deployment networks

Network name Network details

External network/floating IP network The external network is the only network that the
OpenStack cluster connects to the outside world, that is,
the actual network of the customer. The other JCOS
networks are actually private networks inside the
cluster, which are not visible to the outside world

Business private network A business private network is a virtual network created
by OpenStack tenants and a real network assigned to
virtual machines by JCOS, so it is generally called a
tenant network. The virtual machines communicate
through the business private network. The all-in-one
machine supports two kinds of virtual networks, VLAN
and GRE tunnel. The GRE tunnel is point-to-point and
does not require redundant configuration. In VLAN
mode, you need to configure a trunk port on the
corresponding switch interface to ensure
communication between VLANs

Management Network The management network is the network used for
communication between various components of
OpenStack cloud computing. The network carries the
heartbeat and voting of high-availability clusters,
databases, message queues, API calls between
components, and virtual machine migration. It is
recommended to use 10Gb or better Ethernet

Storage network Storage network is a network used by computing nodes
to access distributed storage. It is recommended to use
10Gb or better Ethernet. Redundant replication of data
within distributed storage nodes also requires the use of
this network

Deployment/PXE network The deployment network is used to implement the
deployment of the cloud platform. The server with the
deployment end and the server to be deployed are
connected in the same network, and the server to be
deployed is automatically deployed through PXE. The
server installs the operating system and completes the
installation and configuration of various components
through PXE

(continued)
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Table 1. (continued)

Network name Network details

IPMI network The IPMI network is a network for remote management
of physical machines. The physical opportunity
provides a separate IPMI network port. The
high-availability function of the computing node of the
all-in-one machine requires the use of the network to
shut down and restart the physical machine

relationship between different networks and different network interfaces. The connection
topology diagram of the UDS server is shown in Fig. 4.

Fig. 4. Connection topology
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Isolating the network through ports eliminates the need to planVLANs.We generally
only need to plan the IP addresses of the external network and the floating network, and
use the default IP addresses for other networks. Table 2 is the specific plan.

Table 2. Network planning scheme

Network Type VLAN Physical interface IP address planning

Business Private Network 6 eth0 192.168.111.0/24

Management Network 5 eth2 192.168.1.0/24

Storage Network 4 eth3 192.168.0.0/24

Deployment Network N/A eth0 10.20.0.0/24

External network/floating network 100 eth1 172.16.0.0/24

3 Enterprise-level JCOS Cloud Platform Deployment Plan

The following conditions must be prepared for the deployment of the JCOS platform on
the fuel deployment side.

• The node server and the deployment server are connected in the sameLayer 2 network.
• The node server sets PXE priority to start.
• The node server must enable hardware virtualization in the BIOS settings.

3.1 Opensatack Environment

Choose the deployment mode “HA multi-node” mode. In this mode, an odd number
of controller nodes need to be deployed. The basic services of the cluster have high
availability guarantee in this mode.

If you deploy OpenStack on a physical machine, select “KVM”. If you are testing
OpenStack in a virtual machine, select “QEMU”. This deployment scheme runs on
hardware, so we select “KVM”.

3.2 Node Allocation

After entering the main interface of the cloud platform, we turn on the power of the node
server to automatically obtain the IP address and load the operating system. After the
node is discovered, the discovered node will be displayed in the unallocated node pool.

3.3 Assigning Roles

Select the node that needs to be allocated from the unallocated node pool, and assign
the corresponding role according to the demand. If it is only a single device, you need
to assign all roles to the node.
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4 Result Analysis

After the deployment of the JCOS cloud platform, the Windows cloud host and the Cent
OS cloud host are created. Under the same host configuration, the CPU uses 2 cores and
the memory uses 2G. The efficiency of the JCOS cloud platform is more than 2 times
more optimized than the time of VM virtualization, and the result is shown in Fig. 5.
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VM platform JCOS cloud platform
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Fig. 5. Comparison of results

5 Conclusion

As the first truly enterprise-level Openstack cloudmanagement platform in China, JCOS
has been widely used in education, healthcare, government, IDC, operators and other
industries. It has the advantages of high performance, stable operation, wide compatibil-
ity, and quick deployment. Platform monitoring and management, and log information
maintenance are important features of platform operation and maintenance. After an
enterprise deploys a private cloud, the maintenance and update of its system becomes
faster, and the task of network administrators becomes relatively easy.
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Abstract. Campus card system is the core business and platform of University
InformationSystem.Aftermore than ten years of development, it covers all aspects
of campus life: learning, teaching and research. This paper explains the current
situation of campus card system from the perspective of card, account and billing,
descripts system design and account model. Based on current system, this paper
analyses the development of virtual campus card and describes a Data docking
method in Information System.
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1 Background

With the continuous construction of our country’s informatization and the continuous
popularization of network technology, Internet technology is widely used in society,
and new technologies and concepts are constantly emerging, such as: IPv6, 5G, face
recognition, biotechnology, drones, block Chain, big data, virtualization, edge comput-
ing, etc. [1, 2]. The rapid development of informatization has promoted the construction
of informatization in universities and promoted the rapid development of all aspects of
informatization in universities. The campus all-in-one card system, which is one of the
foundations and core platforms of university informatization, has developed from only
solving the problems of canteen catering, shower hot water, supermarket shopping, etc.,
to covering almost all the campus life: studying, teaching and research by teachers and
students. The continuous increasing of business requirement and information system
requirement in university has brought higher requirements for third-party docking in
campus information system [12, 14]. While exploring the construction of the campus
all-in-one card, this article explores the physical card, virtual card, third-party business
system docking, and electronic campus card identity data docking. Provide solutions for
the construction of a new generation of campus card.

2 Campus Cards and System

At present, the campus all-in-one card system forms an informatized closed-loop man-
agement of cards, accounts, and accounts based on service programs, databases, network
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technology, and terminal equipment. At the same time, it is integrated and linked with
other systems through docking. All teachers, students and staff of the school only need to
hold one campus card, which replaces all the previous certificates, including student ID,
teacher ID, library ID, dining card, student medical ID, boarding card, access card, etc.
The campus all-in-one card system is the main framework for supporting and running
information-based campus applications [7, 11]. Most of it adopts C/S architecture [3].
In the same time, we are talking about another system architecture which uses front-
end server or docking server to be compatible with third-party systems and equipment
to realize the campus information system. The system business covers all aspects of
the teachers and students in the school. The business scope includes: data business, card
business, finance, consumer business,water control business, electronic control business,
vehicle business, access control business, storage subsidy business, secret key business,
etc. [4, 10].

Recently, most campus cards use radio frequency contactless IC cards, and the main
card model is theMifare1 series (M1 card for short) produced by NXP. At the same time,
some colleges and universities have adopted CPU chip cards, and most college users use
the FM series of Shanghai FudanMicroelectronics (such as FM1208 card, FM1208M01
card, FM1280M-JAVA card). In terms of card security, the CPU card has a central
memory (CPU), storage units (ROM, RAM and EEPROM) and a card operating system
(COS). TheCPU card is not just a single contactless card, but a COS application platform
of the system.TheCPUcard equippedwithCOSnot only has the function of data storage,
but also has the functions of command processing, calculation and data encryption. The
characteristics of the card surface of the CPU card and the security technology of COS
provide a double security guarantee, which can realize the true meaning of one card and
multiple applications. Each application is independent of each other and controlled by
its own key management system, and storage large capacity. The dynamic password is
used by the CPU card, and it is the same card with one password, each time the card is
swiped, the authentication password is different, which can effectively prevent security
vulnerabilities such as duplicate cards, copy cards, malicious modification of the data
on the card, and effectively improve the entire system security. Compare these types of
current campus cards as follows (Table 1).
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Table 1. Types of current campus cards examples.

Types Mifare1 card series CPU card FM series

Exa M1 FM1208M01 FM1208 FM1280M-JAVA (as
JAVA card)

Cap 8 KB 7 KB + 1 KB mode,
compatible with M1

8 KB 80 KB capacity, built-in
multiple PBOC
applications, independent
of each application COS,
support multiple
authentication methods

Mode Sector mode File mode

COS Without COS system With COS system

Enc without Hardware
encryption

Support hardware DES operation module

Auth Fixed key. no SAM
authentication

Dynamic key. Using SAM card encryption and authentication
to ensure safety

3 Campus Card Data

The campus card data is themanagement of cards, accounts, and bills. In themanagement
of accounts, there are different groups of people in different universities, but they all
have similar problems and difficulties: data comes from different business departments
and systems; there is a lack of system docking between systems, data is isolated, and the
systems cannot be linked; data quality is not high due to sparse management; coupled
with changes in departmental business and other reasons, it has caused a variety of data
and accumulation of historical data. In this paper, the data has been cleaned up, mainly
according to the management of the cards and accounts to sort out teachers, students,
and other users, and sort out five categories and 28 sub categories of personnel. At
the same time, it is connected to the business system, and based on this, we combined
with the business and department to screen and clear the data, to solve the problems of
management, data, and users in the campus card system. Getting through the business
systems of various business departments has played a key step in the future data linkage
and data sharing.

4 Physical Card and Virtual Card

After more than ten years of development, physical cards, as the main carrier of identity
recognition and campus consumption, have become an indispensable part of the campus
all-in-one card system. The main advantages of using physical cards are: easy to carry,
high reliability, gradual improvement in security, and convenient to use; but at the same
time, physical cards also have many shortcomings: recharge problems, card replacement
problems, lost and forgotten problems, card-not-equal-database problems, etc. [15].
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With the rapid development of mobile Internet technology and information technol-
ogy, based on the physical card, the concept of a virtual campus card is proposed. In
essence, the virtual campus card is an extension of the mobile Internet service on the
existing one-card system [2, 5]. The virtual campus card is a kind of virtual card that
is bound to the physical card and can replace the physical card for identity recognition
and campus consumption. Teachers and students can use this virtual card to realize con-
sumption and identification at any time. The main advantages of the virtual campus card
are: convenient management and function expansion, there is no management cost of the
physical card, the virtual card does not have the problem of loss, there is no problem of
replacing the card, it can cover most all the campus scene. Of course, the virtual campus
card also has some shortcomings: the usage of water control problem, can’t be identity
cards, data losing problem, high dependence on the network, and the security problem
that breaks the closed environment of the private network.

The virtual campus card system adopts Internet technology, mobile application tech-
nology, payment technology, etc., unified data management, cards can use multiple car-
riers, and expand payment methods. The current carriers include: handset terminals with
NFC, QR (Quick Response) code, biometrics, web account and passwords, etc. Scan-
ning the QR code is the most common way to realize the virtual campus card. We divide
the scanning code into two ways: the Scan and the Scanned. The Scan: The device held
by the consumer (user) scans the device or the QR code of the payee (merchant). The
Scanned: The QR code generated by the consumer is scanned by the payee.

The process of Scan is:

1) The machine adopts a static QR code that has been generated or a dynamic QR code
generated after entering the amount.

2) The consumer scans the QR code and obtains the information, and then applies to
the payment platform.

3) The payment platform and the all-in-one card backend perform data verification and
conduct transaction processing.

4) The transaction result is returned to the machine tool and the consumer.

The process of Scanned is:

1) The consumer generates a dynamic QR code on the APP or webpage on the handset
device.

2) The machine scans the consumer’s QR code, enters the amount, and asks the
background for data verification. And initiate a transaction request.

3) The payment platform and the all-in-one card background complete data verification
and complete the transaction.

4) The transaction result is returned to the machine tool and the consumer.

The following figure is a simplified diagram of the virtual campus card usage (Fig. 1):
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Fig. 1. Virtual campus card usage

5 System Design and Account Modes

The design of the system was implemented in four-layers architecture: Interface layer,
Application service layer, Data access layer and Bus service layer. The service content
that the platform providing: data access service, security service, infrastructure service,
management service, development service, resource management service.

Data access service:Responsible for providing services such as the definition, storage
and query of data resources, realizing centralized management of data, and ensuring the
legality and integrity of data resources.

Security Service: Responsible for protecting every layer and network from unnec-
essary threats. Responsible for protecting the legality, integrity and security of data
interaction and data communication between each layer of the architecture.

Infrastructure services: Provide efficient use of resources, ensure a complete oper-
ating environment, balance workloads to meet service requirement, isolate workload
to avoid interference, perform maintenance, secure access, trusted business and data
processes, simplify overall system management.

Management services: Provide management tools to monitor service flow, underly-
ing system status, resource utilization, service target realization, management strategy
execution, and failure recovery.

Development Service: Provide a complete set of development tools for system
expansion.

Resource management service: A service that manages application services regis-
tered and running under the architecture.

Themost important thing in the design of the above campus card system is to solve the
accounting problem. At present, the usual account models are divided into the following
types:

• Offline mode: transactions are carried out based on the card electronic wallet. This
mode is not affected by the factors such as: the network and background, and can be
used for offline consumption. However, offline consumption data cannot be uploaded
in time, resulting in inconsistency between the balance on the card and the amount
of the back-end account (data-base); if the card is dropped and the card is replaced
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at this time, there will be an inconsistency between the card and the amount in the
data-base. If the equipment was broken at this time, there will be data loss Case.

• Online mode: transactions are carried out based on the background online account,
and the card is for the identification. This model is the realization of the account model
of the virtual campus card. The recharge will be credited to the account in real time
and will not be affected by the loss of the physical card. But the biggest disadvantage
is the reliance on the network. If the network or the background platform fails, it will
affect business processing.

• Offline mode with online allowed: When connected to the Internet, transactions are
carried out based on the back-end online account. The transaction is successfully
written into the card electronic wallet. When the terminal is not connected to the
Internet, the card electronic wallet shall prevail. The biggest advantage of this mode
is that it can have the advantages of the online mode when the network is fine, and can
handle the business in the offline mode when the network is blocked. But this mode
also has the disadvantages of the offline mode.

• Online account with electronic wallet separation mode: one user has two accounts,
online account and offline wallet, the two accounts are independent of each other. This
mode is a fusion of offline mode and online mode. There are advantages of these two
modes as well as disadvantages of these two modes. There are two accounts for users
at the same time, which may cause confusion for users.

The above account model analyses several existing account methods, and each uni-
versity will choose a different method according to its own situation. At present, physi-
cal cards mainly use offline mode, while virtual campus cards mostly use online mode.
Different account models can also be selected according to different requirements to
facilitate the management of system reconciliation.

6 Data Docking

The realization of the virtual campus card can be based on the existing all-in-one card
system to expand payment methods. Currently, the methods include: Alipay payment,
WeChat payment, Integration payment and so on. Use APP, Web, WeChat, Alipay, etc.
However, it’s difficult to expand the market of the APP. And it’s easy to use the H5
webpage method for multi-party connection. On the other hand, with the expanding of
the mobile Internet, the WeChat and Alipay method has also been widely used. Alipay
has anAlipay electronic campus card,WeChat has a TencentWeiXiao electronic campus
card, and the Integration payment party also has its own electronic campus card. We use
Alipay as an example to explain the identity authentication and consumption of the
electronic campus card.

The Alipay electronic campus card mainly uses the interface to identify the identity
of people, so it does not affect the existing data access and business processing of the
original campus system.All accounting and transactions are completed inAlipay system.
Users only need to apply for an electronic campus card.When users receive the electronic
campus card in the Alipay card package, they need to initiate an identity authentication
request to the background to confirm whether the user has the authentication. Only the
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person who have passed the certification can receive the electronic campus card. The
application for e-campus card is as follows (Fig. 2):
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Fig. 2. The processing of e-campus card

The campus all-in-one card database stores identity data. In order to reduce the access
pressure to the campus card system and security considerations, a data cache server is
added between the campus card database and Alipay APP. The campus card database
regularly pushes data to the cache server, and Alipay accesses the data cache server to
verify user’s identity.

For information security concerning:

1) The campus card identity database only needs to periodically synchronize the latest
identity data with the data cache server, which does not affect the existing business
of the campus card system.

2) The data cache server is stored in the machinery room to reduce the risk of data
leakage.

3) The data cache server opens the firewall, and only opens the public network access
permissions for certain necessary ports.

4) Set the access IP whitelist and only allow Alipay server access.
5) When accessing data, a strict encryption and signature mechanism is used to ensure

communication security.

At present, this method has been used for identity authentication and consumption
in some schools. With the continuous expansion in the later period, it can be extended
to other all-in-one cards scenarios.
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7 Summary

With the exploration of campus all-in-one card construction, we can see a development
trend from physical cards to virtual cards. Comparing the physical cards and virtual
cards, we can see that from the saving money, facilitating management, and improving
user experience, virtual cards have brought more convenience to schools, but from the
current development, virtual cards cannot completely replace the physical cards. At the
same time, the virtual cards also need to rely on the current campus card system. There
are also defects in the usage of virtual cards, such as the using water control. Due to the
dependence of virtual cards on handset terminals, there will be inconveniences when
using water control. Of course, there are other solutions that can be found, such as the
express delivery method, using temporary digital string generation.

In general, virtual cards and physical cards will co-exist in the campus all-in-one
card field, and virtual cards will be a direction for the development of all-in-one cards.
With the advancement of technology and practice, the campus all-in-one card will much
more focus on users. Based on the existing all-in-one card platform, it is believed that
more user-friendly forms and methods will be adopted and used.
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Abstract. A novel simulation approach for 3D surface topography that consid-
ers the elastic-plastic deformation of workpiece material during a high-precision
grinding process is presented in this paper. First, according to the kinematics anal-
ysis for the abrasive grain during the grinding process, the motion trajectory of
the abrasive grain can be calculated. Second, the kinematic interaction between
the workpiece and the abrasive grains can be established, which integrates the
elastic-plastic deformation effect on the workpiece material with the topography,
the simulation results are more realistic, and the simulation precision is much
higher. Finally, based on an improved surface applied to the grinding wheel, the
surface topography of the workpiece is formed by continuously iterating overall
motion trajectories from all active abrasive-grains in the process of high-precision
grinding. Both the surface topography and the simulated roughness value of this
work are found to agree well with those obtained in the experiment. Based on
the novel simulation method in this paper, a brand-new approach to predict the
quality of the grinding surface by providingmachining parameters, selecting effec-
tive machining parameters, and further optimizing parameters for the actual plane
grinding process, is provided.

Keywords: Surface topography · High-precision grinding · Abrasive grain ·
Elastic-plastic deformation · Simulation

1 Introduction

There are two important factors affecting the surface quality of the machined workpiece
during the high-precision grinding: the abrasive grains (grinding tools) and the debris
formation process. In a traditional grinding process, the machining dimension of the
parts and the 3D model of the machined surface are obtained by instrument detection
after grinding [1–3]. If the processing parameters are selected improperly, the parts will
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not meet the technical requirements, which will result in wasting money and resources
[4].

With the development of computer technology, the 3D surface of machined parts has
been digitally simulated with the help of computers, and this process is usually called
virtual manufacturing. Virtual manufacturing is one of the main development directions
of modern manufacturing [5–7].

Many researchers have made significant attempts to study the generation mechanism
of workpiece surface during grinding process. Malkin [8] described motion trajectory of
any abrasive grain and investigated the relationship between the chip thickness and the
grinding parameters. A mathematical model to describe the kinematics of the dressed
wheel topography and to reflect the ground workpiece surface texture was established
by Liu and his co-authors [9]. Kunz and his co-author [10] utilized a machine vision
method to survey the wheel topography of a diamond micro-grinding wheel. Nguyen
et al. [11] proposed a kinematic simulation model for the grinding operation, in which
the complex interaction relationship between thewheel and theworkpiecewas taken into
account during the creation process of the machined surface. The surface topography
of the grinding wheel can affect the surface integrity of grinding workpiece. Chen and
his co-authors [12] focused on the modeling for grinding workpiece surface founded on
the real grinding-wheel surface topography. Cao and his co-authors [13] investigated the
influences of the grinding parameters and the grinding mechanism on surface topogra-
phy of the workpiece, and a novel topography simulation model considered the relative
vibration between the grinding-wheel and the workpiece was proposed, concurrently,
the wheel working surface topography was taken into account in this model. Nguyen and
Butler [14] described a numerical procedure according to a random field transformation
for effectively generating the grinding wheel topography. The correlation between the
grinding wheel surface topography and its performance was investigated by Nguyen and
Butler in another study [15], which was characterized by using 3D surface characteri-
sation parameters. Li and Rong [16] established the micro interference model of single
abrasive grain taking the shape and the size properties of the abrasive grain accompa-
nying the crush between the binder and the grain into account. Because of self-excited
vibration, surface grinding processes are bound to be chatter. Sun et al. [17] devel-
oped a dynamic model with time-delay and two degrees of freedom feature to reveal
the correlation of the dynamic system characteristic and the workpiece topography. Liu
and his co-authors [18] took the gear grinding as the research object and revealed the
chatter effect on the machined surface topography. The grinding operations under differ-
ent machining states and surface topographies of gears in each process were discussed
comprehensively. Jiang et al. [19] established the kinematics model of machining sur-
face topography of workpiece taking the factors of grinding parameters and vibrational
features into account.

However, the machined workpiece materials in the above literatures were assumed
that they were non-deformed (under ideal conditions), and all of these researches did
not take the influence of workpiece material’s elastic-plastic deformation on workpiece
surface into account. The simulating precision of the above discussed studies lags behind
that of the actual machined surface. How to synthetically consider workpiece material’s
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elastic-plastic deformation during the grinding process and the kinematic prediction for
the grinding process proves to be our research emphasis.

In this paper, the abrasive-grain motion trajectory of a plane grinding process is
analysed and studied. First, the trajectory equations of abrasive-grain are proposed based
on the grinding kinematics. Second, the kinematic interaction relationship between the
machining workpiece and the abrasive-grains can be established, a novel approach for
surface topography simulation taking the elastic-plastic deformation of amaterial during
a grinding process into account is also developed. Finally, based on the an improved
Gaussian surface applied to the grinding wheel, the workpiece surface topography can
be formed by continuously iterating overall motion trajectories from all active abrasive-
grains in the process of high-precision grinding, and theMATLABprogrammingmethod
is used to simulate and predict the 3D grinding surface of workpiece.

2 Grinding Kinematics

In the high-precision grinding process, there are two movements: the rotation of the
grinding-wheel and the translational movement of the machining workpiece [20, 21].

Fig. 1. The motion trajectory of a working abrasive-grain.

In Fig. 1, the coordinates system O′XYZ can be established following the rules that
its origin pointO′ is fixed on the workpiece and coinciding with the abrasive-grain at the
lowest point position, and the machining trochoid path FO′F ′ is formed on the surface
of workpiece. This trochoid is synthesized with two motions: abrasive grain rotating
around the wheel centre and workpiece translation [11]. The mathematical description
of this trochoid is given by Eqs. (1) and (2) [22]:

x = ds
2
sin θ ± dsvw

2vs
θ (1)

z = ds(1 − cos θ) (2)

where x and z are the trajectory coordinates of the abrasive-grain, vw represents the
workpiece movement velocity, vs represents the linear velocity of the grinding-wheel,
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θ represents the rotation angle of the grinding-wheel, due to the small of angle θ here,
sinθ ≈ θ , and ds represents the nominal diameter of the grinding-wheel.

t represents the time required for the abrasive-grain rotating counter-clockwise with
an angle θ from the lowest position point O′, and t = dsθ

2vs
. The process in which the

linear velocity direction of an abrasive grain revolving around the wheel axis is opposite
to that of the workpiece movement is referred to as up-grinding, and the symbol ± is
replaced by + in Eq. (1). Otherwise, when down-grinding occurs, ± is replaced by −.

Because θ is very small here, sinθ ≈ θ , the trochoid can be simplified to a parabola:

z = x2

ds
(
1 ± vw

vs

)2 (3)

Due to the workpiece translation, when abrasive-grains cut the workpiece surface,
the coordinate origin of each cutting parabola on the workpiece is different. The distance
value �Oij from the coordinate origin to the initial cutting position can be expressed as

�Oij = �Lijvw
vs

(4)

where �Lij is the arc length that the initial position of the abrasive grain turns, �Lij =
π(n − 1)�ds + lij, lij represents the arc length from the grain on the grinding-wheel
surface to the initial point, and n represents the rotation cycle of the grinding-wheel.

Fig. 2. Cutting model of a single abrasive-grain on a grinding-wheel.

Taking the coordinate system translation and the distance from the abrasive grain to
the wheel-axis into account (in Fig. 2), thus the trajectory equation of a single abrasive-
grain acting on a grinding wheel surface can be obtained again:

z =
(
x − �Oij

)2

dij
(
1 ± vw

vs

)2 + hmax − hij (5)
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where dij represents the actual distance from the wheel centre to the top point among
the cutting points, dij = ds + hij, hmax represents the maximum coordinate value among
cutting points for all abrasive-grains, hmax = max

{
hij

}
, and hij is the actual radial height

of grain cutting points on the wheel surface.

3 Interaction Mechanism of Abrasive-Grains and Workpiece
Material in the Grinding Contact Zone

The force acting on a single abrasive grain normal is regarded similar to the stress
condition when testing the Brinell-hardness [23]. The deformation condition can be
confined as an elastic-plastic deformation. When the spherical grain moves horizontally
(along the direction of linear velocity), the plastic-deformation region on the sphere
begins tilting, and the material of grinding workpiece is stacked up and torn from the
surface of workpiece to generate debris [24].

Fig. 3. Action process of a spherical abrasive grain during grinding.

This process is shown in Fig. 3. Where the force R of a single abrasive-grain is
derived using the test method of Brinell hardness.

R = π

3
b2HC′ (6)

In the contact zone, C ′ represents the ratio (the mean pressure is divided by the axial
stress), where, generally, C ′ = 3, b is equal to half of the grinded workpiece width, H is
the Brinell hardness of the workpiece material, and R represents the normal force acting
on abrasive-grain.

The grinding-wheel is a porous body that is composed of abrasive-grains, binder,
and pores. The abrasive-grains are elastically supported with the binder. During the
actual grinding process, due to the movement of the abrasive-grain centre under the
cutting force action, it directly causes the actual interference/contact curve between the
wheel and theworkpiece to be higher than the theoretical one.Meanwhile, the workpiece
surfacewill attain elastic-recoverywhenfinish grinding, therefore, the final curve formed
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Fig. 4. Action curve of the abrasive-grain.

by the surface formation is higher than the actual interference/contact curve between the
grinding-wheel and the machining workpiece (in Fig. 4).

The actual forming curve is realized by attaching the change δc of the grain centre, and
the elastic-recovery δw of the grindingmaterial to the basis of the theoretical interference
curve. After discretizing theworkpiece surface, the coordinatematrix Zn

i can be obtained
as Eq. (7):

Zn
i = min

(
zni + δci + δwi,Z

n−1
i

)
(7)

where Zn
i represents the coordinate matrix of workpiece surface when finish cutting of

the n−th abrasive-grain, zni represents the theoretical coordinate matrix of the workpiece
surface after machining of the n-th abrasive-grain, Zn−1

i means the coordinate matrix of
workpiece surface after machining of the (n − 1)-th abrasive-grain, and δci, δwi are two
types of deformation values at point i, and their expressions are as follows:

δc = C(Rcosθ)2/3 (8)

δw = Rcosθ/k (9)

where C is a constant value that ranges from 0.08 to 0.25 with an average value of 0.15
[25] and k is the stiffness of the workpiece.

In the grinding process, only the undeformed material is removed by the abrasive-
grains, while the remaining unresected material undergoes plastic deformation and is
stacked on two sides of abrasive-grains, therefore, the grinding efficiency β is utilized
here, which is equal to the ratio of the material volume that is undeformed but removed
from workpiece surface to the total volume machined by the abrasive-grain in this zone
where the abrasive grain has cut. Then, the area Ap that accumulates on both sides of the
abrasive grain due to the plastic deformation can be written as

Ap = A(1 − β)/2 (10)

The shape of the material that accumulates on both sides of the abrasive grain can
be approximated by a parabola (in Fig. 5).

z = (2a − x)xh

a2
(11)

The workpiece material is stacked on two sides of the orientation of angle α; then,
the stacked material area can be obtained from the stacked material curve:

Ap = 4ah/3 (12)
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Fig. 5. Plastic accumulation caused by a plough.

Then,

a =
√

3Ap

2tanα
(13)

h =
√
3Aptanα

8
(14)

where tanα = tmax
b .

4 Simulation of the Workpiece Grinding Surface

During the computer simulation process of the high-precision grinding, such surface
parameters of the grinding-wheel can be obtained in two ways. One method is to obtain
a heightmatrix describing the shapeof the surface bymeasuring.This approach, however,
takes a lot of time, and computer simulations require massive piece of the wheel-surface.
The other method is to randomly generate the position matrix of the abrasive-grains
distributed on the grinding-wheel using a computer. Generally, the abrasive-grains are
simplified as spheres ignoring the complexity of their shape [26–29]. From a mathe-
matical viewpoint, these abrasive-grains are a set of points with an average distribution
in the two-dimensional direction of the wheel surface, and the distances between the
grains obey an even distribution [30] in the radial direction. The protrusion-heights of

Fig. 6. An improved Gaussian surface of the grinding wheel simulated by the authors of this
paper.
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these abrasive-grains are described with a distribution [31], furthermore, the size of the
abrasive-grain is approximately equal to the number of grains.

Fig. 7. Computer simulation flow chart.

An improved surface for the grinding-wheel simulated by authors of this paper is
shown in Fig. 6. In the computer simulation process, the surface of cutting workpiece can
be obtained with the interaction between the abrasive grains and machining workpiece.
The trajectory equation of the grain cutting on the workpiece can be obtained from the
grinding kinematics model. The machined surface model without elastic-plastic defor-
mation is calculated by the grinding trajectory. The cross sections of the interference
formed by the workpiece surface and those abrasive-grains is obtained using the inter-
action model between the abrasive-grains with the grinding workpiece. The ultimate
workpiece surface model is then computed by the cross sectional shapes generated by
these interference.

Figure 7 shows the whole simulation process, the flow chart for the axial and circum-
ferential coordinate matrices generation of the abrasive-grain distributed on grinding-
wheel surface is shown in Fig. 8. Figure 9 shows the coordinate matrix when finish
calculating the elastic-plastic deformation for the workpiece surface.

In the simulation experiment, the material is quenched steel of 45#, and the grinding-
wheel is GB70RAP400. The data from the abrasive-grains distributed on the surface of
grinding-wheel are as follows: the average gap between two adjacent abrasive-grains in
circumferential and axial directions is 0.236 mm, and the variation range is ±0.15 mm.
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Fig. 8. Flow chart for generating the grain axial deformation of the workpiece material.

Fig. 9. Flow chart for elastic-plastic and circumferential coordinates.



A Novel Approach for Surface Topography Simulation Considering 1185

Table 1. Parametric values of the grinding simulation.

Parameters Values

Linear velocity of abrasive grains (vs) 30000 mm/s

Velocity of workpiece translation (vw) 500/60 mm/s

Nominal diameter of grinding wheel (ds) 500 mm

Theoretical given cutting depth (ap) 0.04 mm

Hardness of workpiece material (H ) 45HRC (convert to Brinell Hardness when
solving)

Coefficient related to the system stiffness of
grinding wheel (C)

0.16

Cutting efficiency (β) 0.8

Stiffness of workpiece (k) 320 kg/mm

For these abrasive-grains, the average diameter is 0.125 mm, and the variation range is
±0.11 mm. Table 1 shows the cutting parameters of simulation.

Fig. 10. Relationship between the cutting efficiency and the surface roughness.

When the other parameters are kept unchanged, the surface roughness changes with
the cutting efficiency of the workpiece material, which is shown in Fig. 10.

From Fig. 10, a greater cutting efficiency of the workpiece material results in a
reduced surface roughness and a better surface quality is obtained, which is the condition
under which the other parameters are unchanged. The grinding-wheel surface is meshed
(shown in Fig. 11).
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Fig. 11. Simulated wheel topography.

Fig. 12. The workpiece surface topography and the local enlarged drawing.

The workpiece surface topography is formed with continuously iterating the motion
trajectories, these motion trajectories are generated by all active abrasive grains in high-
precision machining (in Fig. 12). The array of workpiece surface topography needs to
be updated

[
Gij

]k = min
([
Gij

]k−1
,
[
gij

])
(15)

where
[
gij

]
is defined as the initial array, Gij is the protrusion height array of workpiece

surface after cutting, the superscript k represents the surface profile index formed by the
k-th abrasive-grain. when multi-pass grinding, the preceding simulation for workpiece
surface is fed back into the computer program, which is regard as the initial surface
texture of the grinding workpiece.

Figure 13 shows a three-dimensional model for the workpiece surface when finish
grinding, in which Z represents the height coordinate of the machined workpiece, Ws

represents the machined workpiece coordinate in the direction of the grinding-wheel
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Fig. 13. Simulated surface shape of workpiece.

axis, and Ls is the translational direction coordinate of theworkpiece. The labelled values
(showing the maximum height and the corresponding position of maximum height) are
shown in the upper right corner.

5 Experimental Verification and Analysis

For the sake of verifying the rationality and effectiveness of the algorithm here,
comparing the simulation results with the experimental ones is necessary.

Fig. 14. Yuqing grinder. Fig. 15. 3D optical surface profilometer.

Table 2. Roughness values comparison.

Sample no. Measured roughness Ra (μm) Simulated roughness Ra (μm) Error

1 0.272 0.251 7.7%

2 0.344 0.323 6.1%

3 0.305 0.292 4.3%

Three high-precision grinding experiments were implemented on a multi-function
grinder (Model 614S, Taiwan Yuqing Company, as shown in Fig. 14). The grinding sur-
face of all machining parameters was investigated with a 3D optical surface profilometer
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(a) (b)

(c) (d)

Fig. 16. Comparison of three-dimensional ground surface topography (vs = 10 mm/s, vw =
1 m/min, ap = 0.01 mm)
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(a) (b) 

(c) (d)

Fig. 17. Comparison of three-dimensional ground surface topography (vs = 20 mm/s, vw =
1 m/min, ap = 0.04 mm).
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(a) (b)

(c) (d)

Fig. 18. Comparison of three-dimensional ground surface topography (vs = 20 mm/s, vw =
2 m/min, ap = 0.01 mm).

(ContourGT, American Bruker Company, as shown in Fig. 15). In Figures 16, 17, and
18, the simulated three dimensional surface topography of isometric view figure shown
in (b) and top view figure shown in (d), the measured surface topography of isometric
view figure shown in (a) and top view figure shown in (c). Table 2 shows that both the
measured results and simulation ones have consistent topography features, furthermore,
the roughness values also have a small error(less than 8%). In conclusion, it can be said
that there is reasonable agreement between the simulated results and the experimental
ones.

6 Conclusions

The relationship among the grain parameters, the grinding parameters and the workpiece
surface shape is established according to the kinematic model of high-precision grinding
and the interaction model between the abrasive-grains and the machined workpiece. The
effects of the workpiece material’s elastic-plastic deformation are integrated into the
kinematic interaction model, the simulation results are more realistic, and the simulation
precision is much higher. By using the MATLAB programming environment, based on
the an improved Gaussian surface applied to the grinding wheel, the workpiece surface
topography can be formed by continuously iterating overall motion trajectories from all
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active abrasive-grains in the process of high-precision grinding. When comparing the
simulated roughness value and the surface topography of this grinding work, under the
same machining conditions, both of them are consistent with the measured workpiece
surface. The comparison between the simulations and the measurements shows that the
accuracy of the presented model is high enough, and both the measured and simulation
results have basically consistent topography features and the roughness values also have
a small error which is less than 8%. The 3D surface model of the grinding workpiece can
be predicted using a computer simulation test, which can provide a basis for selecting
machining parameters and further optimizing the parameters.
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Abstract. This paper designs and implements a private cloud platform deployed
on an office system that supports domestic software and hardware. With the rapid
development of cloud computing, more and more enterprises and users choose
cloud platform as a vital Internet resource. At present, most private cloud tech-
nologies rely on mature foreign commercial applications and frameworks, and it
isn’t easy to achieve compatibility betweenChinese software and hardware. There-
fore, it is urgent to design a private cloud platform that supports Chinese software
and hardware. The key private cloud technology of the cloud platform designed
in this paper is the key technology of private cloud that supports independent
and controllable Chinese software and hardware. The cloud platform uses virtual
computing, virtual storage, virtual network, and other technologies to complete the
virtualization of computing resources, storage resources, and network resources.
Users can centrally schedule and manage virtual resources.

Keywords: Private cloud platform · Virtualization · Cloud computing

1 Introduction

The rapid development and innovation of the Internet have made traditional IT infras-
tructure platforms increasingly bloated, leading to longer deployment cycles, making it
more and more challenging to adapt to business changes. In recent years, as a new type
of IT infrastructure platform deployment architecture, cloud computing has frequently
appeared in the public’s field of vision. Traditional IT platforms have long deploy-
ment cycles, high system failure rates, and later operation and maintenance difficulties.
The cloud platform attracts more and more people’s attention through its low IT cost
investment, efficient resource utilization, flexible system adjustment, and low business
integration difficulty [1].

Nowadays, with the continuous development and popularization of cloud comput-
ing technology and related products, more and more companies and individuals have
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adopted the cloud computing platform as the primary choice for using IT resources [2].
Many excellent features of the cloud platformmake it widely used in people’s livelihood,
finance, military, and business [3]. Many countries have included cloud computing in
their national key development plans. Under the current international background, the
localization of cutting-edge technology industries is safe and controllable. At present,
most of the Chinese cloud platform technologies and solutions are based on mature for-
eign commercial applications or open-source frameworks, and it is challenging to be per-
fectly compatiblewithChinese office software. Therefore, it is necessary to actively carry
out relevant research on cloud platforms that adapt to Chinese software and hardware.

The key technology of private cloud involved in the private cloud platform designed
in this paper is the key technology to realize the autonomous and controllable Chinese
software and hardware, which provides strong cloud support for Chinese office systems.

The structure of this paper is as follows: first, introduce the research status of the
cloud platform; then raise the cloud platform system architecture in more detail; then
analyze the system function and performance test results; finally, summarize the paper.

2 Research Status

In 2006, Amazon launched the first batch of cloud products for Amazon Web Services,
followed by a series of AWS cloud services. Users can deploy applications with the help
of Amazon Elastic Container and perform a series of application extensions as needed
[4, 5]. In 2008, Google launched theGoogleAppEngine (GAE) cloud computing service
platform [6]. Microsoft released the Microsoft Azure Platform public cloud platform in
the same year.

3 Architecture Design of Cloud Platform

3.1 Overall Design

This system uses virtual computing, virtual storage, and virtual networks to complete
the virtualization of computing resources, storage resources, and network resources.
Through the user portal and administrator portal, users use platform-as-a-service (PaaS)
and infrastructure-as-a-service (IaaS) related applications to centrally schedule andman-
age virtual resources, thereby reducing business operating costs and ensuring system
security and reliability.

3.2 Overall Architecture

The cloudplatformdesigned in this paper drawson the best practices ofmainstreamcloud
platforms to provide standard cloud services. The main content of this cloud platform
is deployment and application to the cloud, forward-looking planning for operations,
and reference to the three-level protection requirements for security. Realize the unified
management of traditional IT equipment and resources and the current popular open-
source technology on a cloud platform. The overall architecture design of the cloud
platform is shown in Fig. 1.
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Fig. 1. The overall architecture.

The private cloud platformmainly includes (1) Private cloudmanagement portal sys-
tem (2) Private cloud operating system (3) Private cloud distributed storage system (4)
Private cloud security protection system (5) Private cloud intelligent operation andmain-
tenance system. This cloud platform is compatible with Chinese software and hardware,
supports Chinese office software systems in terms of software, adapts Chinese operating
systems such as the NeoKylin and Kylin in terms of hardware, and supports Chinese
CPUs as Feiteng, Loongson, and Shenwei.

3.3 Technology Architecture

The cloud platform comprises five parts: infrastructure layer, platform service layer,
cloud management center, security, and operation and maintenance. Through the col-
laboration of multiple components, the core service capabilities of the cloud platform
are realized.

Infrastructure Layer Design. The infrastructure layer uses virtualization technology
to organically combine resources such as computing, storage, and network. The overall
IT environment has higher applicability, availability, and efficiency than separate physi-
cal hardware resources. It meets the demands of enterprises for cost reduction, simplified
management, improved safety, and agile support. Provide core virtualization technology
and capabilities for the migration of key businesses of enterprises to the cloud comput-
ing environment and the construction of enterprise cloud data centers [7]. The overall
structure of the infrastructure layer is shown in Fig. 2.
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Fig. 2. The infrastructure.

The infrastructure layer includes three layers: physical resources, resource pack-
aging, and resource management. Physical resources mainly include servers, network
equipment, and storage devices. The resource encapsulation layer realizes the pooling
of different types of physical resources through different virtualization technologies. In
addition to driving the resource encapsulation layer, the resource management layer is
also responsible for managing various kinds of resources. Finally, the resource manage-
ment layer provides computing services, storage services, network services, container
services, mirroring services, physical machine services, load balancing services, and
other service interfaces to the cloud management platform [8].

Platform Service Layer Design. The platform service layer provides information sys-
tem development and runtime platform environments by creating standard templates and
interface packaging to help improve the deployment efficiency of development, testing,
and production environments. End users directly develop application system functions
and complete configuration and deployment on the platform service layer. The plat-
form service layer includes eight key components of microservice governance, machine
learning, integrated middleware as a service, process as a service, message as a service,
application middleware as a service, database as a service, and big data as a service.

Software Service Layer Design. SaaSusually positions application software programs
developed by PaaS as shared cloud services, which are provided as “products” or
available tools [9]. Manufacturers uniformly deploy application software on their own
servers. Users can order the required application software services from the manufactur-
ers through the Internet according to their actual needs, pay the manufacturers according
to the number of services ordered and the length of time, and obtain the manufacturer’s
provision through the Internet Service. Users can access through the client interface
on various devices, such as a browser. Users do not need to manage or control any
cloud computing infrastructure, including networks, servers, operating systems, storage
(Fig. 3).
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Fig. 3. Software service layer design.

Automation Capability Design. Flexible strategies can provide users with resources
and services. Users can increase and decrease the scale of IT infrastructure resources
according to system parameter settings to meet business development needs in real-
time and save costs. The flexible strategy function supports snapshots and mirroring as
templates to create cloud hosts. Users can set the threshold according to the average load
of the CPU. When the average load of the cluster reaches the threshold, the system will
allocate the resource elastically according to the rules. Elastic distribution is divided into
flexible expansion and elastic contraction. When the average cluster CPU load is greater
than the threshold, the system expands resources elastically. When the average cluster
CPU load is less than the threshold, resources elastically shrink.

Cloud host failover. The system performs periodic detection.When a physical server
failure causes a virtual machine failure, the system will migrate the cloud host to other
physical servers to quickly recover the cloud host. On the corresponding page, the user
can choose whether to support the HA function.
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3.4 Security Technology Architecture

Network and Communication Security. Network and communication security ensure
the security of the network environment through means such as regional isolation,
boundary protection, and traffic identification.

• Deploy an intrusion prevention system.
• Set up Virtual Private Network (VPN).
• TAP replication shunt access platform.
• Perform network system security performance testing.

Equipment and Computing Security. Equipment and computing security adopt mea-
sures and technical means such as identity authentication, access control, security audit,
intrusion prevention, malicious code prevention, resource control [10].

4 Function Test and Performance Test

4.1 Test Environment

The cloud platform test environment is mainly composed of four server nodes and a test
machine. The network topology of the test environment is shown in Fig. 4.

Fig. 4. Test network topology diagram.

The node server used for the test uses the Galaxy Kirin V4.0 operating system, the
CPU model is FT1500a@16c CPU 1.5 GHz, the server memory is 64 GB, and the hard
disk capacity is 1.5 TB. The software is configured with T2OS cloud operating system
V4.0, MariaDB V10.3, and RabbitMQ V3.6.5.

The client used in this test is a Thinkpad T420 laptop, using the Windows 7 flagship
operating system. The CPU model is Intel Core i5-2450M 2.50 GHz, the memory is
4 GB, the hard disk capacity is 500 GB, and the client configuration software is Google
Chrome 52.0.2743.116.
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4.2 Test Results

The cloud platform system designed in this paper realizes the cloud host management
and high availability of the virtualized cloud platform. Cloud host management realizes
the creation, login, migration, snapshot management, security group management, and
other functions of cloud hosts. High availability realizes resource cluster HA capability
and master node high availability.

Creating a single cloud host takes an average of 38.8 s; deleting a single cloud host
takes an average of 2.2 s; creating a single cloud disk (10 GB) takes an average of 1.0 s.
It takes an average of 7.9 s to start a single cloud host.

5 Conclusion

This cloud platform has successfully realized the creation and management of cloud
hosts in the cloud platform. It is a unified management platform and has high operat-
ing efficiency. This cloud platform realizes a comprehensive high-availability design
from business to IT resources, supports on-demand allocation of virtual resources, sup-
ports multiple operating systems, uses QoS technology to ensure various resources, and
supportsmultiple hardware devices. This cloud platform’s successful research and devel-
opment provide better and strong cloud support for Chinese office systems. A series of
private cloud key technologies have been adapted and optimized in the Chinese software
and hardware environment.
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Abstract. Deep learning architecture has become a cutting-edgemethod for auto-
matic music generation, but there are still problems such as loss of music style
and music structure. This paper presents an improved network structure of time
series model based on multi-track music. A context generator is added to the
traditional architecture. The context generator is responsible for generating cross-
track contextual music features between tracks. The purpose is to better generate
single-track andmulti-trackmusic features and tunes in time and space.Amodified
mapping model was further added to further modify the prediction results. Exper-
iments show that compared with traditional methods, the proposed will partially
improve the objective music evaluation index results.

Keywords: Time series model · GAN · Symbolic music generation ·Multitrack
music generation

1 Introduction

Deep learning is rapid developed technology in the field of AI. From the sky to the
ocean, from drones to unmanned vehicles, deep learning is playing its huge potential and
capabilities. In the medical field, the machine’s disease recognition rate of lung photos
has surpassed that of humans; the images and music generated by GAN technology can
be fake and real; in the commercial field, micropayments can already be made through
human faces; AlphaGo has defeated the real Go master in the official competition.

On the other hand, inmy opinion, music is an art that conveys emotions and emotions
through sound. It is a way of human self-expression. The creation of music can help
people entertain and express their feelings. It is feasible to use deep learning to imitate
the patterns and behaviors of existing songs, and to create music content that is real
music to human ears. There have been many researchers and research results in the field
of music generation based on artificial intelligence and deep learning.

Multi-trackmusic composing [1] requires professional knowledge and a command of
the interfaces of digital music software. Besides, few have focused on multi-track com-
posing with emotion great human involvement. According to these, the author presents
platform using our life elements. The system can be roughly split into three main parts.

An end-to-end generation framework called XiaoIce Band was proposed [2], which
generates a track with several tracks. The CRMCG model utilizes the encoder-decoder
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framework to generate both rhythm andmelody. For rhythm generation, in order to make
generated rhythm in harmony with existing part of music, they take previous generation
of music (previous melody and rhythm) into consideration. For melody generation, they
take previous melody, currently generated rhythm and corresponding chord to generate
melody sequence. Since rhythm is closely related to melody, the loss function of rhythm
generation only updates parameters related with rhythm loss, whereas the loss function
of melody generation updates all parameters by melody loss. The MICA model is used
to solve task, it treats the melody sequence as the input of encoder and the multiple
sequences as outputs of decoder. The designed between the hidden layers to learn the
relationships and keep the harmony between different tracks.

The Attention Cell is used to capture the relevant parts of other tasks for current task.
The author conducted melody generation and arrangement generation tasks to evaluate
the effectiveness of the CRMCGandMICA. Formelody generation task, they choose the
Magenta andGANMidi as baselinemethods,meanwhile, chord progression analysis and
rest analysis are used to evaluate the CRMCG model. For arrangement generation task,
they choose HRNN as baseline methods, meanwhile, harmony analysis and arrangement
analysis are used to evaluate the CRMCG model.

The paper [3] proposed a method to generate multiple chord music using GAN.
This model will process a transformation from MIDI files and chord music to multiple
bass, piano, drum, and guitar tracks and piano rolls., And its dimension is K. After
standard preprocessing of the MIDI file, all music is divided into more than one hundred
parts according to the beat and the pitch is changed to a certain range. At this time, the
dimension is [K * 5* 192 * 84]. The model given in the article contains a generator
and a discriminator of the convolutional neural network architecture. The structures of
the two are symmetrical and opposite. Finally, the activation function sigmoid is used to
separate the data. Since the music data is not discrete, and there are often multiple chords
pronounced at the same time, the convolution part adopts a full-channel architecture,
which helps the network to converge quickly. ReLU + tanh is used in the former,
LeakyReLU is used in the latter to deal with the gradient problem, and finally Adam is
used to complete the optimization.

Although there are many music generation technologies, the existing music genera-
tionmethods are still unsatisfactory.Most of themusic and songs generated by themusic
generation technology can be easily distinguished from the real music and songs by the
human ear. There are many reasons for this. For example, due to the lack of “alignment”
data [4], different styles are used for the same song, leading to the main music style
conversion can only use unsupervised methods. The loss of using GAN (RaGAN) dur-
ing training leads to the inability to guarantee that the original music structure will be
retained after conversion [5].

This paper proposes an improved time-series model network structure based on
multi-track music MuseGAN, and adds a correction mapping model after the generators
to bind the predicted results to the correct results. Experiments on standard data sets
show that themethod proposed in this paper can further improve subjective and objective
evaluation indicators such as Qualified Rhythm frequency.
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2 Symbolic Music Generation and Genre Transfer

Furthermore, when style conversion and classification are required, style alignment is
first required, with the goal of realizing VAE and style classification in a shared space
[6]. While switching the style of music data, this method can also change the types of
musical instruments, such as piano to violin, and can also change auditory characteristics
such as pitch. This model has a wide range of applications, such as music mixing, music
and song mixing, music insertion, and so on. Each data file is in MIDI format, with
style tags, that is, specific style tags. By extracting these information from the file and
converting them, such as pitch, gauge, and speed. This kind of VAE comes with hyper
parameter evaluation Kullback-Leibler to judge the cross entropy loss. In order to obtain
the joint distribution of the overall data, three codecs are used to form a shared space.

Another model of musical style conversion is called ycleGAN [7], and the structure
of its generator/discriminator is shown in Fig. 1. In order to perform style transfer while
retaining the tune and structure of the original music itself, a discriminator is needed
to balance the intensity difference between input and output. The generator extracts
from the original data and can also input noise, but this method can only handle the
transformation of two parts. The goal of the generator is to learn a variety of high-level
features, so the discriminator is required to be able to distinguish between the source
data and the generated data. The loss function part is measured by consistent loss, which
helps to retain more overall information for two-way conversion, the output data can
be a true form. When experimenting on the data set, the LeakyReLU + normalization
method is used, and the final output is a classifier with a distribution.

Fig. 1. Architecture of CycleGAN model.

The music generation, especially rhythm patterns of electronic dance music with
novel rhythms and interesting patterns, which were not found in the training dataset,
could be generated by using deep learning. They extend the frameworkGANand encour-
age inherent distributions by additional classifiers [8]. The author proposes two methods
in this paper (Fig. 2).

3 Improved Time Series Model Network on Multitrack Music

The paper [9] proposed the GAN, the quantitative measure estimating the interpretabil-
ity of a set of generated examples and apply the method to a state-of-the-art deep audio
classification model that predicts singing voice activity in music excerpts. Their method
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Fig. 2. GAN with genre ambiguity loss.

is designed to provide examples that activate a given neuron activation pattern (“classi-
fier response”), where a generator is trained to map a noise vector drawn from a known
noise distribution to a generated example. To optimize the prior weight and optimiza-
tion parameters as well as the number of update steps, a novel, automatic metric for
quickly evaluating a set of generated explanations is introduced. For the generator, they
choose a standard normal likelihood. For AM optimization, is performed. The melody
composition method could enhance the original GAN based on individual [10].
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Fig. 3. An improved time series model with multi-generator.

The INCO-GAN [11] is designed to mainly address two problems: 1) cannot judge
when to end the generation by itself; 2) no apparent time relationship between the notes
or bars. The automatic music generation is two phases: training and generation. The
three training steps: Preprocessing, CVG training, and conditional GAN training. CVG
provides the conditional vector required formusic generation for the generator. It consists
of two parts: one part is utilized to generate the relative position vector to represent the
generation process, and the other part can predict whether the generation is to end. In the
training phase, the CVG training and conditional GAN training are independent of each
other. The generation phase comprises three steps: CVG executing, phrase generation,
and postprocessing. To evaluate the generated music, the pitch frequency of the music
generated by the proposed model was compared with human composer’s music.
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In summary, these music generation technologies described above are all deep learn-
ing technologies. The deep network learns features from a large number of music sam-
ples, and generates an effective function approximation method based on the original
music sample distribution, and finally generates new music sample data. Since music is
a kind of time series data like speech and text, it can be generated by a variety of deep
neural networks used to capture long dependencies in the sequence.

This paper proposes an improved time seriesmodel network structure based onmulti-
track music MuseGAN. The sub-network of generators is adhesion on the MuseGAN
architecture: in addition to the time structure generator and the bar generator, a context
generator is added. After these generators, a modified mapping model was added to
further modify the prediction results. The architecture of the improved network model
proposed is shown in Fig. 3. The time structure generator is used to characterize the
unique time-based architecture ofmusic; the bar generator is responsible for generating a
single bar in different tracks, and the timing relationship between bar and bar comes from
structures such as Scratch; the context generator is responsible for The music features
that are context-sensitive across tracks are generated between tracks. The combination
of these three generators can better generate single-track and multi-track music features
and tunes in time and space.

4 Experiments and Results

The automatic music generation is divided into two phases: training and generation
[11]. The training phase consists of three training steps: Preprocessing, CVG training,
and conditional GAN training. CVG provides the conditional vector required for music
generation for the generator. It consists of two parts: one part is utilized to generate the
relative position vector to represent the generation process, and the other part can predict
whether the generation is to end. In the training phase, the CVG and conditional GAN
training are independent each other. The generation phase comprises three steps: CVG
executing, phrase generation, and post processing. To evaluate the generated music, the
pitch frequency of themusic generated by the proposedmodelwas comparedwith human
composer’s music. The paper [3] uses two sets of programs to track the experimental
results.

Table 1. The average score of each model on each indicator of Qualified Rhythm Frequency.

QRF Traditional model with two generators Improved time series model

Corpus 0.91 0.93

Duration 0.82 0.87

Beat 0.90 0.89

In this paper, we generate more than 1000 music sequences with the method of
each model, and then use some subjective and objective indicators (Qualified Rhythm
frequency and Consecutive Pitch Repetitions) to evaluate the performance of eachmodel
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[12]. It can be seen from Table 1 that the improved is better than traditional with two
generators on the two indicators of the Qualified Rhythm frequency, and worse than the
Traditional model with two generators on the Beat indicator. The reason may be that the
context generator is in the influence on Beat has the opposite effect.

Table 2. The average score of each model on each indicator of Consecutive Pitch Repetitions.

CPR Traditional model with two generators Improved time series model

Corpus 0.01 0.01

Duration 0.08 0.10

Beat 0.05 0.05

It can be seen from Table 2 that the improved is better than traditional with two
generators on the two indicators of Consecutive Pitch Repetitions, and is still worse than
the Traditional model with two generators on the Beat indicator. The reason may still be
the influence of the context generator on Beat.

5 Conclusion

Music generation technology based on deep learning has been widely used, but it still
was affected by problems such as loss of music structure during training. This paper
proposes an improved time series model network structure, adding a context generator
to the traditional architecture, and adding amodifiedmappingmodel to furthermodify the
prediction results. Our experiments implied our method proposed can partially improve
the index results of Qualified Rhythm Frequency and Consecutive Pitch Repetitions.
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Abstract. Aiming at the problems of difficult signal acquisition, low signal-to-
noise ratio and poor classification accuracy of BCI technology, based on the theory
of EEG, this paper designs a leg raising EEG experiment of lower limb motor
imagery and collects EEG signal data from 20 subjects to improve the accuracy
of classification and recognition The process of feature extraction and classifi-
cation recognition is explored, and a multi domain fusion method is proposed
for EEG signal feature extraction from time domain, frequency domain, time-
frequency domain and spatial domain. At the same time, bagging and gradient
boosting ensemble learning algorithms are applied to EEG signal classification
and recognition, and multi domain fusion features are tested by constructing dif-
ferent classifiers, The final classification accuracy reaches 87.8% and 93%, which
is better than the traditional SVM classification method.

Keywords: Brain computer interface ·Motor imagination · Integrated learning ·
Multi domain fusion · Support vector machine

1 Introduction

Brain is the senior commander of human body, which controls all kinds of information
communication between human body and external environment through peripheral nerve
and muscle channels. However, with the emergence of global aging problem, a variety
of brain diseases are also increasing, such as stroke, epilepsy, depression and so on,
which seriously endanger the life safety of patients; In addition, the rapid development
of science and technology has greatly changed people’s way of travel. While people get
convenient transportation, there are alsomany traffic accidents, such as brain and nervous
system damage of drivers, amputation and other problems caused by traffic accidents,
which lead to the loss of the ability of human body to control its own muscles [3].
Although these diseases or accidents cut off the channel of information communication
between the human brain and the external environment, the brain of the victims can
produce consciousness or thinking. Therefore, researchers at home and abroad are trying
to help the victims recover and improve their quality of life by using external auxiliary
equipment.

© The Author(s) 2022
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In recent years, with the continuous development of computer technology, more and
more scientists are committed to the field of brain science. They study the interactive
method of combining computer and human brain, and reflect the real intention of patients
by recording their EEG signals, so as to carry out rehabilitation treatment, which effec-
tively promotes the brain computer interface, BCI) [5] technology development. Brain
computer interface technology refers to a control system that does not rely on human
muscle tissue and neural pathways to create channels between the human brain and
external devices, so as to realize the communication between the brain and the external
environment. As shown in Fig. 1, BCI technology is used to build an external pathway
between the brain and the legs, so as to realize the control of the brain over the legs.
Brain computer interface technology is not only widely used in biomedicine and neural
rehabilitation, but also has significant advantages in education, military, entertainment
and so on. BCI was first formed in the 1970s and grew rapidly in the late 1990s. Until
now, researchers at home and abroad have never stopped exploring BCI. In recent years,
with the in-depth development of artificial intelligence technology, it has opened up a
new way for the research of BCI technology. For example, Li [9] proposed the algo-
rithm of using multi-core learning mode to optimize support vector machine, which can
quickly classify and recognize EEG with cognitive ability; Hajinoroozi et al. [10] used
the method of convolutional neural networks (CNN) to study the EEG of drivers, so as to
predict and regress their cognitive ability; Qiao [11] et al. Established a spatiotemporal
convolution model to classify and recognize motor imagery EEG signals.

Fig. 1. BCI channel

Motor imaging (MI) refers to the rehearsal of a behavior that is about to be triggered
by the brain after receiving external stimulation [12]. At this time, the brain only has
the intention to imagine the action, but not the real behavior. When the brain imagines
a specific behavior, the related motor areas become active due to stimulation, which
enhances the discharge process of neurons and leads to the change of their potential,
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resulting in event-related changes, and ultimately achieve the purpose of motor control.
By collecting themotor imagery EEG signal at the time of brain discharge, and analyzing
and processing the signal, different classification algorithms are used to identify the data
to obtain the motor imagery intention. Finally, the external device completes the exe-
cution of related actions by judging the imported signal [13], and successfully analyzes
people’s action intention. Motor imagery is widely used in BCI system, sports training,
rehabilitation training of lower limb patients and other fields [14]. It is an important
tool to study the brain activation, neural network function and psychological process
of human body under external stimulation. It is of great significance to the research of
medicine and biological brain science.

Based on the theory of EEG, this paper designs EEGexperiments of lower limbmotor
imagery to collect EEG data from 20 subjects. Aiming at the problems of nonstationarity,
difficulty in feature extraction and low classification accuracy of motor imagery EEG
signal, a multi domain fusion method of feature extraction of EEG signal from time
domain, frequency domain, time-frequency domain and spatial domain is proposed, At
the same time, the ensemble learning algorithm is used to classify and recognize the
fused features, and two kinds of EEG signal classifiers, bagging and gradient boosting,
are constructed for experiments. The final classification accuracy reaches 87.8% and
93%, which is better than the traditional SVM EEG signal classification method.

2 Experiment

In this paper, through the construction of the experimental platformofmotor imagination,
we use the real person leg raising video to stimulate the subjects’ motor imagination,
which can efficiently and accurately obtain the EEG characteristics of the subjects, and
the EEG signal extraction of the subjects uses the safe and convenient non-invasive
method, During the experiment, the subjects need to wear a 64 lead quick cap EEG
acquisition cap that meets the international 10–20 electrode positioning standard. The
EEG signal collected is transmitted to the signal processor through Weaver EEG paste,
and then the EEG signal is amplified by a certain proportion through the brain amp
amplifier. The experimental paradigm is designed by using E-Prime software to realize
synchronous communication.

In this study, a total of 20 college students, male and female, aged 18–26 years
old and healthy, without other diseases, were invited. The design of this experiment is
based on the motor imagination experiment of resting state and task state under visual
stimulation. The human leg raising video is used to induce and stimulate the subjects,
and the five electrode channels (FC1, FC2, C1, C2, CZ) of the subjects are explored, as
shown in Fig. 2. Before the experiment, each subject is required to carry out a week of
motor imagination training to improve the motor imagination ability. At the same time,
the whole experimental process and precautions are introduced to the subjects in detail
to ensure that the subjects have a clear understanding of the experimental content. In
order to ensure that the subjects have a good mental state, they are required to fall asleep
before 22 o’clock one day before the experiment; One hour before the experiment, the
hair was washed and dried with a hair dryer to ensure a smaller impedance; During the
experiment, the subjects are required to blink as little as possible, reduce the number of
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eye movements and swallowing saliva and other behaviors that affect the effect of the
experiment.

Fig. 2. Video capture of human body in resting state and task state

During the experiment, each person collected 5 groups of experiments, 40 times
in each group, 20 times in the resting state and 20 times in the task state, 10 s each
time. Before the beginning of each experiment, the screen will display the experiment
instructions. After the subjects are ready, they press the keyboard “Q” key to start the
experiment. A red “+” will appear in the center of the screen in 0–1 s to remind the
subjects to prepare for the experiment; 1–3 s, the screen does not show any content,
so that the subjects can relax physically and mentally; In 3–7 s, sit in or leg up videos
were randomly displayed on the screen. When the leg up videos appeared, the subjects
imagined the movement. When the sit in videos appeared, the subjects only needed to
keep their mind blank and did not do any imaginary actions; The rest time is 7–10 s,
and the subjects will not be disturbed by the EMG signal generated by fatigue. The
experimental process is shown in Fig. 3.

Fig. 3. Flow chart of single experiment

3 Methods

3.1 Data Preprocessing

The original EEG signal collected through the experiment contains a lot of interference
noise, such as eye movement, head movement, ECG and 50 Hz power frequency inter-
ference. Therefore, before feature extraction of EEG signal, it is often necessary to carry
out data preprocessing to effectively filter the noise, as shown in Fig. 4.
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Fig. 4. Original EEG map

The data preprocessing of EEG signal mainly includes: electrode location, removal
of useless electrode, re reference, filtering, segmentation, replacement of bad segment,
blind source separation and removal of artifacts, among which filtering and blind source
separation are particularly important. Becausemost of the EEG signals ofmotor imagery
of lower limbs are of the same waveform α Wave and β Therefore, the 0.1–40 Hz
EEG signal is selected as the band of interest, and the band-pass (low-pass, high pass
and sag filter) filter is used for filtering. After filtering, the EEG signal is analyzed by
independent component analysis, and different EEG components are separated. The
artifact identification and elimination operation are carried out on the separated EEG
signal by using the adjust artifact elimination method. As shown in Fig. 5, the EEG
signal after preprocessing is shown, and the noise component is significantly reduced,
and the signal-to-noise ratio is also greatly improved.

Fig. 5. EEG signal after pretreatment
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3.2 Feature Extraction

After preprocessing the collected EEG signals, some electrodes need to be selected to
extract their features. Feature extraction is to represent the imagination intention of the
brain by using as few feature vectors as possible. It is the basis and basis of classification
and recognition in the later stage, and is a necessary part of EEG signal processing.
This paper explores the ERD/ERS phenomenon in the brain of the subjects during the
experiment, determines the most obvious frequency band and time period of the right leg
motor imagination, and represents the two information in the time domain, frequency
domain, time-frequency domain and spatial domain respectively. Finally, it is fused into
the form of multi domain feature vector, which effectively overcomes the limitations of
single feature.

Because of the complexity and non stationarity of EEG signal, the time-domain fea-
ture is often abandoned by researchers. It is the characterization of the amplitude of EEG
signal at different times, mainly including the maximum, minimum and average of the
amplitude of EEG signal. These three common time-domain feature information include
all the time information data of EEG signal, which has a strong intuitive feature selec-
tion of EEG signal. Frequency domain feature is the change of EEG signal amplitude
with frequency. It can identify the correlation of different EEG signals by depicting the
spectral feature information of EEG signals in different frequency bands. Power spectral
density (PSD) is a commonmethod to study the frequency domain characteristics of EEG
signal, which takes frequency as an independent variable to reflect the power value of a
specific frequency component. In this paper, the kurtosis, skewness, standard deviation
and average power of EEG signal are selected as frequency domain characteristic infor-
mation by increasing the characteristic number of power spectral density. The feature of
time-frequency domain is the dimension reflecting the change of EEG signal frequency
with time. By using the method of short-time Fourier transform and introducing the time
window function, the non-stationary EEG signal can be effectively extracted, but the
time window function cannot meet the local change of time and frequency. Therefore,
the processed EEG signal is decomposed and reconstructed by using the method of
discrete wavelet transform, Simple and stable time-frequency characteristic information
can be obtained. Spatial domain feature extraction is mainly to construct spatial filter
for task state and resting state data, and to maximize the covariance difference between
the two types of data by using matrix diagonalization and variance scaling method, so
as to show the feature vector with high discrimination, as shown in Fig. 6, which is the
spatial domain feature map of electrode channel C1 and CZ. The multi domain fusion
matrix is obtained by fusing the feature information of time domain, frequency domain,
time-frequency domain and spatial domain of the above EEG signal features, which
solves the problem of difficult feature extraction caused by the high non-stationary of
EEG signal, and brings convenience for the subsequent classification and recognition.

3.3 Classification and Identification

Different classification algorithms are used to classify and identify the extracted feature
information, which can help patients to control the external equipment. Compared with
the traditional SVM method, this paper proposes an integrated learning algorithm of
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Fig. 6. C1 and CZ airspace characteristic map

bagging and gradient boosting to analyze EEG information, and verifies the advantages
and disadvantages of the classification method by comparing its classification accuracy.

Bagging algorithm is one of the integrated learning algorithms, which is character-
ized by independent sub learners, and its dependence is not strong, and can be generated
synchronously [15]. It selects the classification tree in decision tree as weak classifier.
After integrating m weak classifiers, bagging can reduce the variance of training set and
increase deviation, so that bagging will not show the fitting phenomenon on the train-
ing set. Therefore, when using bagging algorithm to classify EEG signals after feature
extraction, it can randomly sample and obtain the subset and generate the base classi-
fier after training, The accuracy of EEG signal classification is greatly improved, up to
87.8%. As shown in Fig. 7, the accuracy of multi domain fusion feature classification is
shown when using bagging algorithm to iterate for 50 times.

Boosting algorithm is an ensemble learning algorithm that combines multiple weak
classifiers into strong classifiers according to the weight. Its principle is to randomly
extract samples, add the same initial weight to each sample, observe the performance of
weak classifiers after each training round, and increase the proportion of wrong samples,
so that such samples can get more attention in the next round, Until m weak classifiers
are trained and combined into strong classifiers according to weight, the accuracy of
weak classification algorithm can be effectively improved [16]. The gradient boosting
algorithm is the optimization of boosting algorithm. It constructs a weak classifier which
can reduce the classification error rate along the steepest direction of the gradient by
gradient lifting [17]. It can solve the problem of second classification of EEG signal
and effectively improve the anti noise ability of the model, with the highest accuracy of
93%, Fig. 8 shows the classification accuracy of multi domain fusion features when the
gradient boosting algorithm is used for 50 iterations.
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Fig. 7. Bagging classifier

Fig. 8. Gradient boosting classifier



Research on EEG Feature Extraction 1217

4 Conclusion

In this paper, the EEG data of 20 subjects are collected and explored by building a
lower limbmotor imagery EEG experimental platform. The multi domain (time domain,
frequency domain, time-frequency domain and spatial domain) feature fusion method is
used to effectively extract the feature information of complex and high-dimensional EEG
signals.At the same time, the ensemble learning algorithmbagging and gradient boosting
are used as classifiers, The classification accuracy of EEG signal is greatly improved,
but the EEG signal data collected in this experiment is still small data samples, and
the experimental objects are normal people. The generalization ability of the classifier
model to the EEG signal data of real patients is poor. In the later stage, the EEG signal
data of real patients will be collected and the sample size will be expanded to improve
the universality of the classifier model.
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