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Abstract

This chapter traces the ethical issues around applying artificial intelligence (Al) in
education from the early days of artificial intelligence in education in the 1970s to
the current state of this field, including the increasing sophistication of the system
interfaces and the rise in data use and misuse. While in the early days most tools
were largely learner-facing, now there are tools that are teacher-facing, supporting
their management of the classroom, and administrator-facing, assisting in their
management of cohorts of students. Learner-facing tools now take into account
the affective and motivational aspects of learning as well as the cognitive. The rise
of data collection and its associated analytic tools has enabled the development of
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dashboards for the dynamic management and reflective understanding of learners,
teachers, and administrators. Ethical issues hardly figured in the early days of the
field but now they loom large. This is because of the legitimate fears that learners’
and teachers’ autonomy will be compromised, that learner data will be collected
and potentially misappropriated for other purposes, and that Al will introduce
extra biases into educational decisions and increase existing inequity and also
because of the scary reputation that Al has in general.
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Introduction

Artificial intelligence (Al) was initially applied in education about 50 years ago and
only a decade or so after the founding of Al as a research field itself, at a Dartmouth
College Workshop, in Hanover, New Hampshire, USA, in 1956 (see, for example,
Moor, 2006).

In 1970, Carbonell’s paper “Al in CAI: An Artificial-Intelligence Approach to
Computer-Assisted Instruction” described a tutor and authoring system named
SCHOLAR for geography, based on semantic networks (Carbonell, 1970). This
“information structure-oriented (ISO)” tutor separated out its teaching strategy from
its knowledge of South American geography in such a way that, in principle, the
geography of some other part of the world could be slotted in and the teaching
strategy applied to that, or a different teaching strategy applied to the geography of
South America. Moreover, because of the explicit representation of its geographic
knowledge via semantic networks, the system could reason about its knowledge to
draw conclusions that were not explicitly coded in and also answer questions about
what it knew. Thus, its “mixed-initiative” teaching strategy could encompass both
the system questioning the student, making use of the context and the relevance of its
questions, and the student questioning the system, both in very limited English. The
system kept track of which bits of the geographical domain had been understood by
the student by tagging the relevant parts of the semantic network, thus creating an
evolving model of the student’s knowledge. This adaptation to the individual learner
was one of the factors that distinguished this system from the computer-assisted
instructional (CAI) systems that preceded it. The system also exemplified what came
to be the standard conceptual architecture of learner-facing artificial intelligence in
education (AIEd) systems.
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The Early Days of Al in Education

An early collection of AIEd papers demonstrated what could already be achieved
about a decade later (Sleeman & Brown, 1979). This collection included articles,
among others, on systems for computer-based coaching in a gaming scenario
(Burton & Brown, 1979), adding tutorial rules to an expert system to enable it to
explain and teach the expert system’s rules (Clancey, 1979), a knowledge represen-
tation to capture the evolving understanding of a learner (Goldstein, 1979), a tutor
for elementary programming (Miller, 1979), and a tutoring system for quadratic
equations that conducted experiments to evaluate its own teaching performance and
then update its own teaching tactics as a result (O’Shea, 1979).

These early papers essentially mapped the conceptual architecture of what are
now often called “learner-facing tools,” namely, an explicit model of what is to be
taught, an explicit model of how it should be taught, an evolving model of the
learner’s understanding and skill, and an interface through which the interaction of
the learner and the system communicate. Hartley (1973) provided an early definition
of this architecture as follows, where (3) and (4) together are the explicit model of
teaching, and the interface was not mentioned given its limited scope at that time:

1. A representation of the task

2. A representation of the student and his performance

3. A vocabulary of (teaching) operations

4. A pay-off matrix or set of means-ends guidance rules (Hartley, 1973, p. 424)

The standalone nature of these early systems, their unsophisticated interfaces, and
their lack of interest in collecting large amounts of learner data meant that many of
the contemporary ethical issues around the use of AIEd were not in evidence.

From the start, the general field of Al has had intertwined scientific and engi-
neering aspects (Buchanan, 1988). The scientific aspect of Al in education has
concerned itself with questions around the nature of human learning and teaching,
often with the goal of understanding and then duplicating human expert teaching
performance. This aspect has focused largely on learner-facing tools but more
recently has expanded into teacher-facing tools. The science has been pursued as a
kind of computational psychology for its own sake or as a way to improve educa-
tional practice and opportunity in the world. The engineering aspect of applying
AIEd has exploited a wide range of computational technologies such as Carbonell’s
semantic networks, mentioned above, and more recently machine learning tech-
niques of various kinds. This aspect of the work has pursued even wider goals that
also include the development of educational administrator-facing tools.

This chapter is divided into six sections. Section “Contemporary Al in Educa-
tion” gives a brief overview of the current state of the applications of AIEd,
including subsections on learner-facing tools, teacher-facing tools, and
administrator-facing tools. Section “Ethical Issues” examines the ethical issues that
arise from applying AIED, including the ethical issues around educational technol-
ogy in general, ethical design, and the ethical use and analysis of data. Section “Open
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Questions and Directions for Future Research” looks at open questions.
Section “Implications for Open, Distance, and Digital Education (ODDE)” examines
the implications for open, distance, and digital education (ODDE).
Section “Conclusion” offers some brief conclusions.

Contemporary Al in Education

These days the field of AIEd has split into three broad overlapping enterprises. The
first continues to develop educational tools that focus on /earners by undertaking
various pedagogical roles such as tutoring a set of skills (Koedinger & Aleven, 2016)
or assisting concept acquisition (Biswas, Segedy, & Bunchongchit, 2016) or
supporting metacognitive awareness and regulation (Azevedo & Aleven, 2013),
among others. The second enterprise is the development of assistive tools for
teachers (see section “Al and Teacher-Facing Tools™), and the third enterprise
develops tools designed to help educational administrators (see section “Al and
Administrator-Facing Tools”). A useful summary of the applications of AIEd for a
reader working within ODDE can be found in Kose and Koc (2015).

Al and Learner-Facing Tools

As an example of a tool that focuses on learners, Betty’s Brain is a system designed
to help students develop their understanding of the concepts of ecology (Biswas
et al., 2016). In this system, the interface is one of the key parts of the system. The
student uses the interface to draw a conceptual map consisting of nodes and arrows
depicting some of the processes involved in a river ecosystem, such as the absorption
of oxygen and the generation of carbon dioxide. The system also provides reading
materials from which the student is expected to create the conceptual map. At any
time, the student can ask the system to check and test her conceptual map for
accuracy and completeness, and the system will offer comments to help her build
a better conceptual map. The system is presented in terms of a story where the
student is building a conceptual map for an artificial student, Betty, hence Betty’s
Brain. The checking and testing is presented as if being set and marked by an
artificial teacher, Mr. Davis. Mr. Davis also provides metacognitive hints to the
student if she seems to not be paying proper attention to her own learning, such as
not making good use of the available reading material.

One of the developments of AIEd since the early days has been the focus on
learners as human beings with feelings and aspirations as well as knowledge and
skills. This broader focus on the nature of learners and learning has been provoked
by our increased understanding of learner motivation (Schunk, Pintrich, & Meece,
2008), mindset (Dweck, 2002), and academic feelings/emotions (Pekrun, 2014), to
name but three aspects of human learning. While such an evolution helps to
humanize the interaction between systems and learners, it opens up further scope
for ethical issues around privacy and around the kinds of data that are collected and
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stored. This enlarged focus has involved the development of techniques to try to
assess the transient emotional and motivational states of learners in order to boost
positive frames of mind, such as engaged concentration, and counter negative states
of mind, such as frustration or boredom.

An example of the application of the above is found in a tutor for school
mathematics. Arroyo et al. (2014) drew on the work of Dweck (2002) and others
to augment an existing tutoring system for mathematics by clustering students’
learning behaviors into a small number of profiles in terms of their use of hints,
the time they were taking in solving problems, and the number of errors they were
making. Each of these profiles was determined by both cognitive and affective/
motivational dimensions. For each profile, there were cognitive and affective/moti-
vational actions and feedback by the tutor, such as to set a harder problem (cogni-
tive), praise effort or to de-emphasize the importance of immediate success
(affective/motivational).

The suite of language learning tools, Enskill, provides another example of a
contemporary interface for learner-facing systems (Johnson, 2019). This is a suite
of tools for learning a language, the contextualized use of the correct language
register, and for learning how to speak effectively, e.g., making a forceful case for
some course of action. The tools use game-based technology to set up an on-screen
scenario containing one or more characters with whom the learner speaks and who
can reply in speech. The analysis and feedback of the learner’s language can be at
different levels depending on the context, e.g., pronunciation, grammar, and appro-
priateness. Moreover, the tools log all interactions with learners, and these link into a
mechanism to improve the systems’ performance when mistakes or glitches occur
(“data-driven development (D3) of learning environments™).

A particular outcome of learner analytic aspect of Al in education has been the
growth of “dashboards” (Schwendimann et al., 2017). These can be aimed at
students to help them reflect on progress, either in the moment or after a lesson or
session, or even reflect on the efficacy of the reflection tools themselves (Jivet,
Wong, Scheffel, Specht, & Drachsler, 2021). Dashboards aimed at students have
grown out of an earlier learner-facing technology named “Open Learner Models”
(see, for example, Bull & Kay, 2016).

Are Learner-Facing Tools Effective and Being Used?

There have been at least seven meta-studies and meta-analyses of the effectiveness
of learner-facing tools as compared to either a teacher working with a whole class of
students or a skilled teacher working with a single student (for a summary, see du
Boulay, 2016). The overall message from 182 comparative studies is that learner-
facing tools perform better in terms of learning gains compared to a human teacher
working with a whole class (effect size = 0.47) but slightly worse than a skilled
human tutor working with a single student (effect size = —0.19). In addition to the
seven meta-studies, there was a 2-year, large, multistate evaluation of the Cognitive
Tutor for Algebra in matched pairs of schools in the USA (Pane, Griffin, McCaffrey,
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& Karam, 2014). Each pair consisted of a school that continued to teach algebra in
their own fashion and another in which the school also made use of the Cognitive
Tutor for Algebra (though without necessarily using it as per the advice of the
tutoring system’s designers). In the second year of the study, when the teachers
had got used to deploying the tutoring system effectively, there was a small com-
parative learning gain in favor of the schools using the tutoring system (effect size =
0.21).

Despite the positive results for learner-facing tools above, the penetration of
artificial intelligence tools of all kinds into schools and colleges has been slow, but
with some notable exceptions, such as the Cognitive Tutors in the USA, mentioned
above, and now trading under the name Carnegie Learning (Koedinger & Aleven,
2016). More positively, Baker, Smith, and Anissa (2019) say:

Despite minimal attention, AIEd tools are already being used in schools and colleges in the
UK and around the world — today.

We find learner-facing tools, such as adaptive learning platforms that ‘personalise’
content based on a child’s strengths and weaknesses. We find teacher-facing tools, such as
those which automate marking and administration (one government-backed pilot in China
sees children in around 60,000 schools having their homework marked by a computer). We
find system-facing tools, such as those which analyse data from across multiple schools and
colleges to predict which are likely to perform less well in inspections. (p. 5)

According to a systematic review of research on artificial intelligence applications
in higher education, the penetration into universities is still patchy with few papers
referring either to the ethical dimensions or to learning theory (Zawacki-Richter,
Marin, Bond, & Gouverneur, 2019):

The descriptive results show that most of the disciplines involved in AIEd papers come from
Computer Science and STEM, and that quantitative methods were the most frequently used
in empirical studies. The synthesis of results presents four areas of AIEd applications in
academic support services, and institutional and administrative services: 1. profiling and
prediction, 2. assessment and evaluation, 3. adaptive systems and personalisation, and
4. intelligent tutoring systems. The conclusions reflect on the almost lack of critical reflection
of challenges and risks of AIEd, the weak connection to theoretical pedagogical perspec-
tives, and the need for further exploration of ethical and educational approaches in the
application of AIEd in higher education. (Zawacki-Richter et al., 2019)

In their editorial to a special issue on Al in university education, that included the
paper mentioned above, the editors noted that “there is little evidence at the moment
of a major breakthrough in the application of ‘modern’ Al specifically to teaching
and learning, in higher education, with the exception of perhaps learning analytics”
(Bates, Cobo, Marino, & Wheeler, 2020).
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Al and Teacher-Facing Tools

Recently, there has been the development of educational tools that focus on teachers
to help them either orchestrate the use of classroom technology or reflect on that
organization. They also (i) help teachers allocate their precious time effectively to
those students who need it most and (ii) analyze students’ work to determine which
are the common issues within a class. We can see this as an evolution of the learner
model to encompass both the individuals within a group and the group itself.

For example, the Lumilo system gave the teacher glasses that provided an
augmented reality view of her class of students, each working alone with an AIEd
system (Holstein, McLaren, & Aleven, 2018). There were two kinds of augmenta-
tion in this view. The first involved an augmented reality symbol, apparently
hovering above each student’s head, that indicated their current learning state.
These symbols included those for designating the following learner states: idle,
(too) rapid attempts, hint abuse or gaming the system, high local error after hints,
or unproductive persistence. These symbols were designed to give the teacher
information on which to base her decision about which student she should go and
help in person. The second augmentation involved an analysis of how the students
were doing as a whole to provide a synopsis of problems common to the class. This
synopsis was designed to give the teacher information on what might be the focus of
her whole class interventions.

Al and Administrator-Facing Tools

The third broad area for AIEd has been the rise of analytics applied to data generated
in educational contexts at the class or cohort level and aimed at administrator-facing
tools. These kinds of analysis explore, for example, the relation of learner engage-
ment to overall success in massive online open courses (MOOCs) (see, for example,
Rienties et al., 2016), different patterns of engagement (see, for example, Rizvi,
Rienties, Rogaten, & Kizilcec, 2020), and identification of individual and whole
class difficulties with course material and the means to rapidly identify and fix any
problems and failings in the interactions of a systems with its learners (see, for
example, Johnson, 2019).

For example, Peach, Yaliraki, Lefevre, and Barahona (2019) analyzed learners’
temporal behavior in online courses at Imperial College Business School and the UK
Open University. This data included task completion, timing, and regularity of
interactions with the learning system. They mapped individuals’ task completion
times against the average for all learners and used clustering techniques to create
groups that included early birds, on time, low engagers, sporadic outliers, and
crammers. They found that poor performers (based on outcome measures) typically
evidenced cramming behavior (no surprise there) but good performers were found in
all of the time-related groupings, including low engagers and crammers.

In their wide-ranging systematic review, Zawacki-Richter et al. (2019) found a
number of papers related to the application of Al in admissions decisions. For
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example, Acikkar and Akay (2009) used machine learning techniques to generate a
predictive model of whether students would be admitted to university to study
physical education and sports based on their “performance in the physical ability
test as well as [their] scores in the National Selection and Placement Examination
and graduation grade point average (GPA) at high school” (p. 7228). These analyses
were undertaken retrospectively and were very accurate (e.g., >90%). The ethical
dimension of such predictions comes into sharp focus if such predications are made
prospectively when students apply, either as advice to admission tutors or more
worryingly as actual decisions with no human in the loop.

Ethical Issues

There have been fears about artificial intelligence from long before the advent of the
field (see, for example, The Golem (Meyrink, 1915) — a retelling of an ancient tale
about animating a living being from a clay statue). However, there were few ethical
issues uppermost in the minds of the early creators of student-facing tools using
Al For them, the issues were largely technological and pedagogical, e.g., how to
build such systems at all and to determine whether they were effective in educational
contexts. These days ethical issues have become much more pressing because of the
greater penetration of educational technology (including Al-based technology) into
education and training at all levels, the much greater collection of data in educational
contexts, and the entry of companies engaged in surveillance capitalism into the
educational ecosystem (Williamson, 2018).

Ethical Issues Around Education in General

In most countries, human teachers already operate within an ethical framework. In
Scotland, for example, this covers a number of areas, including doing one s best for
one’s students, e.g., by keeping up to date with changes in the curriculum, and
treating students equitably. It also includes respecting students’ confidentiality (see,
for example, General Teaching Council Scotland, 2012).

The rise of educational technology of all kinds, whether involving Al or not, and
its creation of logs of interactions, has produced a huge amount of student data at all
levels in education from primary (elementary) schools to universities. Teachers’
ethical guidelines, such as those above, need to encompass these extra sources of
data. There are many unanswered questions about who owns this data, who has
access to it, how long it will be kept, and so on. The European Framework on
General Data Protection Regulation (GDPR) provides guidance on managing all
kinds of personal data (Li, Yu, & He, 2019). However, there are still issues for
students around understanding what data about them counts as “personal”
(Markovi¢, Debeljak, & Kadoié, 2019), as well as around their degree of ownership
and rights over educational log data.
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Ethical Issues of Al in Education

Involving Al into educational technology must also be required to do its best and
treat students equitably. For learner-facing tools, one should expect that designers of
the educational technology will ensure that the technology will do the best that is
possible in the circumstances, whether it is teaching, tutoring, mentoring, or counsel-
ing students. One should also expect that the technology treats students in an
equitable fashion and does not favor one student over another either inadvertently
or deliberately.

Learner-Facing Tools

How might it ever be the case that technology treats students inequitably, we may
ask? Many learner-facing systems select what they think is the next most useful
learning task, e.g., the next problem to solve, for a particular student with a particular
educational history. A faulty design-level categorization of learners into groups, e.g.,
by gender, perceived prior attainment, motivation, or self-regulated learning capa-
bility, might lead to a student being presented with inappropriate or much tougher
tasks than they can cope with or indeed much easier tasks than they can learn from.
Of course, this kind of bias can also happen with human teachers where their low
expectations of some students can become self-fulfilling prophecies. But just
because human teachers can, on occasion, be biased does not mean we should turn
a blind eye to the potential biases in Al-based educational technology.

Teacher-Facing Tools

Similar considerations apply to teacher-facing tools. The Lumilo orchestration
system we described above flagged up students who were doing OK or who were
experiencing different kinds of difficulty. This aimed to enable the teacher to make
choices about who to help. Clearly, this is an ethically charged decision. Should the
teacher prioritize those who are in most difficulty or spread her effort more evenly
across the whole class? That is a human dilemma. But the orchestration system had
better get its diagnostics correct about who it thinks is doing OK and who it thinks
needs help. Even without the use of Al, systems for helping the teacher manage a
classroom can have unexpected negative effects on the students. In a study of
ClassDojo, used by teachers to record student behaviors, Lu, Marcu, Ackerman,
and Dillahunt (2021) noted that:

In particular, the use of ClassDojo runs the risk of measuring, codifying, and simplifying the
nuanced psycho-social factors that drive children’s behavior and performance, thereby
serving as a “Band-Aid” for deeper issues. We discuss how this process could perpetuate
existing inequality and bias in education. (Lu et al., 2021)

Administrator-Facing Tools

For a discussion of the wide uses of Al in universities, see Zeide (2019).
Administrator-facing tools are sometimes used to make predictions about which
students seem to be doing broadly OK and which are showing evidence of failing the
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course or dropping out. These kinds of judgment are often based on learning
analytics using Al methodologies. The issue here is the consequences of false
negatives and false positives emerging from an inadequate data analysis. For exam-
ple, missing signs that a student is really struggling may mean that no human is
alerted to provide help. Labeling a student as struggling who is doing OK may also
have repercussion down the line, rather like an incorrect entry in a credit rating. For
an interesting example of the artifacts that can occur in analyzing cohort data, see
Alexandron, Yoo, Ruipérez-Valiente, Lee, and Pritchard (2019). They showed that
sometimes students using a MOOC set up two accounts so that they could game the
system. One account (in a fake name) would be used to get lots of help from the
system to find the right answers, while the other account (in the student’s real name)
would be used to answer all the questions quickly and correctly.

Using predictions to drive admissions of students to schools or colleges (Acikkar
& Akay, 2009) or to predict grades when exams could not be taken because of
COVID are fraught with ethical issues. The recent creation and then abandonment of
an algorithm to predict UK student grades for entry to university is a salutary
reminder about both potential Al biases and the potential human teacher biases the
algorithm was intended to mitigate (see, for example, Hao, 2020).

Dealing with Ethical Issues in the Design, Implementation,
and Deployment of AIEd Systems

Many different systems are now designed that include Al elements, from smartphone
apps to big bank data systems. There has been increasing concern about the ethical
questions that arise in the design, implementation, and deployment of such systems,
with the EU proposing legislation to manage the situation (European Commission,
2020). Many different frameworks have been proposed to manage the development
of such systems. A useful summary of such frameworks can be found in Floridi and
Cowls (2019). They developed a framework from bioethics, under the general
headings of beneficence, non-maleficence, autonomy, and justice, to also include
“explicability.” Most systems should work under the control of (or at least in tandem
with) humans, so it is important that the system employing Al is able to offer an
explanation or justification for exactly why it is suggesting a decision, a course of
action, an outcome, or whatever, in order that the human can weigh up the degree to
which he or she should agree with the machine. Particularly in education, autonomy
and explicability must play a central role.

The issue of collecting, analyzing, and managing learner data has become more
pressing for many reasons, including (i) greater general awareness of data privacy
issues, (i1) the sheer quantity of learner data being collected, (iii) the increased use of
Al and other methodologies for finding patterns in that data and drawing inferences
from them, and (iv) the use of learner (and thus user) data for commercial purposes
which have nothing to do with education (Williamson, 2018).
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For example, Williamson (2018) warns about “Big Tech” companies moving into
the field of education, typically with learner-facing tools, so that they can harvest the
learner data for commercial purposes:

Startup schools are analysed as prototype educational institutions that originate in the
culture, discourse and ideals of Silicon Valley venture capital and startup culture, and that
are intended to relocate its practices to the whole social, technical, political and economic
infrastructure of schooling. These new schools are being designed as scalable technical
platforms; funded by commercial “venture philanthropy” sources; and staffed and managed
by executives and engineers from some of Silicon Valley’s most successful startups and web
companies. Together, they constitute a powerful shared “algorithmic imaginary” that seeks
to “disrupt” public schooling through the technocratic expertise of Silicon Valley venture
philanthropists. (Williamson, 2018, p. 218)

Researchers within Al in education are starting to be aware of these ethical issues,
even though Zawacki-Richter et al. (2019) found only two papers in their systematic
review of the applications of Al in universities that dealt with ethical issues. So, for
example, we see both the emergence of general design frameworks, such as that of
Floridi and Cowls (2019) above, for including Al in software products, and those
aimed specifically at the development of Al applications in education (see, for
example, Drachsler & Greller, 2016) and, most notably, the creation of an Institute
of Ethical Al in Education which has set out guidelines particularly for teachers in
their use of applications of Al (Seldon, Lakhani, & Luckin, 2021).

Open Questions and Directions for Future Research

From an ethical point of view, the big issue is how we can ensure that learners
acquire more control over the data that is generated when they interact with
educational technology and are protected from the misuse of their data by others.
This section identifies some open questions and directions of research in the science
and engineering of applications of AIEd for each of the categories of system
mentioned above, namely, learner-facing, teacher-facing, and administrator-facing.

Given the increasing interest in gathering and using affective data about learners
to improve the adaptivity of learner-facing tools, two scientific questions are (i) what
might be the most useful affective categories on which to develop an affective
pedagogy and (ii) what kinds of pedagogic rules should be used to maximize the
chance of fruitful learning, given the sequence of the learner’s cognitive and
affective states so far. For example, should hope, dismay, and pride also play a
role as well as confusion, frustration, and engaged concentration, and how should
they be “managed”?

For systems aimed at teachers, an engineering question is: How best to manage
and support the division of labor between the human teacher(s) and the system, given
the manifest complexity and dynamic nature of most classrooms full of learners? For
example, how should a tool used for dynamic management differ from one used for
reflective practice?
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For systems aimed at understanding cohorts, an engineering question is: How
best can learning management systems be developed to measure and potentially
answer academic questions about learning rather than administrative ones? For
example, did students on this course show strong evidence of improvements in
their self-regulated learning capability?

Implications for Open, Distance, and Digital Education (ODDE)

There are three main implications for ODDE. The first is that one of the oldest
technologies for distance learning, the textbook, has been enhanced by the applica-
tion of Al, either through adapting the content or the route through that content to the
reader (see, for example, Thaker, Huang, Brusilovsky, & He, 2018). The second
implication is that online, distance, and digital systems have increasingly incorpo-
rated elements of Al in order to make such systems smarter and more responsive to
the needs of learners and teachers (see, for example, Kose, 2015; UNESCO, 2021).
The third implication is that the developers and deployers of ODDE systems are
already taking an ethical stance on how the systems are designed and built, how they
are used in practice, and how their data is collected, stored, and analyzed (Prinsloo &
Slade, 2016). For example, with particular respect to ODDE, Sharma, Kawachi, and
Bozkurt (2019) state:

First, there should be some control mechanisms that should be put into place to ensure
transparency in collection, use and dissemination of the Al data. Second, we need to develop
ethical codes and standards proactively so that we truly benefit from Al in education without
harming anything; not only humans but any entity. Third, we should ensure learners’ privacy
and protect them for any potential harm. Next, we must raise awareness about the Al so that
individuals can protect themselves and take a critical position when needed. (p. 2)

Conclusion

In order to give a longitudinal view of AIEd and ethics, this chapter has sketched the
early days of learner-facing system development in the 1970s as well as provided
some examples of much more recent systems. While the early systems were mostly
learner-facing, contemporary applications of Al now also include teacher-facing and
administrator-facing tools and are used both locally and via online, distance, and
digital technologies.

The interface is one area where there have been big changes. One of the earliest
systems had an interface that involved the learner typing in answers (and indeed
questions) in stilted English, whereas contemporary learner-facing tools can show
lifelike pedagogical agents with whom learners have a spoken dialogue in everyday
English. Moreover, tools for other kinds of user make use of complex interactive
dashboards.
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In the early days, learner-facing tools were largely designed to work as tutors with
a single learner. These days some tools are still designed to work with a single
learner, though they can now adapt to the learner’s affective and motivational state as
well as to what the learner knows and understands. Other tools can work with more
than a single learner (see, for example, Walker, Rummel, & Koedinger, 2009), and
others again work with teachers rather than learners to assist them in the complex
task of managing a class full of students and allocating their limited time in the most
effective way.

The creation of log data from educational systems and the use of data mining and
other analytic techniques have given rise to the thriving field of learner analytics.
This in turn has enabled the creation of dashboards for learners, teachers, and
administrators to interrogate data at varying levels of granularity.

Ethics has played a strong role in education for many years, most obviously via
the codes of professional practice that teachers are expected to act within. In the early
days of Al, ethical issues around education tool design and deployment were not
uppermost in the minds of designers: simply making the systems work effectively
was the main goal. Nowadays, ethics is very much in people’s minds whether they be
system designers, teachers, parents, administrators, or indeed learners, but there is
still a long way to go to make educational technology a place of trust and safety.

Al has a mixed reputation. On the one hand, it is so ubiquitous that we hardly
notice it, e.g., interacting with a chatbot on a website or having one’s camera
optimize a photograph. On the other hand, there are scary stories about Al taking
over the world, or just as scary reports about biased decisions that might affect one’s
well-being (e.g., refusal of a mortgage or a job) or one’s life (e.g., a diagnostic
system generating a false-positive or false-negative report about a tumor). Within
education, there are issues about the ways that analytics may produce biased results
or that companies using Al enter education not with learner’s best interest at heart
but as a way to hoover up their data for commercial purposes. To counter these
issues, various codes of ethics have been developed that cover all aspects of the
design and deployment of Al-based educational technology at both international and
more local levels.
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