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Characterizing Urban Mobility Patterns:
A Case Study of Mexico City
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Abstract Seamless access to destinations of value such as workplaces, schools,
parks or hospitals, influences the quality of life of people all over the world. The first
step to planning and improving proximity to services is to estimate the number of trips
being made from different parts of a city. A challenge has been representative data
available for that purpose. Relying on expensive and infrequently collected travel
surveys for modeling trip distributions to facilities has slowed down the decision-
making process. The growing abundance of data already collected, if analyzed with
the right methods, can help us with planning and understanding cities. In this chapter,
we examine human mobility patterns extracted from data passively collected. We
present results on the use of points of interest (POIs) registered on Google Places
to approximate trip attraction in a city. We compare the result of trip distribution
models that utilize only POIs with those utilizing conventional data sets, based on
surveys. We show that an extended radiation model provides very good estimates
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when compared with the official origin–destination matrices from the latest census
in Mexico City.

Keywords Trip distribution models · Transit use · Clustering methods · Mobility
science

11.1 Introduction

As more people continue to migrate from rural to urban settings, the challenges of
improving cities increase in pace and complexity. Planning for daily mobility within
metropolitan areas is one important topic of the coming years. The estimates of the
total daily trips specific to a metropolis are the first step to establish efficient strate-
gies that inform the transportation-planning process. However, the lack of reliable
and accessible data sources of individual mobility greatly slows down the planning
progress. Data on human mobility have thus far been collected through individual
surveys with small and potentially biased sample sizes because they require active
participation and often rely on self-reporting (Cottrill et al. 2013). While conven-
tional travel surveys provide awealth of valuable information, they are very expensive
and time-intensive. For most major cities, these surveys are conducted about once
a decade; for smaller cities and towns, it is less frequent than that or not at all.
Between the publication of these surveys, a lot can happen that could change the
dynamic of the city: new attractions, redevelopment of entire city blocks, changing
economic trends, the impact of a natural calamity, or just the gradual shift of a city’s
characteristics. These changes would not be captured until the next travel survey
is issued, which could be anywhere from the following year to a decade. With the
abundance of information and connectivity today, other sources of easily accessible
data could prove to be useful as a proxy for the data obtained in conventional surveys.
One example of this is the use of triangulated mobile phone data to form mobility
networks and extract individual trip chains (Jiang et al. 2013). Another such potential
is points of interest (POIs) registered on Google Places, a feature of the mapping
service developed byGoogle LLC (Google), which are extensive, updated frequently,
and relatively accessible for most people. Google Places lists various types of estab-
lishments, such as restaurants, schools, offices, and hospitals, allowing it to serve
as a good indicator of trip attraction. For an overview of mining POI data for urban
land-use classification and disaggregation, see the work of Jiang et al. (2015).

As a complement to the development of statistical methods to carefully treat travel
diaries (Ben-Akiva and Lerman 1985; Hall 1999; de Dios Ortúzar and Willumsen
2011), alternative, cheaper, and larger data sources are necessary to push our under-
standing of human mobility efforts further. The evolution of technology over the
past decade has given rise to ubiquitous mobile computing, a revolution that allows
billions of individuals to access people, information, and services through infor-
mation technologies such as their cellular or mobile phones. Using today’s large-
scale computing infrastructure and data gathered from sensing technologies, one can
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combine methods from computer science with urban planning, transportation, and
environmental science, to tackle specific problems with fined-tuned methodologies
in a data-centric computing framework.

Urban-science methods for characterizing human mobility should take into
account the complexity of these dynamics.However, despite being a complex system,
recent results have indicated some patterns or general features that can clarify these
dynamics. These features are called universals in analogy with phenomena in the
physical sciences. First, there is a set ofmodels to analyze aggregated humanmobility
in cities or large-scale migrations. On the one hand, we have gravity-like models,
and on the other radiation models (Simini et al. 2012). In 2008, González et al.
(2008) used data from mobile phones to show that the step-length distribution can
be described by a truncated power law. To understand the mechanism that gives rise
to this distribution, the authors used the radius of gyration: a quantity that character-
izes the radius enclosing the most visited locations of an individual over months of
observation. Simulations suggest that the step-length distribution of the entire popu-
lation is produced by the convolution of Lévy flight processes, each with a different
characteristic jump size within the individual radius of gyration of each person. The
observed power law is the result of the heterogeneity in the radius of gyration of the
population. While the great majority of users have a radius of a few kilometers, there
is a minority of users that cover thousands. Similar to the income and other variables
following a power law, following the Pareto principle 80% of the distance covered
comes from 20% of the subjects.

Another interesting pattern of human mobility is the interplay between random-
ness and predictability. There is a high rate of return to previously visited locations
such as home or work. The nature of these returns follows a probability inversely
proportional to the rank of the location, following then a Zipf law. Subsequent work
by Song et al. (2010a, b) using data from mobile phones, revealed two important
characteristics of human behavior. First, the number of distinct visited locations
increases as a power of time with exponent less than 1, indicating a very slow rate of
explorations. Second, the probability that an individual returns to a previously visited
place scales with the inverse of the rank of that location, a phenomenon labeled as a
preferential return. With a perspective from information theory, Song et al. (2010a,
b) used different kinds of entropy measures to analyze the limits of predictability of
human mobility.

Another approach to study human mobility is by mobility motifs, introduced by
Schneider et al. (2013) as an abstract (semantic) way to define periodic trajectories
in the daily movements of individuals. A daily mobility motif is a directed network
(digraph) where unlabeled nodes represent locations and the edges are trips from
one location to another. Counting motifs in data from mobile phones and traditional
travel surveys, they amazingly found that despite over 1million unique ways to travel
between 6 or fewer locations, just 17 motifs are used by 90% of the population. For
an overview of these works, see the papers by Jiang et al. (2013) and Toole et al.
(2015), and the recent review of human mobility by Barbosa et al. (2018).

In this chapter, we focus on statistical methods of the type described above in the
analysis and modeling of human mobility both in the aggregate and individually. We
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take advantage of novel data sources passively collected, to enrich the information
on human mobility patterns. Namely we parse an alternative source of geospatial
data, apply trip distribution models to estimate aggregated trips, and implement
unsupervised machine learning to characterize different types of commuters by their
mode of transportation and travel time.

As a sample case, we focus on Mexico City, one of the largest cities in the world
with over 21 million people in the greater metropolitan area. It is also one of the
most important cultural and historical centers in the Americas. With such a large
number of people and a high level of vibrancy, mobility in the region can be quite
a challenge. In 2017, a major household travel survey (Encuesta Origen-Destino en
Hogares de la Zona Metropolitana del Valle de Mexico 2017) was completed for the
Metropolitan Zone of the Valley of Mexico. Conducted from January–March 2017,
the survey obtained information to facilitate a better understanding of the mobility of
the inhabitants in the metropolitan region. This includes data on trip generation, trip
attraction, mode choice, trip purpose, trip duration, socio-demographics, and more,
which is representative of 34.56 million daily trips occurring in our study zone.

11.2 Data Collection of POIs

In order to obtain POIs (Jiang et al. 2015) from Google Places, programming scripts
were written to utilize the application programming interface (API) that Google
provides (Documentation of Google Maps API no date). However, Google sets
limits on the number of POIs a single request can return and on the number of
API requests an account is allowed to make in order to differentiate commercial
and non-commercial applications. While the conduct of this undertaking is non-
commercial, the data to be collected tend to exceed Google’s limitations. Hence, an
efficient algorithm needs to be implemented to collect the most information from a
minimal number of API requests.

To achieve this, API requests were framed and constrained by geometries defined
by the Hexagonal Hierarchical Geospatial Indexing System (H3) of Uber Technolo-
gies, Inc (Uber Engineering 2018). Uber’s H3 system is an application of the concept
of fractals. Maps are divided into large hexagonal tiles, with each tile further divided
into seven smaller hexagons. With 16 supported resolutions, the system is flexible
to most use cases. Figure 11.1a shows a sample resolution applied to a district in
Mexico City.

Hexagons serve as good approximations of circles while minimizing the overlap
between cells. This is useful as the Google Places API requires a radius parameter
within which the search for POIs will be made.
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Fig. 11.1 Hierarchical sampling method to extract POIs. a Initial state and resolution of parsing
algorithm, b Final state after recursively increasing ressolution in hexagons that reach the API
request limit

11.2.1 Parsing Algorithm

An initial resolution for the size of the hexagons was determined. The coarser the
initial resolution, the more efficiently the script is likely to run, as excessive requests
are avoided in sparsely developed areas. On the other hand, coarse resolutions also
increase the marginal areas near the borders of irregular shapes that are unaccounted
by the algorithm. Before issuing any API request, the initial resolution was tuned
and visualized to balance these tradeoffs.

For each hexagon, an API request was made at the centroid. If the request reaches
the limit of POIs that it can return, the algorithm subdivides that hexagon into smaller
hexagons. This process is repeated until each request ismetwithout reaching the limit.
In Fig. 11.1b, some areas, such as parks and nature reserves, do not need numerous
API requests. Downtown city blocks and dense neighborhoods, on the other hand,
are recursively splintered.

11.3 Spatial Distribution of POIs

In the use case for this chapter, the parsing algorithm returned a total of over 733,000
POIs from Google Places across the Metropolitan Zone of the Valley of Mexico.
These points of interest provide new dimensions to analyze data from the travel
survey that could generate insights on the characteristics of the megacity.

For instance, the API requests return tags for each POI, indicating the nature
of the establishment. This may include broad categories, such as store, or more
specific labels, such as electronic store. Clustering relevant tags together, POIs may
be classified as either commercial or public-service establishments. Combining these
data with the travel survey, Fig. 11.2a maps the relationship of the sociodemographic
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Fig. 11.2 Spatial distribution of population and services. a Relationship of the sociodemographic
stratum of a district with the ratio of the number of public service establishments to the population,
b Percentiles of the number of public service POIs for every 1 km2 block

status of a district with the ratio of the number of public service establishments to
the population.

In this case, sociodemographic strata are indices defined by the travel survey to
characterize a respondent’s social and economic conditions, with numbers from 1
to 4 denoting increasing economic well-being. In Quadrant I, the number of public-
service establishments is above average and the population is below average: such
districts tend to enjoy the highest sociodemographic stratum.Quadrant II has districts
of intermediate sociodemographic status, still benefiting from an above-average
number of POIs.Quadrant III has both less than the average population and number of
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facilities and a lower socio-economic stratum. Interestingly, Quadrant IV has districts
on opposite ends of the sociodemographic spectrum, possibly due to the diversity of
inner cities and the efficiencies of density that allow fewer establishments to serve
more people in a small amount of space. These enrich the spatial information of the
surveys and deserve further research.

Another advantage gained through the POIs is the spatial granularity of the
collected data. Travel survey respondents are often organized by the district of resi-
dence, whereas establishments on Google Places are pinpointed to street address
coordinates. Since cities and districts are not homogeneous, this level of detail
provides a more realistic perspective on city dynamics, highlighting functional
interaction over arbitrary political boundaries.

In Fig. 11.2b, the coordinates of public-service establishments are truncated to
two decimal places, binning them to grids that are approximately a kilometer per side.
Due to the orders of magnitude in the difference between the urban core and more
rural areas, the number of public-service establishments is abstracted to intervals
of 5 percentile points. As it is, mapping these establishments may have a strong
dependency on population density. Nevertheless, a hidden structure to the city is
revealed, with a strong urban core, some urban corridors expanding outwards from
the city center, and regional centers further away from the center. Significantly, there
are large regions on the outskirts of the study area where public services are sparse.
Further insights may be gained when supplemented by population distribution data
at a similar level of granularity.

11.3.1 Extended Radiation Model for Human Mobility

Counting the number of POIs per district is necessary for direct comparison with
the 2017 travel survey data, which have the smallest granularity only at the level of
districts. Mapping these per district in Fig. 11.3a, b, a direct comparison can be made
with trip attraction reported in the 2017 travel survey.

While the correspondence is not perfect, the distribution of points of interest
makes a good approximation to the distribution of trip attraction obtained from the
travel survey. Most notably, the difference between the city center and the rest of the
region is similarly stark.

Plotting the relationship between trip attraction and points of interest in Fig. 11.3c
yields a quantitative plot, with the correlation coefficient of the two variables deter-
mined to be quite high at 0.81. This comparisonwill be of great relevance later, where
the POIs are used to model mobility patterns in the city, in place of travel-survey
data.

Many models have been developed in order to predict population movement at
different scales. In the context of Greater Mexico City, we want to investigate how
accurate suchmodels are and howwell they perform to reconstruct mobility patterns.
The models of trip distribution can be divided into gravity-model types (Barthélemy
2010; Erlander and Stewart 1990; Jung et al. 2008; Lenormand et al. 2016), or



160 P. Melikov et al.

Fig. 11.3 Trip attraction versus POIs. aValues of trip attraction, b The number of points of interest,
c Correlation plot of trip attraction and points of interest

intervening-opportunity types (Lenormand et al. 2016). In this chapter, we present
an application of the latter, named the extended radiation model (Yang et al. 2014),
to estimate trip distributions in Mexico City.

The radiationmodel (Simini et al. 2012, 2013) is based on a stochastic process that
is parameter-free and enables, without previous mobility measurements, estimates of
trip distributions in good agreementwithmobility and transport patterns (Simini et al.
2013). The original radiation model only relies on population densities to estimate
commuting patterns between US counties (Simini et al. 2013).

Here, we use the natural partition of the city in districts. Themodel states that a trip
occurs based on the number of opportunities that can be found in each district if the
two following steps are met: (1) an individual seeks opportunities from all districts,
including his or her home district (the number of opportunities in each county is
proportional to the resident population); (2) the individual goes to the closest district
that offers more opportunities than his or her home district. To analytically predict
the commuting fluxes with the radiation model, we consider locations i and j with
population mi and nj, respectively, at distance rij from each other. We denote with sij
the total population in the circle of radius rij centered at i (excluding the source and
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destination population). The average flux Tij from i to j is:

〈
Ti j

〉 = Ti
min j

(mi + si j )(mi + ni + si j )
(11.1)

where Ti = ∑
i �= j Ti j is the total number of commuters that start their journey from

location i, or the trip production of location i.
The extended radiation model aims at predicting flows without first calibrating

the data. Thus, it introduces a scaling parameter ∝ by combining the derivation of
the original radiation model with survival analysis and gives:

〈
Ti j

〉 = γ Ti
[(ai j + m j )

∝ − a∝
i j ](n∝

i = 1)

(a∝
i j + 1)[(ai j + m j )∝ + 1] (11.2)

where ai j = ni + si j , γ , is the percentage of trips between all places found between
the origin and destination, and empirically set∝= ( 1

36[km] )
1.33, where i is the charac-

teristic length of the study area, and ∝ accounts for the fact that the trip distributions
depend on the area of study.

The extended radiation model was meant to be used when we lack trip data for
calibration. When there are actual trip data as in this case, one can evaluate them
with the common part of commuters based on the Sørensen index (Lenormand et al.
2016):

CPC(T, T̃ ) = 2
∑n

i=1

∑n
j=1 min(Ti j , T̃i j )

∑n
i=1

∑n
j=1 Ti j + ∑n

i=1

∑n
j=1 T̃i j

(11.3)

It gives a quantitative measure of the goodness of the flow estimation, 0 meaning
no agreement found and 1 perfect estimation. CPC compares the model estimates
Ti j versus the empirical observations T̃i j , between all origin–destination pairs.

11.3.2 Results

From the survey data, we extracted the different variables to run the extended radi-
ation model. First, we extracted the 194 districts that compose Greater Mexico City
with their respective population, trip attraction (number of daily trips coming to the
district), trip production (number of daily trips leaving from the district), points of
interest, and characteristic length, given as the square root of the area of the district.

Then, we set i as the mean of the characteristic length of each district. We also
constructed the distance matrix that gives for every row i and column j the distance
between the centroids of the districts i and j. Finally, γ was set to the total number
of trips as a proportion of the total population.
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Table 11.1 Comparison of the goodness of fit depending on different input data in the model

Origin Trip production Trip production Population Population

Destination Trip attraction POI Trip attraction POI

CPC 0.69 0.67 0.64 0.63

Four different setups were then used to compare the performance of the model
based on different approximations of the trip production from the origin districts
and the trip attraction of the destination districts: (1) we used trip attraction and trip
production as a baseline, (2) we used the number of POIs as a proxy for trip attraction,
(3) we used population as a proxy for trip production, and (4) we combined (2) and
(3). The resulting CPC values are shown in Table 11.1.

Table 11.1 shows that the CPC of the estimates of the extended radiation model
was close to other recently proposed models (Lenormand et al. 2016). Moreover, we
investigated the impact of different proxies for flowgeneration and attraction volumes
as input in ourmodel and found that the use ofmore easily acquired data sources such
as population and POI density achieves nearly the same level of accuracy. POIs seem
particularly interesting because they enable good estimates without travel surveys,
butwith data ofmuch cheaper access.On the other hand, the use of population in place
of trip production aims at predicting future mobility patterns given the knowledge
of γ , the proportion of the total population of the system commuting, and assuming
changes in this ratio. Here, we extracted γ from the 2017 survey and used it for the
models. Consequently, we cannot validate the predictive power of the model; but
nonetheless, when distorting the population data of each district by multiplying it by
γ , we still observe encouraging results.

11.4 Analyzing Human Mobility by Mode
of Transportation

This section is devoted to the analysis of individual travelers within Mexico City.
One advantage of a broad user survey is to identify types of dominant behavior in
the population, with respect to the modes of transportation used, their geographic
distribution, and socio-demographic characteristics.

We analyzed the large database collected by the Mexico City survey, containing
information on individual residents; it details information onmore than half a million
trips. For each trip identified, we have the mode of transportation, the districts of
departure and arrival, the time of departure and arrival, the purpose of the trip, the
gender of the traveler, and his or her age and socio-demographic stratum. As many
as twenty different modes of transportation can be identified among the 196 districts
of the survey.

Wewanted to reduce the complexity of this informationbygrouping the trips based
on transportation mode, without associating the other metrics. The latter would then
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be involved in the analysis of clusters formed. In doing so, we sought to distinguish
the main mobility behaviors, which would, in turn, combine various proportions of
the possible transport modes and trip purposes.

By simple inspection, it is clear that all the means of transport mentioned in the
database were not significantly present in the main groups of behaviors. We expected
to see certain modes of transport, such as cars or walking, as the majority in certain
behaviors and others, such as the category “Other means of transport,” very poorly
represented or even absent. It is, therefore, not necessary for such a large number
of variables, initially twenty, to describe the individual trip database. We applied
principal component analysis (PCA) to determine the main variables. This allowed
us to reduce computation time and complexity when using a clustering algorithm.
Projecting into a lower dimensional base informs our understanding (Eagle and
Pentland 2009; Ibes 2015).

The PCA method aims to capture as much of the total variance of the data as
possible with a reduced number of variables, called principal components (PC).
Since the objective was to set the size of the new projected database such that the
first N PCs had to account for 85% of the total variance, we, therefore, chose to keep
only the first five PCs for the rest of the study (Shlens 2005).

To group trips around main behaviors, we used k-means clustering (Jiang et al.
2012). Each journey of the database was initially represented as a vector composed
of zeros and ones, depending on themode of transportation used.We only considered
its projection in the PCs database when applying the k-means algorithm. K-means
works iteratively to ultimately minimize the sum of the distances between each
projected journey and the centroids of the clusters determined by the algorithm, and
thus allows patterns to be identified within the dataset. As a result, we obtained a list
that reflected the membership of each trip in a particular cluster. We also calculated
the proportions of the modes of transport for each cluster to determine their average
behavior (Jiang et al. 2012). While the ideal number of clusters can be estimated via
various metrics, such as the elbow method, the best number of clusters depends on
the interpretability of the data available. In this case, we decided to keep six clusters.

11.4.1 Detected Mobility Groups

Figure 11.4a at the top shows the six clusters that characterize daily mobility in
Mexico City and their percentages. They represent the main ways of moving around
the city. Since the database reports journeys, several of whichmay have beenmade by
the same person, and residents can have several trips. The analysis groups journeys
and not individuals. Note that these journeys also have the purposes of these trips
such as: going home, going to work, errands, shopping, etc. Their average percentage
is shown at the bottom of Fig. 11.4a. In the top of Fig. 11.4a, only the three most
reportedmodes of transportation in each cluster are shown. Each of these components
is associated in the y-axis with its fraction within the cluster. The % in the x-axis
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shows the fraction of the total journeys in each cluster. We can see that the majority
of journeys in Clusters 1 and 5 combines three or two modes respectively.

Cluster 2 contains 35% of all the trips in the Mexico City survey. The fraction
of walking on the ordinate is equal to one, while that of the second most present
mode of transportation in this cluster, Mexibus & Metrobus, has a fraction of 0.027.
Thus, only about 2.7% of the trips attached to this cluster combined their walking
with Mexibus or Metrobus. It can therefore be said that these trips are made almost
exclusively by walking.

Figure 11.4b shows, for each of the six clusters, the proportion, per cluster, of
each of the ten purposes of the trips considered in the survey: going to home, going
to work, going to school, shopping, leisure, errands, picking someone up, religion,
health purposes, or all other purposes.

We compared the average percentage of trip purposes with the average within
each cluster. Cluster 1 represents 11.8% of all the trips and has 33% of them with
work as its purpose, larger than the average of 21% among all trips. We see that when
people walk (Cluster 2), the shopping purpose is twice the average.While about 16%
of the trips associated with the second cluster are for shopping purposes, the average
number for all trips is around 10% for this category. On the contrary, it seems that
walking is not commonly used for commuting or going to the doctor.

In addition, since the average travel time of this cluster is about 20 min while the
average travel time for the total population is about twice as long, this cluster can
therefore be associated with local trips. This suggests that workplaces or healthcare
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centers are generally located further from family homes than shops, schools, or
religious places.

Cluster 3 groups 20% of the daily trips made in Mexico City; it is exclusively
composed of private cars as a mode of transportation. This case has leisure in higher
proportion compared to other clusters. This can be a consequence of the lack of
transit to cover distant journeys, or being inconvenient for such purpose.

Cluster 5 contains 16% of the trips and includes the routes that exclusively
combine walking and micro/colectivo, while Cluster 4 with 7% of the trips does
not include walking. These two clusters are similar in purpose to the average and
their average travel time is the longest, about one hour per trip.

The use of walking, metro and micro/colectivo during the same journey is also
observed in the first cluster. Indeed, metro obtains a proportion equal to 1, walking
0.83 and micro/colectivo 0.71. Not all the journeys in this cluster, therefore, system-
atically combine these three means of transport, but on average in the great majority
of cases these three means of transport are combined. This group is over-represented
in the heart of the capital’s historic district, where more than 55% of the trips under-
taken are associated with this cluster. On the other hand, it becomes absent as soon
as one moves away from this geographical area. This is due to the high concentration
of metro and micro/colectivo in this part of the city, making travel much faster and
more convenient by linking these modes of transport, particularly to get to work.

Cluster 6 is not possible to interpret, because it does not represent any particular
mode. However, it should be noted that it is mainly concentrated in the agricultural
regions that make up some districts.

Koelbl and Helbing analyzed data from the UK National Travel Surveys during
nearly three decades, in the years 1972–98, observing that the average journey times
for different modes of transport are inversely proportional to the energy consumption
rates measured for the respective human physical activities. In Figure 11.5a, we show
the distribution of the travel times per mode divided by their mean, inspired by the
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Fig. 11.5 Comparison of travel times by mode and by cluster group. a Lognormal fit for the
scaled time-averaged travel-time distributions for different modes of transport on a logarithmic
scale as reported by Schneider et al. (2013) based on UK surveys. b Lognormal fit for the scaled
time-averaged travel-time distributions for the clusters found in the Mexico City travel survey
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Table 11.2 Comparison of
the fitted parameters for the
clusters

Cluster µ var mean trip time

Transit to work −0.03 0.21 89

Walking non-work −0.28 0.63 20

Private car + leisure −0.19 0.69 40

Micro/collective −0.07 0.41 49

Micro/collective + walking −0.11 0.41 58

Other modes −0.30 0.47 30

Results Kölbl et al. (2003) −0.14 0.51 N/A

results reported by Kölbl and Helbing (2003). The authors presented five transport
modes, and they all collapse well in one lognormal distribution with parameters
reported in Table 11.2. To further investigate our clusters, we made the same analysis
of the travel time of the individual trips divided by the mean travel time.We observed
a lognormal with different parameters for each cluster; only Cluster 5 has closer
parameters to the ones reported by Kölbl and Helbing (2003). Given the challenges
of mobility in Mexico City, we observed larger variance among the members of
each cluster, except for the trips of Cluster 1, which groups a higher fraction of the
journeys to work. The differences between the results reported in the UK andMexico
City could be related to more strained transit service and longer commuting journeys
in a vast metropolis. The universal scaling which is shown in different modes by
Kölbl and Helbing (2003) could still serve as a guide to target improvements in the
transit system. Note that the variance of private-car travel times is less than half that
for transit. If the travel times were more similar, transit could be more attractive for
those that can afford traveling by private car.

11.5 Conclusions

Data-informed analysis of complex socio-technical systems has become the interest
of interdisciplinary groups around the world. These techniques can inform urban
planning with an analytical angle in the complex task of amending current cities
and their infrastructures. This increases its relevance to better accommodate the
continued expansion of major cities and metropolises around the world. The purpose
of this study was to summarize statistical methods to analyze human mobility in
the urban context. We combined alternative data sources and methods in the topic
that has mostly used travel diaries and econometric methods. The common aim
of the data analysis presented is to reduce the complexity of the dataset at hand,
while simultaneously extracting useful information. To this end, the recent growth
of passively collected data lends important opportunities to the understanding and the
implementation of these and other methods. In particular, we analyzed and modeled
humanmobility inGreaterMexicoCity, one of the largest cities in theworldwith over
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21 million people. We explored a data set of a recent major travel survey conducted
in 2017, using clustering methods, and compared the trip distributions with the one
inferred from an extended radiationmodel that uses population and points of interest.

Future extensions should include the sociodemographic stratum, and possible
interventions to plan for social equity and accessibility.
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