
RETRACTED CHAPTER: Software Project
Planning Through Comparison of Bio-inspired

Algorithms

Jesús Silva1(B) , Noel Varela1 , Harold Neira Molina1 ,
and Omar Bonerge Pineda Lezama2

1 Universidad de la Costa, Barranquilla, Colombia
{aviloria7,nvarela2,hneira}@cuc.edu.co

2 Universidad Tecnológica Centroamericana (UNITEC), San Pedro Sula, Honduras
omarpineda@unitec.edu

Abstract. Currently many organizations have adopted the development of soft-
ware projects with agile methodologies, particularly Scrum, which has more than
20 years of development. In thesemethodologies, software is developed iteratively
and delivered to the client in increments called releases. In the releases, the goal
is to develop system functionality that quickly adds value to the client’s business.
At the beginning of the project, one or more releases are planned. For solving the
problem of replanning in the context of releases, a model is proposed considering
the characteristics of agile development using Scrum. The results obtained show
that the algorithm takes a little less than 7 min for solutions that propose replan-
ning composed by 16 sprints, which is equivalent to 240 days of project. They
show that applying a repair operator increases the hypervolume quality indicator
in the resulting population.

Keywords: Genetic algorithm · Agile software projects ·Multi-target

1 Introduction

During the execution of the project, it is common to note events that affect the plan, which
will be called disruptive events [1]. An example of a disruptive event is an employee
leaving or a new requirement being added (called user stories in the agile context) [2,
3]. The action of adjusting or updating the original plan after the occurrence of a disrup-
tive event is known as replanning [4]. Because software development is expensive and
usually has defined deadlines, project managers must immediately perform replanning
to minimize economic and operational impacts and meet defined deadlines [5].

In addition, there are at least three other important objectives that must be assessed
in a real project. It is desirable that, when a replanning is carried out, it does not differ

The original version of this chapter was retracted: The retraction note to this chapter is available
at https://doi.org/10.1007/978-981-15-6648-6_28

© Springer Nature Singapore Pte Ltd. 2020, corrected publication 2021
N. Chaubey et al. (Eds.): COMS2 2020, CCIS 1235, pp. 340–351, 2020.
https://doi.org/10.1007/978-981-15-6648-6_27

RETRACTED C
HAPTER

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-6648-6_27&domain=pdf
http://orcid.org/0000-0003-2673-6350
http://orcid.org/0000-0001-7036-4414
http://orcid.org/0000-0003-3595-8086
http://orcid.org/0000-0002-8239-3906
https://doi.org/10.1007/978-981-15-6648-6_28
https://doi.org/10.1007/978-981-15-6648-6_27


RETRACTED CHAPTER: Software Project Planning 341

too much from the original one, since it is considered that the initial planning is the best
option for the development of the project [6]. Similarly, the history of user (HU) with
the highest priority for the release must be assigned to the first sprints and thus develop
the most important HU first [7]. In software development, equipment is expensive and
the development time of the employees must be used in the best way to avoid wasting it
[8]. Therefore, five objectives could be considered when performing replanning: time,
cost, stability, release value andwasting development capacity. Therefore, the replanning
problem is a multi-objective optimization problem.

This replanning problem can be seen as a generalization of the assignment problem,
which is well known to belong to the NP-difficult class [9]. In addition, some of the
objectives considered are in conflict, for example, if the development team seeking to
minimize the delivery time increases, the project will be more expensive. For this reason,
the solution proposed for this problem is based on a multi-objective genetic algorithm,
which considers each objective equally important and seeks to result in a set of replanning
proposals that serve as support for the project leaders.

2 Bibliographic Review

In this section we will present the most important ideas of some articles, in addition to
those focused on agile methodologies, we will also take some that propose solutions to
the re-planning problem.

According to the literature review so far, only [10, 11] study the re-planning problem
in agile methodologies, which are only introductory and only present the characteristics
of the problem, so they do not present a tool to support managers of software projects in
the context of agilemethodologies. Theyuse heuristics and focus on agilemethodologies.
In the first [12], amodelwithout re-planning is proposed, so it presents a staticmodel, that
is, without changes over time. They present a proposed solution to the project planning
problem, the authors propose a genetic algorithmand their objectives are the time and cost
of the project. They focus on the release phase, but without presenting disruptive events
and planning is done for each sprint, but does not consider re-planning from an existing
plan. The model seeks to assign employees to tasks. The second [13] only proposes
characteristics for the project planning/re-planning model in agile methodologies since
it does not present an algorithmormodel for the problem. In this paper, only the objectives
that they will seek to use are mentioned, which are time, cost, robustness, stability and
fragmentation of HU (impact of delayed HU). Being only a proposal, it has no further
detail and only mentions general disruptive events.

Most articles found take characteristics of the models developed for traditional
methodologies, such as assigning employees to tasks or that planning is done only
at the beginning of the project [14].

[15] considers project planning in an agile context, proposes an entire scheduling
method to solve it, and only targets the time it takes to develop. We did not find any re-
planning, but it presents employee assignment to tasks and does not consider an adequate
estimate for HU.

The articles in which the re-planning problem is modeled emphasize that software
development is a dynamic system. Changes occur during the execution phase because
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disruptive events occur. But, without counting the works of [16–18], in all cases they
focus on traditionalmethodologies. They present proposals that seek to solve the problem
of planning software projects, but now in a dynamic environment. In [19] we can find a
model for the re-planning problem, as a solution proposal implements a genetic algorithm
that seeks to minimize project time and cost. Stability is introduced as the objective of
the problem and the disruptive events that it considers are two: arrival of new tasks and
the movement of employees (when they arrive or leave).

As previously mentioned, the re-planning problem is current and in the last two years
we can highlight three documents directed at traditional methodologies, beginning with
that of [20], in which the authors seek to minimize time, cost and project stability. The
disruptive events that trigger a re-planning are: the arrival or withdrawal of employees to
the project, as well as when tasks arrive that were not had in the original planning. The
authors seek tomodel teamproductivity and how it affects the development of their skills.
As in the previous cases, the proposed solution is based on a genetic algorithm [21].

In the study by [11] we found for the first time a multi-objective function proposed in
the model, in this way each objective is calculated independently. The proposal presents
as a solution to a set of possible re-planning proposals. The objectives to be optimized are:
project duration, development time, stability and robustness. They consider the arrival
of new tasks, the withdrawal of an employee from the project and when an employee
joins, as disruptive events. To validate their work, they used three real-world projects
and compared them with the proposals that their algorithm gave as a solution. As in
the previous case, [22] also presents a multi-objective function which is made up of:
the duration of the project, the cost of development, the stability between plans, the
robustness to look for an event-tolerant plan and introduce the objective of employee
satisfaction when being assigned to tasks of your liking. As a solution proposal they use
an algorithm composed of two heuristics. As a global solution they propose a genetic
algorithm which results in a planning proposal, then they try to improve this proposal by
applying an AMDE (Angle Modulated Differential Evolution) algorithm. They mention
that to validate their algorithm, they were compared with real projects, in addition to
cases created for testing [23].

We realize that in addition to time, cost, and stability targets, some of the items
consider robustness. This objective is defined as how prone is re-planning to delay
delivery dates and cost when a disruptive event occurs. That is, robustness is the ability
of rethinking to cope with small changes [24].

To propose a model closer to reality, in the work of [25–27], the authors model the
communication necessary between employees to carry out a task. This communication
affects the project if many employees are assigned to the same task, because they spend a
lot of time communicating. Finally, we find that inmore current jobs the productivity and
learning curve of employees is modeled, we can see that this characteristic is presented
in [28, 29] and improve the model presented in [30].

As we can see, few articles talk about the re-planning problem and only three are
focused on agile methodologies. None have characteristics of agile development using
Scrum, since they do not use concepts such as sprint speed and story points. There-
fore, there is no tool that presents proposals to solve the re-planning problem in agile
methodologies.
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Our work seeks to propose a re-planning model of projects developed with method-
ologies agile. The model that we present takes into account five objectives to optimize:
time, cost, stability, use of development capacity and release value. These last two
objectives are part of our contributions and are explained later.

3 The Problem of Replanning Releases in Agile Software Projects

The research proposes amodel for the planning problem in agilemethodologies (Scrum),
especially focused on the replanning of releases. Thiswill be called the release replanning
problem in agile software projects (RPASP).After a disruptive event, the planning should
be adjusted as soon as possible andwith the least number of changes, so that the total cost
and time of completion are not affected or, if not, that the increase is minimal, since the
increase in cost must be absorbed by the company that develops it and this is translated
into loss [31].

Releases are focused on delivering specific functionality and mark the delivery dates
of the increments to the system. Each release is divided into one or more iterations,
called sprints, as shown in the example in Fig. 1. In the release planning, the user stories
needed to fulfill the objective of each release are selected and assigned to some sprint to
schedule the order in which they will be developed [32]. When performing a replanning,
the assignment of HU to the sprint that best suits the plan is considered, taking into
account the duration, priority and dependencies of these.

Fig. 1. Representation of an example of release planning, which consists of three sprints.

The re-planning of releases has its own characteristics, which are mainly aimed at
making the scheduling of HUs more flexible and agile. Before presenting the model, it
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is important to introduce some concepts that are important in the agile context, and more
specifically in Scrum.

– Story points. In Scrum, the estimation of the effort required to develop user stories
rests with the work team. HUs are estimated with a unit called history points, which
represents the effort required to develop a HU relative to a reference one. This tech-
nique is known as planning poker [33]. In this paper we consider that the team has
made an effort estimate for all HUs before release is planned.

– Sprint speed. On the other hand, sprint speed is a historical metric of the ability that
the team has shown to fully develop user stories in a sprint.

Our model considers the extra time that a development team can work. If a team
works overtime they may have more development capacity in a sprint (sprint speed
increases) [29], but the project will become more expensive, since it is necessary to pay
extra time. In this work we consider 22.5% of extra work, in an 8-h day this percentage
represents 2 extra hours1.

When a disruptive event occurs and a re-planning has to be made, these events are
intended to have the least impact on the project, considering the following criteria.

– Cost. It is the cost of the work equipment plus the extra hours that are needed in the
re-planning. To calculate it, the regular sprint speed and the sprint speed are obtained
considering the extra work.

– Weather. It is the number of sprints that are necessary in the re-planning.
– Stability. Refers to the differences in user story assignment to sprints between the
original release schedule and that resulting from the re-planning. It seeks to minimize
this objective.

– Waste of development capacity. This target measures the sprint speed that re-planning
is “wasting”. We will consider as waste in the same way that extra time is used when
there is still regular time available. In the projects, the development time must be used
in the best way, since, as mentioned before, it is very expensive. A good re-planning
should ensure that themaximum amount of time available (sprint speed) is occupied in
each sprint. When adjusting the plan after a disruptive event, the new HU assignment
should look for the best combination according to the sum of the history points of
each sprint, so that the sprint speed in each one is occupied, preferably in its entirety.

– Release value. For the model to fit properly, in a planning or re-planning, the HUs
with the highest priority must be developed in the first sprints. In a release we seek
to deliver functionality that brings the greatest value to the customer’s business. For
example, in an online store the priority HUs are those that allow a purchase. When
re-planning after a disruptive event, higher-priority HUs should be assigned to the first
sprints, in order to increase the likelihood of having enough time to develop them.

4 Multi-objective Genetic Algorithm to Solve RPASP

Thementioned solution seeks to provide project leaderswith a set of replanningproposals
in a few minutes, since in real projects an expert usually presents a replanning proposal
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in at least 180 min [16], without guaranteeing that it is a good solution. By modeling
the replanning problem as a multi-objective one, the result is ideally a set of solutions
that present the best values found for each of the objectives and solutions that present a
compensation.

This algorithm calculates the suitability of each of the replanning proposals by imple-
menting the concept of dominance. It is said that a solution x dominates another solution
y if x is at least as good as y for all the objectives and is strictly better in at least one of
them. The solutions with the best aptitude are those that are not dominated by any other,
this is known as non-dominance.

To know the performance of multi-objective algorithms, quality indicators are used,
for example, the hypervolume,which results in a value that represents the performance of
one algorithm with respect to another. The hypervolume (HV) indicator [13] measures
the space covered by the non-dominated solutions with respect to a reference point
and this gives some information on the convergence and diversity of individuals in the
population. Therefore, one population is better than another if its HV is higher.

There are several methods to solve multi-objective optimization problems: exact,
heuristic and metaheuristic. Due to the characteristics of the problem under study, we
have used a metaheuristic method, in particular, a genetic algorithm (AG) based on
NSGA-II [14].

Genetic algorithms are based on the principles of evolution through natural selection.
Broadly speaking, a genetic algorithm considers a function to be optimized, a represen-
tation of the solution called the chromosome, genetic operators, and a function that
measures the fitness of the chromosome. The search performed by an AG must have
a balance between exploiting and exploring the search space. An algorithm for an AG
consists of [14]:

1. Representation of the solution as a chromosome.
2. Generation of a population.
3. Repeated application of genetic operators.

For our proposed solution to the re-planning problem, NSGA-II [14] was imple-
mented, which is a multi-objective genetic algorithm that presents elitism and conserves
the diversity of the population. Each individual (chromosome) in the population repre-
sents a re-planning.NSGA-II implements a rapid classification based on non-dominance,
in which all individuals in the population are compared and assigned a level. Each indi-
vidual’s fitness depends on their level of non-dominance, where zero represents the best
fitness. The second feature of NSGA-II is an individual’s stacking distance. In order to
calculate this distance, individuals are increasingly arranged in each of their objectives
and the distance between them is measured. This is obtained by calculating the distance
that the individual has with his two closest neighbors. If the individual is at one end of
the target space, then an infinite distance is assigned to him, since there are no more
individuals next to him. After calculating the level of non-dominance and the stacking
distance, the selection of individuals that will form part of the population in the next
generation begins. Asmentioned before, NSGA-II implements elitism so that generation
after generation only the individuals with the best aptitude survive, that is, those with
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the lowest level of non-dominance [17]. The diversity in the new population depends on
the stacking distance. When the selection of surviving individuals is being carried out,
if two or more individuals have the same level of non-domination, then those who are
in a less populated area, that is, the one with the largest stacking distance, are selected.

4.1 Proposed Multi-target Genetic Algorithm

So far, a function was defined for each of the objectives to be optimized: time, cost,
stability, waste and release value. Likewise, the function that calculates the aptitude of
individuals, which is based on the non-dominance of solutions [13, 14]. Next, the parts
of the GA are defined: representation of the solution as chromosome, creation of the
population and the genetic operators.

– Chromosome. A chromosome is a representation of the shape a1 a2 a3 · · · an, where
each position i is called a gene and ai is known as an allele. Each gene represents a
HU and its value is equal to the sprint it is assigned to in the replanning. The first gene
represents h1, the second one h2 and so on [15].

– Creation of the population. For the creation of the population, the first time the algo-
rithm is executed the individuals are created from the initial planning. This means that
from the initial planning a chromosome is built. The other members of the population
are variations of this chromosome, which are obtained by mutating the random values
of the original schedule [16].

Selection. It is done with a random binary tournament: two individuals are selected
at random from the population and the one with the best aptitude wins. If they are tied
in the non-dominance range, then the one with the greater stacking distance is chosen
[17].

– Crossing. The crossing will be at a single point and will have a probability of 0.9.
This value was selected because it presented the best preliminary results, and it is
recommended by the authors of NSGA-II. It should be noted that the two-point cross
was also tested, but the results were not satisfactory [18].

– Mutation. To implement this operator, each gene on the chromosome will have a
probability of 0.2 of being mutated. A gene to gene mutation is implemented, where
the entire chromosome is traversed and each gene has a probability between 0 and 1 at
random. If it is less than or equal to 0.2, then a new sprint is assigned, different from
the one that was assigned, which is also obtained at random. This value was chosen
because it also gave the best results in the preliminary tests [19].

Due to the probabilistic nature of GAs, when applying one of the genetic operators
to an individual it may no longer be feasible. The algorithm looks for all individuals in
the population to be, so a repair operator is implemented.

– Chromosome repair. Sometimes solutions leave one or more sprinkles empty. So,
although it is a valid chromosome, it is something undesirable in real projects. At
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this stage of repair, the chromosome is validated and if it has an empty sprint, it is
removed. The procedure is as follows: The empty sprint is identified. The HU of the
next sprint is run through, to the empty sprint. If there are more empty sprints, the
HU are still run to avoid leaving spaces. If there are no more empty sprints, the empty
sprint(s) that were run at the end of the replanning is eliminated as a result of the
repair [20].

5 Results

Since there are no studies related to the replanning of projects focused on agile method-
ologies, there are no public test cases to compare this proposal [1, 5, 11, 15, 16]. There-
fore, artificial test cases were created and the experiments were divided into two classes.
The first one, with small cases, 12 and 17 HU, to test if the algorithm offers coherent
solutions. The second class considers larger test cases, from 40 to 100 HU, to know if
the repair operator really brings improvement to the performance of the algorithm.

5.1 Experiments with Small Test Cases

Two small test cases were created. The first one, 12 HU and 4 employees, was specially
created to show the impact of the objectives. The results for this test case were consistent
and small, so the impact of the objectives could be visually observed and the behavior
was as expected when simulating some of the disruptive events. The results were similar
to the second test case. It consists of 17 HU and 4 employees. The replanning that
presented the maximum release value has an empty sprint [3].

The repair, as mentioned above, adjusts the history of users so that there are no empty
sprints within the replanning. After the implementation, the results shown in Fig. 2 were
obtained.

Fig. 2. Release planning after implementing empty sprint repair.

The algorithm results in a set of proposals for replanning, which present a balance
in their objectives or present the best value found for any of them.
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5.2 Experiments in Large Test Cases

The test cases for this phase were created with the Alba and Chicano test case generator
[12], which was configured to randomly create plans with 40, 70 and 100 HU. For the
number of employees, 4, 5 and 6 were considered, respectively. By running the test case
generator, plans with up to 16 sprints were obtained. In each of the tests, two disruptive
events were modeled: one employee leaves and a new HU is added, as these have the
greatest negative impact on the planning [19, 20].

To check if the empty sprint repair really contributes to the performance of the algo-
rithm, a test case with a number of HU and employees is obtained with the generator.
Then, a disruptive event is simulated and the algorithm is run 10 times. In each exe-
cution, the same amount of HU is obtained, the same number of employees, the same
disruptive event and the sprint repair is applied. From the 10 repetitions, an average of
the algorithm’s run time and the maximum values of all the runs for each of the targets
are obtained. This procedure is repeated again, but now without the sprint repair.

Now there are 10 repeats with repair and 10 without it, besides two sets of maximum
values. From the two sets, a new comparison is made again to get the overall maximums
of the 20 runs. The globalmaximumare the reference pointswithwhich the hypervolume
of each resultant population is calculated. Finally, the average hypervolume of the 10
populations with repair and the average of the 10 without repair were calculated. The
summary of the results of the experiments is shown in Table 1. In the first column is the
number ofHUs, the second column shows the number of employees and the third column
shows the disruptive event: A indicates that an employee leaves and B represents that a
new HU is added. The last four columns represent, respectively, the average execution
time in seconds (t) and the average of the hypervolume for the algorithm without repair
and with repair.

Table 1. Data of test cases, disruptive event and summary of results obtained with themulti-target
genetic algorithm, without and with repair operator.

No. HU No. Employee Event No repair With repair

t HV t HV

40 2 A 112.352 168524.12 110.147 192541.65

40 3 B 104.100 112654.35 135.50 135201.42

70 3 A 245.20 265275.47 212.62 320354.24

70 4 B 262.70 223014.69 252.54 295241.85

100 4 A 310.54 342315.01 336.25 330124.32

100 5 B 306.24 335201.05 342.47 425842.01

The results show that the empty sprint repair helped the algorithm reach a higher
hypervolume. It can be then interpreted that, when empty sprint repair is applied, the
replanning of the result population shows a greater diversity and better results in the
target functions. That is, they find better replanning, since, in general, the population
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converges to better results for the objectives of time, cost, stability, waste and release
value. It can be noted that, in most cases, the average execution time increases when the
repair is applied, but this is not considerable.

In fact, for the first and fourth experiments, the average execution timewith the repair
is less than without it. The results show that applying the repair in the algorithm results
in a population with a higher HV, therefore, the algorithm has a better performance and
does not significantly affect the runtime.

6 Conclusions

This paper presents the replanning of agile software project releases as a multi-objective
optimization problem. The literature review indicated that there is not much work on
optimization problems in agile software development methodologies. Furthermore, a
single one that develops its characteristics was not found. So, as a first contribution, the
proposal of a model for the problem of replanning releases of agile software projects is
presented. Unlike the studies found in the literature review, this model presents specific
characteristics of agile development such as: the concepts of history points and sprint
speed.

The study introduces the objectives of waste and release value, besides implementing
the extra time of development of a team as a configurable parameter, since each team is
different.

The problem of re-planning of releases can be considered as a generalization of the
allocation problem, which is a problem of the NP-difficult class. Therefore, to solve
it, a multi-objective genetic algorithm that implements NSGA-II is proposed. Being
a population-based algorithm, it covers the need to quickly obtain release re-planning
proposals after a disruptive event occurs. In the results we can see that our algorithm
presents a set of proposals to re-plan releases in less than 7 min for the most difficult
cases that were tested. The analysis of the results shows that when applying the repair
in all cases the HV hypervolume increases and therefore the algorithm has a better
performance without hardly affecting the execution time. These solutions present 100
HU, covering 15 or 16 sprints, which we can compare with approximately 240 days of
project development. In real projects, an expert generally presents a re-planning proposal
in at least 180 min [7], without guaranteeing that it is a good choice.

As future work it is proposed to obtain data from real projects and with that data run
the algorithm, simulate disruptive events and verify that solutions are feasible in real
projects. Likewise, it will seek to implement other types of heuristics, such as MOEA /
D and SMS-EMOA. It will seek to implement a second heuristic to improve the result
population (local optimization). Other quality indicators that are important to our results
will be investigated and implemented. Finally, it will seek to generate a support tool for
real projects.
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