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Abstract. Scene text recognition is a hot topic in the field of computer
vision. Inspired by the success of the Single Shot Multibox Detection
(SSD) on generic object detection, the architecture of SSD is imple-
mented on scene text detection. SSD does not do well on text detection,
because scene text as an object is usually smaller than a generic object
and SSD cannot detect small objects well. Thus, the statistic analysis for
scene text is made. Based on statistic characteristics of scene text, we
propose a method named Text-SSD to detect scene text. Moreover, in
order to boost the detection accuracy, multi-scale image are used to learn
the multi-scale models. The voting based non-maximum suppressing is
made for a candidate text region. The experimental results show that
our method achieved the state-of-the-art performance on the benchmark
dataset ICDAR2013 in the detection accuracy. Moreover, when using a
single model, our method achieves the fastest speed compared with sev-
eral latest text detection method based on deep neural network. Thus,
experimental results demonstrate our method is efficient on scene text
detection.
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1 Introduction

Due to its widely applications in image retrieval, visual navigation, and scene
understanding, etc., scene text detection has attracted more and more atten-
tions [10-12]. Though tremendous efforts have been devoted to text detection,
scene text detection in a wild is still a challenging task because of unconstrained
environments. Moreover, scene text is flexible distributed with the changes of
fonts, style and layout, and so on. Until now, the text detection accuracy is not
high, which will greatly influence the successive text recognition.

Great progresses have been witnessed in object detection in recent years.
Inspired by the successes of deep learning on image classification and speech
recognition, object detection is solved in an end-to-end way based on a convolu-
tional neural network, which is different from the pipeline scheme of traditional
object detection methods. Especially, Single Shot Multibox Detector (SSD) has
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achieved the breakthrough performance in detection accuracy. And SSD is suit-
able for generic object detection such as dogs, bikes, persons, etc. However, it
cannot do well on text detection if it is implemented directly on scene text detec-
tion. The failure is due to the following two reasons: (1) Scene text is usually
smaller than generic objects. In ILSVRC and VOC, an object often makes up
no smaller than 10% of the whole image. However, scene text often makes up
much smaller than a generic object. (2) The aspect ratio of scene text is dif-
ferent from a generic object. Scene text is usually like a horizontal thin bar,
while a generic object can be bounded by a rectangle. In order to make SSD
correctly detect text, we treat scene text as an object, and we mine the text sta-
tistical characteristics and design a text-specified default box according to text
statistical characteristics in the SSD framework, which is named Text-SSD. The
text-specified default box can efficiently get the discriminative features of scene
text, and make significant improvements of scene text detection in accuracy and
speed.

The remainder of this paper is organized as follows. We introduce related
work in Sect. 2. In Sect. 3, we detail how to mine the text statistical characteris-
tics and how to design the default boxes. Experimental results are presented in
Sect. 4, and we conclude in Sect. 5.

2 Related Work

In recent years, efforts have been devoted to scene text detection [1-8]. There
are two typical classes of text detection methods, one of which are traditional
methods and the other of which are deep learning based methods. Most of the
traditional methods solve the text detection problem in a pipeline way. Yao et al.
[11] used SWT to extract the connected components and then filtered out non-
character regions by using a Random Forest classifier combined with character-
level features. After that, they connected the candidate character regions into
strings according to the similarity of geometric structures, spatial layouts,
etc. Finally, they filtered out non-text regions by using a string-level classier.
Neumann and Matas [10] extracted External Regions (ER) of an image as can-
didate regions. After that, the incremental features of an ER are extracted, and
then, a two-stage classifier is learned from the training data to filter out the
non-text candidate ER. In the first stage, a real AdaBoost classifier formed by
decision trees, is implemented. In the second stage, a SVM classifier with RBF
kernel is implemented. Finally, the exhaustive search [9] is used to find out the
scene text regions. This method is more efficient and robust compared with other
text detection methods before it.

With the upsurge of deep learning, deep learning based text detection meth-
ods have surged. They can be divided into two classes according to their frame-
work: pipeline methods and end-to-end methods. The former uses the traditional
bottom-up text detection framework, in which CNN is used to extract the text
features instead of hand-crafted features [1,4,16]. The latter adopts the end-
to-end framework which are used for generic object detection or segmentation



Text-SSD with Text Statistical Characteristics 247

[14,15,17,18] for scene text detection. Compared to pipeline methods, they have
significantly improved scene text detection in both accuracy and speed. Huang
et al. [1] adopted CNN combined with MSER for text detection. In this method,
MSER-tree was firstly constructed according to which candidate regions were
extracted. After that, CNN was implemented to filter out the non-text regions.
Furtherly, text lines were constructed based on simple features such as intensity,
color, height and width etc. This method improves the robustness of MSER-
based text detection methods. Jaderberg et al. [16] used CNN together with
sliding window scheme for scene text detection. Each sliding window was scored
by the CNN classifier and a saliency map is computed. According to the saliency
map, text lines are formed. In addition, CNN can be extended to solve the 62-
class classification problem. In other word, this method can not only be used for
text detection, but also for text recognition in an end-to-end way.

He et al. [17] firstly transforms the text detection problem to a segmentation
problem. Fully Connected Network [24] is used for text detection. The method
used two CNNs, the first CNN was used to detect a text block, and the second
CNN was used to extract the text lines in each text block.

Yao et al. [18] also regarded the text detection as a semantic segmentation
problem which was solved by a deep neural network named HED [19]. And it can
be used for multi-task text recognition, such as text proposal detection, single
character recognition, and multiple character detection.

Tian et al. [15] proposed the Connectionist Text Proposal Network (CTPN)
combined with the Recurrent Neural Network (RNN) for text detection. CTPN
firstly used improved RPN (region proposal network) network to select the char-
acter candidate, and then used anchors with fixed width to detect the candidate
area of text. After that, the feature vectors corresponding to the anchors in the
same row are concatenated into a sequence, which is then put into RNN for
text recognition. At last, the fully connection layer was used for classifying and
regression, and the correct candidate regions are merged into a text line.

Liao et al. [14] modified the Single Shot MultiBox Detector (SSD) [13] for text
detection. The convolutional filters and the aspect ratio of the sliding window
are adjusted. Furthermore, a multi-scale inputs were used for improving the
detection effect, but the speed is greatly reduced. Liao’s method is the closest
related work to ours. However, their method does not design the default box
depending on the text statistical characteristics but depending on the empirical
results. Thus, the model can be improved for text detection.

3 Multi-scale Text-SSD

In this section, we introduce how to modify the original SSD for scene text
detection. As we know, the text scale is a very important factor for text detection,
and any single model of text detection cannot do well on all text scales. Thus, in
order to boost the detection accuracy, a multi-scale SSD model is designed for
scene text detection, which is named muti-scale Text-SSD. As shown in Fig. 1,
the proposed approach has three steps: (1) An input image is rescaled into
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three scales: 512*512, 700* 512, 700*300. (2) For each scale, a SSD model
is designed for text detection. (3) A voting fusion strategy is used to obtain the
text candidate regions.

Rescale image Running SSD network Multi-scale fusion
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Fig. 1. The framework of multi-scale Text-SSD

3.1 Brief Review of SSD

SSD includes five parts: (1) The first part includes the first five convolution
modules (convl to conv5_3) of VGG-16. (2) In the second part, the two fully
connected layers fc_6, fc_7 of VGG-16 are modified as full convolution layers. (3)
In the third part, four convolution modules from conv8 to convll are added,
each of which contains 1x 1 convolutions and 3 x 3 convolutions. (4) In the
fourth part, the classification decision and its responding regression boxes of the
last four convolution layers from conv8 to convll are output, in which 3 x 3
convolution modules are used to predict the classification label and the position
of candidate regions. (5) Finally, the non-maximal suppression is performed to
obtain the final result. SSD uses the sliding window scheme on a feature map
instead of the original image. In addition, SSD uses the idea of Anchor in Faster
R-CNN, so that the location of each sliding window corresponds to an anchor
with different scales and aspect ratios, which is called default box. Default boxes
are used in the six convolution layers in SSD: conv4_3, conv7, conv8_2, conv9_2,
conv10_2, and convll_2, and in each of the last four convolution layers, the
default boxes are only used in the 3*3 convolution for class label prediction.
There are five initial aspect ratios in SSD: a, = {1, 2,3, %, %} The parameter sj
is denoted the scale of the kth convolution layer. In the shallowest convolution
layer, s,in is set to be 20%, and in the deepest convolution layer, s,,q. is set to
be 90%. In the middle convolution layers, the scale is formulated as,

S — Smi
SkZSmm—F%(k—l),k:l,l...,m (1)
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where k is the order of the convolution layer in which default boxes are imple-
mented. There are six default boxes in each position of a feature map, and the
width and height are formulated as, wy = sg\/a, and hy = s /+/a.

3.2 Limit of SSD on Text Detection

Here, we firstly find out what result in the failure of SSD on text detection.
We implement SSD with its default settings which are shown in Table 1 on text
detection. Some results are shown in Fig. 2. The bounding boxes signed in green
are results of the original SSD detection, and the ground truth boxes are signed
in red. It shows that SSD do not work well on text detection because SSD cannot
deal with small objects.

This empirical results demonstrates that the inappropriate setting of the
default box lead to a high missed rate and error rate. Thus, the original SSD
can not be implemented directly on scene text detection, and default box setting
should be modified to adapt to scene text detection.

Table 1. Default box settings in scales for each layer on ICDAR2013

Name Conv4_3 |Fc7 | Conv6_2| Conv7_2 | Conv8_2 | Conv9_2
SSD 10-20 20-37 | 37-54 54-T1 71-88 88-100
Text-SSD | 5-10 10-25 | 25-40 40-55 55—-70 70-85

Fig. 2. Results of the original SSD on text detection

3.3 Text Statistical Characteristics

Default boxes in SSD have two parameters: scales and aspect ratios. In order
to be able to set reasonable parameters of default boxes for text detection, the
distribution of text sizes and aspect ratios are investigated, which guide us to
design the default box.

We make statistics for scene text on training data of ICDAR2013: the distrib-
utions of text width, the distribution of text height, the distribution of text area
and the distribution of the text aspect ratio. Figure 3(a) and (b) shows the his-
tograms of text widths and heights, respectively, Fig. 3(c) shows the histogram
of text area, and Fig. 3(d) shows the histogram of text aspect ratios. Observing
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the statistical analysis of scene text, we can see that most text regions is rela-
tively small, and the text shape is prone to long strip. The text areas averagely
make up 4% of an image. The average of the width ratio between the text and
the image is 26.9% and the height of the text is smaller than 10% of the height
of an image. Thus, the initial default boxes settings exist three problems: (1)
In the shallow layer (conv4_3) of neural network, the scale is too small to cover
small object. (2) In the deep layer of neural network (conv8 2, conv9_2), the
scale is too large, and too many backgrounds fall within the scale range. Thus,
it introduces noises and results in the low overall accuracy. (3) Most text regions
are detected successfully owing to the default box setting in the middle layers
(fc7, conv6_2, conv7_2).

el e Cimo)

()

Fig. 3. Text statistical characteristics. (a) Text width ratio histogram. (b) Text height
ratio histogram. (c¢) Text area ratio histogram. (d) Text aspect ratio histogram

We design the default box with the text-driven setting for text detection. In
the text-driven setting, we modify the initial default box setting and reduce the
scale of the default box in the shallow layer and make the width and height of
the default boxes in the middle layers change linearly with the indicator of their
layers, in order that the candidate text regions can be detected uniformly in all
the layers. In Table 1, we give the scale of the default box. The first row shows the
original default box setting, and the second row shows the scale setting according
to the text-driven setting. Compared with the original SSD setting, there are
fewer default boxes in the text-driven setting. We also set the aspect ratio of the
default box as a, = {1,4, %} according to the text statistical characteristics. In
our experiment, we use nine default boxes with the three scales and three aspect
ratios at each position.
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3.4 Multi-scale Detection Fusion

When a query image is tested, it will be input in the three different Text-SSD
models with three different scales. We will fuse the three results from three Text-
SSDs based on non-maximum suppression. The algorithm is divided into the four
steps: (1) We sort the detected bounding boxes in a descending order according
to their confidence values. (2) We calculate the Jaccard overlap for each pairwise
bounding boxes. (3) We remove the bounding box with a low confidence score
and accumulate the voting scores for all overlapping bounding boxes. (4) After
updating the score, the bounding box with the score of confidence lower than
threshold is eliminated. Compared with the original non-maximal suppression,
we can see that the voting based multi-scale fusion algorithm is more robust to
noise.

4 Experimental Results

In this section, we implement the proposed multi-scale Text-SSD on ICDAR2013.
ICDAR2013 is the competing text detection dataset and contains 229 training
images and 233 testing images. We evaluate the text localization performance of
Text-SSD by the standard criteria used in the competitions of ICDAR2013: the
recall, the precision, and the F-score and we use the F-score as the final eval-
uation score. There are two standard evaluation methods used in ICDAR2013:
IC13 and ICDet. We compare Text-SSD with 12 state-of-the-art methods, the
six methods were published in 2015, and the other six methods are published
in 2016. We also compare the single scale Text-SSD and multi-scale Text-SSD.
As shown in Table 2, multi-scale Text-SSD ranks the first in the criteria of IC13
and ranks the second in the criteria of ICDet in the compared text detection
methods. Multi-scale SSD is higher by about 2% than Gupta’s method [5] which
ranks the second in the criteria of IC13 and lower by about 1.2% than CPTN [15]
which ranks the second in the criteria of ICDet. However, multi-scale Text-SSD
is faster than Gupta’s method. Single scale Text-SSD ranks the fifth in both the
criteria of IC13 and ICDet, but it is the fastest in all the compared methods.
Single scale Text-SSD achieve 11.6 Fps.

We also compare Textbox [14] which is the closest work to Text-SSD. The dif-
ference between ours and Textbox is that Text-SSD use text-specified default box
setttings according to text statistical characteristics. We use fewer default boxes
in SSD than Textbox. As shown in Table 3, Text-SSD is superior to TextBox in
both single scale and multiple scales. Single scale Text-SSD is higher by 1.29%
and 2.18% than single scale Textbox in terms of F-score in IC13 and ICDet,
respectively. Multi-scale Text-SSD is higher by 1.24% and 0.83% than multi-
scale Text-SSD in terms of F-score in IC13 and ICDet, respectively. Moreover,
the speed of Text-SSD is faster than Textbox in both single scale and multiple
scales. To sum up, Text-SSD is effective and robust in scene text detection.
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Table 2. Comparison of state-of-the-art text detection methods on ICDAR2013

Name Year|IC13 ICDet Speed (FPS)
Recall | Precision | F-score | Recall | Precision | F-score

Text_Flow[3] 2015|75.89 85.15 80.25 <1
Neumann [21] |2015|72.4 |81.8 771
Neumann [22] [2015|71.3 |82.1 76.3
Busta [2] 2015/69.3 |84 76.8
Zhang [20] 2015 74 88 80 <0.1
Yin [4] 2015/65.11 |83.98 73.35 3
Zhang [8] 2016 78 88 83 <1
Gupta [5] 2016/76.4 |93.8 84.2 75.5 92 83 <1
CTPN [15] 2016 |74 93 82 83 93 88 7.1
SSD [13,14] 2016 |60 80 69 60 80 69 10
Cho [23] 2016|78.45 |86.26 82.17 7.69
He [6] 2016|73 93 82 <1
Single 76.62 |86.57 81.29 |77.1 |87.98 82.18 |11.6
Text-SSD
Multi-scale 82.83/89.95 86.24 |83.18/90.82 86.83 13.75
Text-SSD

Table 3. Comparison between Text-SSD and TextBoxes on ICDAR2013
Method IC13 ICDet Speed (FPS)

Recall | Precision | F-score|Recall| Precision | F-score

Fast Textboxes [14] |74 86 80 74 88 80 11.1
TextBoxes [14] 83 88 85 83 89 86 1.37
Single Text-SSD 76.62 |86.57 81.29 |77.1 |87.98 82.18 [11.63
Multi-scale Text-SSD [82.83/89.95 |86.24 |83.18/90.82 [86.83 | 3.75

5 Conclusion

In this paper, Text-SSD is proposed to detect scene text in which the default
box is designed for scene text according to the text statistical characteristics.
Moreover, in order to boost the performance of text detection, multi-scale Text-
SSDs is used and the output are fused based on voting. Text-SSD is implemented
on ICDAR2013, the experimental results demonstrate that the proposed method
is superior to the state-of-the-art methods not only in the detection accuracy but
also in the running time.
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