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Abstract. Automatically generating a natural language to describe the
content of the given image is a challenging task in the interdisciplinary
between computer vision and natural language processing. The task is
challenging because computers not only need to recognize objects, their
attributions and relationships between them in an image, but also these
elements should be represented into a natural language sentence. This
paper proposed a feature fusion with gating structure for image cap-
tion generation. First, the pre-trained VGG-19 is used as the image fea-
ture extractor. We use the FC-7 and CONV5-4 layer’s outputs as the
global and local image feature, respectively. Second, the image features
and the corresponding sentence are imported into LSTM to learn their
relationship. The global image feature is gated at each time-step before
imported into LSTM while the local image feature used the attention
model. Experimental results show our method outperform the state-of-
the-art methods.
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1 Introduction

Image caption, which automatically generates a natural language sentence to
describe the content of the given image, has recently become a challenging
but fundamental task of computer vision (CV) and natural language processing
(NLP) [3,7,13,19]. The task is challenging because the caption generation mod-
els not only should solve the computer vision challenges of determining what
objects are in an image [11,22], but also be powerful enough to describe their
relationships with natural language. However, challenges and opportunities coex-
ist. Image caption links image and natural language together, which makes it has
a great potential for application in the near future. Therefore, many researchers
have paid great attention to this task.
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Approaches for image caption generation task have two main categories: (1)
retrieval-based methods and (2) multi-modal neural networks-based (MMNN-
based) methods. Before the advent deep learning (DL), retrieval-based methods
are the most popular methods for image caption generation. These methods
retrieval similar objects and then retrieval a similar sentence from the training
dataset [6,16]. After that, the words are connected together according to certain
grammar rules.

Although the retrieval-based methods have gained many encouraged results,
many problems have not been solved. These methods need fixed visual concepts
and hard-coded sentence template, which makes the sentences generated by these
models are less variety.

Recently, deep learning has achieved many breakthroughs in natural language
processing (NLP) and computer vision (CV), such as machine translation (MT)
[2], image classification, object detection [15,17], etc. The main success of deep
learning is that the ability of representation is powerful. Some image caption
generating methods using deep neural networks have been proposed recently. For
example, multi-modal Recurrent networks (m-RNN) is proposed by Mao et al.
[12], which uses the convolutional neural networks (CNNs) as feature extractor
and the traditional recurrent neural networks (RNNs) as sentence generator.
From then on, the “CNN + RNN” mode becomes the most popular scheme for
image caption generation.

Compared to the retrieval-based methods, the multi-modal neural network-
based (MMNN-based) methods have shown a greater improvement on the per-
formance of image caption generating task. Sentence generated by the MMNN-
based methods is more reasonable and more changeable. However, they also have
some shortages. For example, m-RNN [12], Google-NIC [18], and LRCN [4] only
used the global image feature vector from the fully connected layer of the CNN,
which can not dig up the subtle relationship between the image and the nat-
ural statement. On the contrary, NIC-VA [20] only uses the local image feature,
which may lead to loss the global information of the image.

To overcome these shortages, we propose a feature fusion method with gating
structure (FFGS). Global image features are added on the basis of the NIC-
VA. The global image features are imported into the sentence generator at each
time-step. Unlike the m-RNN, Google-NIC, and LRCN, which import the global
image feature into RNN at the first time-step or at each time-step without any
processing, we use gating mechanism for the global image features. In other
words, the global image features are gated at each time-step before imported
into the RNN unit.

The main contributions of the proposed algorithm are as follows:

– Feature fusion strategy is used in this work. The proposed algorithm uses the
global and local image features to guarantee the information of images be
more comprehensively and meticulously used.

– Gating mechanism is used for the global image feature. We use gate to control
the global image feature and this mechanism can solve the argument whether
should import the global image feature into the sentence generator at the
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first time-step or at each time-step. Furthermore, it robustly solve how much
should be imported at each time-step.

– The prosed algorithm is tested on three benchmark datasets. The experi-
mental results show that method proposed in this paper is better than the
state-of-art methods.

The rest of this paper is organized as follows. In Sect. 2, some previous works
are briefly introduced. Section 3 presents our model for image caption generation.
To validate the proposed method, the experimental results are shown in Sect. 4.
At last, Sect. 5 makes a brief conclusion for this paper.

2 Related Work

2.1 Deep Neural Networks for MT

Recently, many works showed that deep neural network can be successfully used
to solve lots of problems in NLP, such as machine translation (MT). In the
conventional MT system, the neural network refers to as an RNN Encoder-
Decoder which consists of two RNN [2]. One acts as an encoder which maps
a variable-length source sentence to a fixed-length vector. And the other acts
as a decoder which decodes the vector produced by the encoder into a variable-
length target sentence. When RNN trained with Backpropagation Through Time
(BPTT) [5], there exists some difficulties in learning long-term dependency due
to the so-called vanishing and exploding gradient problems. To overcome these
difficulties, some gated RNNs (e.g. LSTM and GRU) have been proposed. Some
researchers treat image caption generation as a machine translation problem.
However, the input is image which is not a sequence signal, so they use pre-
trained CNN as encoder for image, instead encoding RNN in MT. The proposed
method in this paper also follows this idea.

2.2 Generating Sentence Descriptions for Images

There are mainly two categories of methods for image caption generation task.
The first category is retrieval-based methods which retrieve similar captioned
images and generate new descriptions by retrieving a similar sentence from a
image-description dataset. These methods project image and sentence represen-
tations into a common semantic space, which is used for ranking image captions
or for image search. They retrieve similar objects and the corresponding descrip-
tions from the training data, and then stitch these descriptions into sentences. A
typical work is called BabyTalk system [9] which consists of two important steps.
The first step is content planing, which is detecting the defined objects and its
corresponding content words. At the second step, put these words obtained in the
first step into a sentence in accordance with certain rules. Socher et. al propose a
method named DT-RNN [16] to generate description for a given image. Depen-
dency trees are used to embed sentences into a vector space aims to retrieve
corresponding images. Another typical category is multi-modal neural network
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based methods. These methods based on multi-modal embedding models, gen-
erated sentence in a word-by-word manner and conditioned on image represen-
tation which is the output from a deep convolutional network. Our method falls
into this category and our multi-modal embedding model is a recurrent network.
Our model is trained to maximize the likelihood of the target sentence condi-
tioned on the given training image. Some previous works seem closely related
to our method such as m-RNN [12], Google-NIC [18], LRCN [4] and NIC-VA
[20]. However, the proposed model in this paper uses the global and local feature
fusion strategy, which is different from the aforementioned models.

3 Proposed Method

In this section, we introduce our whole model named FFGS (i.e. Feature Fusion
with Gating Structure). Figure 1 shows our full model diagram and it main con-
tains two modules: (1) image representation and (2) multi-modal embedding.
VGG-19 is used for image representation. LSTM is used for multi-modal embed-
ding. In other words, image information and the corresponding sentence are
embedding in LSTM. Now, we introduce our FFGS in detail.
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Fig. 1. Overview of our method for image caption generation. A deep CNN for image
features extraction: the FC7 layer is used to extract global features and the CONV5-4
layer is used to extract local features of the given images. RNN model acts as a decoder
which decodes image features into sentences. The gate for controlling the global image
feature is computed with the pre-step hidden state of RNN. The local image feature
are selected by the pre-step hidden state and the current word vector.

3.1 Image Feature Representation

As Fig. 1 is shown, our image feature representation concludes two parts: global
feature and local feature. We use the feature vector output from FC-7 and
CONV5-4 layers of VGG-19 as the global and local image feature, respectively.
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Image Global Representation: The VGG-19 is pre-trained on ImageNet and
used as the image encoder in our model. The global representation of image I is
as follows:

v = WI · [Fc(I)] + bI , (1)

where I donates the image I, Fc(I) ∈ R
4096 is the output of the FC-7 layer. The

matrix WI ∈ R
h×4096 is a embedding matrix which projects 4096-dimension

image feature vectors into the embedding space with h-dimension and bI ∈ R
h

donates the bias. v ∈ R
h is so-called image global feature representation because

it is computed with the entire image I.

Image Local Feature Representation: The VGG-19 also be used as image
local feature extractor in our model. When a raw image I ∈ R

W×H×3 is input to
VGG-19, the CONV5-4 layer outputs feature map vc ∈ R

W ′×H′×D. Then, we
flatten this feature map into vl ∈ R

D×C , where C = W ′ × H ′. This processing
program can be written as follows:

vl = {vl1,vl2, · · · ,vlC} = flatten (Conv(I)) , (2)

where vli ∈ R
D, i ∈ {0, 1, · · · , C} donates the feature of i-th location of image I.

In other words, each image I is divided into C locations and every vli represents
one location. So, vli is the location feature representation.

3.2 Sentence Representation

In our model, we encode words into one-hot vectors. For example, the benchmark
dataset has N0 different words, every word is encoded into N0-dimension vector
which only one value equals to 1 and others equal to 0. When a raw image import
into our model, a corresponding sentence S is generated which is encoded as a
sequence of one-hot vectors. We donate S = (w1,w2, · · · ,wT ), where wi ∈ R

N0

donates the i-th word in the sentence. We embed these words into embedding
space. The concrete formula is as follows:

st = Ws · wt, t ∈ {1, 2, · · · , T}, (3)

where Ws is the embedding matrix of sentences which projects the word vector
into the embedding space. So the projection matrix Ws is a h×N0 matrix where
N0 is the size of the dictionary and h is the dimension of the embedding space.

3.3 LSTM for Sentence Generating

LSTM is used as sentence generator in our model. In other words, RNN model
in Fig. 1 is LSTM. As illustrated in Fig. 2, every LSTM unit has four inputs: the
local image feature vt, the global image feature ẑt, the word st and the previous
hidden state ht−1.
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Fig. 2. The diagram of the LSTM unit used in our model. Each gate has 4 input
vectors: the global feature at the time-step t vt, the local image feature at the time-
step t ẑt, word representation at the time-step t st and the previous hidden state ht−1.

LSTM Model: In this subsection, we introduce our formula in detail. First,
three gates and updating memory content of LSTM are rewritten as follows:

it = σ (Wist + Uiht−1 + Vivt + Ziẑt + bi) , (4)

ft = σ (Wfst + Ufht−1 + Vfvt + Zf ẑt + bf ) , (5)

ot = σ (Wost + Uoht−1 + Vovt + Zoẑt + bo) , (6)

c̃t = tanh (Wcst + Ucht−1 + Vcvt + Zcẑt + bc) , (7)

where W∗ ∈ R
h×h, U∗ ∈ R

h×h, V∗ ∈ R
h×h and Z∗ ∈ R

h×h are donate weights
matrixes and b∗ ∈ R

h donate biases. vt ∈ R
h and ẑt ∈ R

h are the global and
the local image features, respectively. Their calculating formulas are introduced
in the next two subsections.

The current memory and hidden state are computed as follows:

ct = ft � ct−1 + it � c̃t, (8)

ht = ot � tanh(ct), (9)

The LSTM module outputs a probability at each time-step. We write it as
following formula:

pt+1 = softmax(yt) = softmax(Wyht + by), (10)
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where Wy ∈ R
N0×h and by ∈ R

N0 donate passing forward parameters. yt ∈ R
N0

is a output of LSTM at the t-th time-step. pt+1 ∈ R
N0 is a probability vec-

tor whose each element donates the predicting probability of the corresponding
word.

Having builded the LSTM model, initializing the system is another important
thing to do. The memory and the hidden state is initialized by the following
formulas:

c0 = tanh

(
Wc init

(
1
C

C∑
i=1

vli

)
+ bc init

)
, (11)

h0 = tanh

(
Wh init

(
1
C

C∑
i=1

vli

)
+ bh init

)
, (12)

where Wc init ∈ R
h×h and Wh init ∈ R

h×h are initial weights. bc init ∈ R
h and

bh init ∈ R
h are initial biases.

Gate for Global Image Feature: vt occurs several times in LSTM model.
And it is a output of global image feature controlled by gate. In previous works,
the vast majority of them import the global feature defined in Eq. (1) at the first
time-step or at each time-step into the RNN decoder, but they find that global
feature imported at the first time-step is better than at every time-step. They
explain that global feature imported at each time-step may bring more noise
to the system. However, this reason can not convince us. So we want to design
a robust algorithm that able to autonomously decide how many global feature
should be imported into the decoder. Inspired by the gate technology exploited
in RNN, we design a gate before the global feature imported into the system.
The gate is defined as follows:

gt = σ(wT
g ht−1 + bg), (13)

where wg ∈ R
h is weight vector, bg is bias. So the t-th gate gt is a scaler and its

value correlates with the previous time-step hidden state ht−1.
After calculating the gate, the global image feature at time-step t is computed

as follows:
vt = gtv. (14)

Through Eq. (14), if we set gt = 1 at t = 0, 1, · · · , T , v is imported into the
decoder at each time-step. If we set gt = 1 at t = 0 and gt = 0 at t = 1, 2, · · · , T ,
v is only imported into the decoder at the first time-step. So introduced gate
concept, intuitively feel our algorithm is robust for global image feature and
methods in previous works are special cases of our approach.

Attention Mechanism for Local Image Feature: The local image feature
ẑt donates the local information of image. Here we use attention mechanism as
introduced in references [20] for local feature. At each time-step, the attention
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mechanism uses the previous hidden state ht−1 to decide the local feature. The
attention model is defined as follows:

αt = softmax
(
tanh

[(
wT

a vl

)T
+ Uaht−1 + ba

])
Δ=

[
αt1 · · · αtC

]T
, (15)

where wa ∈ R
h and Ua ∈ R

h×h are weights. vl is defined in Eq. (2). ba ∈ R
h

is bias. αt ∈ R
C is a probability vector whose each dimension value donates the

probability of the corresponding local image feature. In our algorithm, we use
the soft attention model. Therefore, ẑt is calculated as follows:

ẑt = vlαt =
C∑

i=1

αtivli. (16)

Through Eq. (16) we know that αt decides which locals should be used at
the current time-step.

The loss function of our model can be written as the negative likelihood
function, which formula is as follows:

L(θ) = − log P (S |I ) + λθ‖θ‖2 + λα

(
1 −

C∑
i=1

αti

)2

, (17)

where θ is all parameters set which concludes parameters of the LSTM, embed-
ding matrixes in Sects. 3.1 and 3.2 and all gate models. λθ ·‖θ‖22 is a regularization

term. λα

(
1 −

C∑
i=1

αti

)2

is a probabilistic constraint.

The proposed model is trained with back-propagation through time (BPTT)
algorithm to minimize the cost function L(θ).

4 Experimental Evaluation

In this section, we describe our experimental methodology and quantitative
results which validate the effectiveness of our model for caption generation.

4.1 Datasets and Data Processing

Datasets. The Flickr8K [14], Flickr30K [21] and MS COCO [10] datasets are
used in our experiments. Flickr8K focus on activities of people and animals
(mainly dogs) and it contains almost 8,000 images and each image contain 5
corresponding descriptions. Flickr30K is a extension of Flickr8K within almost
30,000 images. Recently, MS COCO is the biggest and most challenging dataset
for image caption generation. It contains 82,783 training images, 40,504 valida-
tion images and 40,775 testing images.

Data Processing. Flickr8K and Flickr30K do not have clearly training, val-
idation and testing sets. So we choose 1,000 images for validation and 1,000
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testing and the rest for training from all the datasets, which is same as reference
[8]. Though MS COCO have clearly training, validation and testing sets, but
the testing set does not have sentence descriptions for images, so we randomly
extract both 5,000 images and their corresponding descriptions from the verifi-
cation set as validation and testing data. Unlike Flickr8K and Flickr30K, some
images in MS COCO having more than 5 describing sentences. To grantee each
image has the same number caption, we discard data which caption in excess of
5. For all our experiments, we use a fixed vocabulary size of 10,000.

4.2 Evaluation Metrics

In order to evaluate the proposed method, three objective metrics are used in
this paper. They are BLEU and METEOR. BLEU score represents the precision
ratio of the generated sentence compared with the reference sentences. METEOR
score reflects the precision and recall ratio of the generated sentence. It is based
on the harmonic mean of uniform precision and recall.

4.3 Quantitative Evaluation and Analysis

Table 1 shows the generation results on the three standard datasets compared
with the most typical and state-of-the-art models. The Results show that our
model outperforms all the other models. Among them, m-RNN and LRCN use
the output of the CNN FC layer as the image feature (i.e. image global feature in
our model). The image feature is imported into the RNN unit at each time-step.
The two models have a little difference which is the language model—m-RNN
uses the “vanilla” RNN but LRCN uses LSTM use as the sentence generator. Dif-
ferent from the two aforementioned methods, DeVS [8] and Google-NIC import
the whole image feature into RNN only at the first time-step. Through the results
we can know that Google-NIC shows a better performance than DeVS. The main
reason is that Google-NIC uses LSTM as language model which is much better
than the “vanilla” RNN which DeVS used. As compared models, NIC-VA show
the best performance on image caption generation task. NIC-VA is very different
from other compared models, it uses the output of the CNN convolutional layer
as image feature map, through the flatten operating, the feature map is changed
into 196 vectors. Each vector donates a local feature of the corresponding image.
Different local features are imported into LSTM unit at each time-step. At each
time-step, the imported word selects local features, therefore, this model is called
attention model.

Our model—FFGS—shows the best performance on the three datasets. The
most important reason is that our FFGS is a general model. In other words, the
compared models is one of special case of our model. For example, when αt = 0,
gt = 1 at every time-step, our model degenerates as LRCN. When only set gt = 0
for all t, our model is changed as NIC-VA. When αt = 0 for all t, gt = 1 at t = 0
and gt = 1 for other t, our model degenerates as DeVS. So through training, our
FFGS is more robustly than the compared model. The proposed model in this
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Table 1. Results of image caption generation on Flickr8K, Flickr30K & MSCOCO

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR

Flickr8K

m-RNN 56.5 38.6 25.6 17 -
DeVS 57.9 38.3 14.5 16 16.7
LRVR [1] - - - 14.1 18
Google-NIC 63 41 27 - -
NIC-VA 67 44.8 29.9 19.5 18.9
Ours 68.2 45.2 31.2 22.5 20.1
Flickr30K

m-RNN 60 41 28 19 -
DeVS 57.3 36.9 24 15.7 15.3
LRVR [1] - - - 12.6 16.4
Google-NIC 66.3 42.3 27.7 18.3 -
LRCN 58.8 39.1 25.1 16.5 -
NIC-VA 66.7 43.4 28.8 19.1 18.4
Ours 67.9 44.0 29.2 20.9 19.7
MS COCO

m-RNN 66.8 48.8 34.2 23.9 22.1
DeVS 62.5 45 32.1 23 19.5
LRVR [1] - - - 19 20.4
Google-NIC 66.6 46.1 32.9 24.6 23.7
LRCN 62.8 44.2 30.4 21 -
NIC-VA 68.9 49.2 34.4 24.3 23.9
Ours 70.1 50.3 35.8 25.5 24.1

paper utilizes the global and local image feature which is more comprehensively
using the image information.

5 Conclusion

We introduce a feature fusion with gating structure for image caption generation.
Both the global image features and the local image features are used to imported
into the language model. Through the gating structure, the language model
robustly selects the global image features, which solves the argument that the
global image feature should be imported into the language model. For the local
image features, we used the attention model, which is proved very property
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for image caption generation. The proposed method uses the LSTM units as
language model. Experimental results show that the proposed image caption
generation model is better than all the compared algorithms.
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