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Abstract. Recognizing static hand gesture in complex backgrounds is
a challenging task. This paper presents a static hand gesture recogni-
tion system using both color and depth information. Firstly, the hand
region is extracted from complex background based on depth segmenta-
tion and skin-color model. The Moore-Neighbor tracing algorithm is then
used to obtain hand gesture contour. The k-curvature method is used
to locate fingertips and determine the number of fingers, then the angle
between fingers are generated as features. The appearance-based features
are integrated to the decision tree model for hand gesture recognition.
Experiments have been conducted on two gesture recognition datasets.
Experimental results show that the proposed method achieves a high
recognition accuracy and strong robustness.
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1 Introduction

Hand gesture recognition is an active research problem in human-computer
interaction, it provides a natural way for communication between humans and
machines. Typical applications include sign language recognition, virtual reality
and smart homes.

Existing hand gesture recognition methods can be divided into two cate-
gories: static and dynamic methods [20]. Although remarkable progress has been
achieved in this area [7,11,20,25,27], several challenges are still faced by exist-
ing methods. A major challenge is the uncontrolled real-world environment. For
static hand gesture recognition, the first problem is reliable hand segmentation.
Some systems require users to wear an electronic glove to capture the key fea-
tures of an hand. However, the device is usually costly and inconvenient [8].
Methods based on skin-color model [21,32,34] and hand shape model [12,13,31]
have also been proposed. However, they are not robust in complex backgrounds
and rely significantly on the models.
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Recent development of depth cameras provides a new direction for static
hand gesture recognition. In this work, we use a Kinect camera to capture color
and depth images. We propose a static hand gesture recognition system based on
depth segmentation and skin-color model (as shown in Fig. 1). We first use depth
thresholding and skin-color model to segment hand from an RGB-D image, and
then extract appearance-based features. Finally, the decision tree is used for
hand gesture recognition. Experimental results show that the proposed system
is highly accurate and efficient.

The rest of the paper is organized as follows. Related works are first reviewed
in Sect. 2. The proposed method for hand segmentation, hand representation
and hand gesture recognition is introduced in Sect. 3. Experimental results are
discussed in Sect. 4. Finally, we conclude the paper in Sect. 5.
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Fig. 1. The flowchart of the proposed hand gesture recognition method.

2 Related Works

A hand gesture recognition system includes data acquisition, hand localization,
feature extraction, and gesture recognition [22]. Many vision-based hand gesture
recognition algorithms have been proposed [7,10,20,27,29]. If depth information
is available, the accuracy and robustness of hand gesture recognition can fur-
ther be improved. Early hand segmentation methods mainly rely on features,
such as chromatic distribution, which is sensitive to variations of skin colors.
An appearance-based hand detection system is also proposed in [14], which is
unreliable due to the complicated and unpredictable features. Therefore, depth
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information can be used to improve hand segmentation performance. For exam-
ple, the point in the depth image closest to the camera is first detected, and its
neighbors within a range of depth value can be used to segment the hand. The
hand segmentation result is usually inaccurate since only a small portion of an
image is occupied by the hand.

After hand segmentation, various hand features can be extracted from depth
image. Li et al. [16] proposed a bag-of-3D-points feature for activity recogni-
tion from depth image sequences. Specifically, 3D points are sampled from the
silhouettes of depth images. Ren et al. [24] represented the hand shape by time-
series curve, with each finger corresponding to a segment of the curve. The
time-series curve records the relative distance between each contour vertex to
a center point and reserves the topological information as well. Besides, the
Finger-Earth Mover’s Distance (FEMD) was used in this method. However, this
distance metric is sensitive to distortion. Wang et al. [30] proposed Superpixel
Earth Mover’s Distance (SP-EMD) which shows a promising way for hand ges-
ture recognition. In this paper, the hand is located and segmented according
to the depth and skeleton information from Kinect. Chen et al. [6] proposed
image-to-class dynamic time warping (DTW) distance to distinguish the finger-
let features of 3D hand contours. Liu et al. [18] explored the invariance from
the hand contour and utilized Fourier descriptor, edge histogram, and boundary
moment invariants for the feature extraction. Sorce et al. [26] proposed a neural
network with backpropagation detecting the hand pose to recognize whether it
is closed or not. An exponential weighted moving average noise reduction mech-
anism was used to suppress the noise effects of the neural network. Kuznetsova
et al. [15] proposed an Ensemble of Shape Function (ESF) to represent the hand
region. The ESF descriptor consists of concatenated histograms generated from
randomly selected points in the point cloud. A Multi-Layered Random Forest
(MLRF) was then trained to recognize the hand signs. Zhang et al. [33] defined
a 3D facet as a 3D local support surface for each 3D point cloud and used the
Histogram of 3D Facets (H3DF) to represent the 3D hand shape. H3DF can
effectively represent the 3D shapes and structures of various hand gestures. The
Support Vector Machines (SVM) with linear kernel was used for classification.
SVM is the most popular classifier for the 3D static hand gesture recognition.
Pugeault and Bowden [23] adopted linear SVM to predict the class label with
the ASL data sets. For nonlinear kernels, Gallo et al. [9] trained the Radial
Basis Function (RBF) classifiers to recognize four different hand postures in a
3D medical touchless interface. Bagdanov et al. [1] represented the hand by the
concatenation of five Speeded Up Robust Feature (SURF) descriptors for a total
of 640 dimensions. A SVM with a nonlinear RBF was trained for hand gesture
recognition. This hand gesture recognition method is invariant to rotation, arm
pose, background and distance from the sensor. The random decision forest has
been experimentally compared with the SVM classification with various 3D hand
features [19]. In general, the performance of RFs is dependent on the depth of the
tree. The tradeoff of accuracy and speed always needs to be properly considered
in its implementation.
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3 Static Gesture Recognition

First, both depth and skin color are used for hand segmentation. Then, the
appearance-based features are used to represent the hand. Finally, the decision
tree model is trained for static hand gesture recognition.

3.1 Image Preprocessing

Preprocessing has to be performed before hand segmentation. Median filter is
used to reduce salt and pepper noise. Compared to mean filter, median filter can
an preserve more details around boundary structures. Besides, median filter is
robust to noise.

3.2 Depth and Skin-Color Based Hand Detection

Both skin color and depth are used for hand detection. The hand is first seg-
mented with depth threshold, histogram of the depth image is then used to
distinguish the foreground from background. The depth data within a range are
extracted and further combined with RGB images (using skin color segmenta-
tion) to remove unnecessary interference. The orthogonal color space Y CbCr is
used in our paper, pixel values are considered as skin color if Cb is within the
range of [77, 127] and Cr is within the range of [133, 173]. The depth range is
set to [1.5 m, 1.7 m], pixels within the depth range are saved as pi(xi, yi). In this
paper, the K-means clustering algorithm is used to classify all pixels into two
clusters. Specifically, the initial K clustering centers {uj} are randomly selected,
then the following calculation is repeated until the sample converges. For each
pixel x(i) , the class label c(i) is defined as

c(i) = argmin||x(i) − uj ||2 (1)

where x(i) represents the point in sample space, the cluster center uj is calculated
as

uj =
∑m

i=1 1
{
c(i) = j

}
x(i)

∑m
i=1 1

{
c(i) = j

} (2)

where is 1{c(i) = j}=1 if c(i) = j. Consequently, the pixels are divided into two
classes: hand part and non-hand part. Figure 2 illustrates the hand segmented
by our method.

3.3 Appearance Based Hand Representation

After hand segmentation, hand gesture contour is obtained using the Moore-
Neighbor tracing algorithm [17]. Specifically, a pixel is compared to its 8 adja-
cent points, if all the adjacent points are internal points, the pixel is deleted.
Otherwise, the pixel is considered as a hand contour point. This process is tra-
versed over the entire image. Then, hand can be represented by the center of
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Fig. 2. The depth map and the segmentation result.

the palm, the number of fingers and the angles between fingers. The center of
the palm can be determined by calculating the maximum inscribed circle of the
hand, which can effectively eliminate the impact caused by hand palm motion.
The number of fingertips is obtained by the k-curvature algorithm [28]. A vector
is first calculated from contour points, a candidate fingertip point is then deter-
mined as the point with the largest curvature, and then the following steps are
used:

(1) A set is initialized by the points on the hand.
(2) Given a candidate fingertip pi and its neighboring points pi−k and pi+k,

two vectors are computed from these points to pi, i.e., ⇀pipi−k and ⇀pipi+k.
(3) θ is calculated using Eq. 3. If θ < 45

◦
, pi can be determined as a fingertip.

Otherwise, steps 2 and 3 are repeated with next unchecked point.

θ =
(pi − pi−k)
||pi − pi−k|| ∗ (pi − pi+k)

||pi − pi+k|| (3)

Consequently, the hand fingertips and the groove between two fingers can be
obtained at the same time. The groove points are deleted using the cross product
of the two vectors. This method can accurately find the position of fingertips
for different gestures of different hands. The angle θ is relatively stable even
if the hand position changes since the relative position of these three points is
unchanged. Once fingertips are determined, angles between fingers are obtained
by connecting the center of the palm and fingertips. Besides, the maximum angle
between fingers is determined and the distances between the center of the palm
and the fingertips are calculated.

3.4 Decision Tree Based Static Hand Gesture Recognition

Using the decision tree model, a complex multi-class classification problem can
be transferred to a number of simple classification problems. A suitable tree
structure should be carefully designed. That is, appropriate nodes and branches,
the number of features and the appropriate decision rules should be determined.
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The number of extracted fingers N and the maximum angle between fingers A
are used as the decision tree node. The decision tree model used in our dataset
is shown in Fig. 3.
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Fig. 3. The decision tree model of the proposed method.

Note that, gestures zero, one and five can be directly recognized at the root
node by the number of fingers. When the number of fingers is same, a second-
level node should be established to recognize gestures three, seven, four and nine
using the maximum angle between fingers. Further, a third-level node should be
established to distinguish gestures two, six and eight by dividing the maximum
angle between fingers. An illustration of hand gesture recognition results is shown
in Fig. 4.

Fig. 4. An illustration of hand gesture recognition results.
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4 Experiments

We evaluated the proposed gesture recognition approach on two datasets. The
10-Gesture dataset [24] contains both RGB and depth images of 10 gestures
collected from 10 subjects. Each subject performs 10 different poses for each
gesture. In total, the dataset has 1000 samples. To further evaluate our approach,
we collected a digit dataset using a Kinect device. Our dataset contains 10
gestures of 5 subjects. For each subject, 10 different poses are performed for
each gesture. Therefore, the dataset has 500 samples. Several gesture samples
in our dataset are shown in Fig. 5. It should be noted that gesture 9 in the 10-
Gesture dataset and our dataset is different, while the other gestures are the
same. For fair comparison, we followed the experimental setup introduced in
[24]. All experiments were conducted on a machine with an Intel Core i5-7200
CPU and 4 GB RAM. The proposed method was compared to existing methods
in terms of mean accuracy and robustness.

Fig. 5. Gesture samples (0–9) captured by Kinect.

4.1 The 10-Gesture Dataset

The decision tree used for the 10-Gesture dataset is slightly different from that for
our our dataset (Fig. 3). Specifically, the distances between the center of the palm
and the fingertips rather than the angle are used to distinguish gestures 1 and 9 in
the 10-Gesture dataset. As shown in Fig. 6, there are several false recognition
results between gestures 1 and 9. That is because the number of fingers for
gestures 1 and 9 is the same. For other gestures, a few errors are caused by
individual difference for these gestures. For example, the angles between fingers
for the same gesture may be different for different persons. The overall mean
accuracy achieved by our method is 96.1%.
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Fig. 6. The confusion matrix achieved by the proposed method on the 10-Gesture
dataset.

We further compare our method to three existing methods on the 10-Gesture
dataset, include Shape Context [5], Skeleton Matching [3] and FEMD [24]. Their
mean accuracy results are shown in Table 1. It can be seen that the proposed
method achieves the highest mean accuracy. The most confusing cases for FEMD
are gestures 4 and 5, and gestures 1 and 9. That is because the fingers in those
gestures are not accurately segmented due to image distortion. Moreover, dif-
ferent hand size can change the weight of each finger for FEMD, resulting in
mismatching. For shape context based method, the most confusing cases are
gestures 1 and 9, and gestures 8 and 9. That is because these gestures have
similar contours. In some cases, two fingers may stick together due to distortion.
That is why gesture 4 is falsely recognized as gesture 3. For skeleton matching
based method, two different skeleton pruning methods can be used, including

Table 1. The mean accuracy results achieved by Shape Context, Skeleton Matching,
FEMD, and our proposed method on the 10-gesture dataset.

Methods Mean accuracy

Shape Context [5] (with bending cost) 90.9%

Shape Context [5] (without bending cost) 93.5%

Skeleton Matching [3] (DCE [4]) 92.8%

Skeleton Matching [3] (DSE [2]) 92.9%

FEMD [24] 94.1%

The proposed method 96.1%
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Discrete Curve Evolution (DCE) [4] and Discrete Skeleton Evolution (DSE) [2].
DSE is more robust to small protrusions. Therefore, the recognition accuracy
achieved by DSE is higher than DCE. The most confusing pairs are gestures 6
and 7, and gestures 2 and 7. That is because the pruned skeletons have similar
global structures for these gestures. In summary, the proposed method achieves
a higher recognition accuracy than existing methods.

4.2 The Kinect Dataset

The recognition results achieved on our Kinect dataset are shown in Fig. 7. For
gestures 0, 1 and 5, the recognition rate is 100%. For other gestures, few false recog-
nition can be found. The mean accuracy achieved by our method is 98.0%. The
results show that the proposed method can achieve a high recognition accuracy.

Fig. 7. The confusion matrix achieved by the proposed method on our Kinect dataset.

Hand gesture detection based on skin color can easily be affected by objects
with the same color as skin. It is vulnerable to environment changes, such as
illumination variation. Therefore, the combination of skin color and depth infor-
mation can significantly improve the robustness of hand segmentation. To test
the robustness of static gesture recognition in illumination changes and complex
backgrounds, experiments were conducted under high illumination, low illumi-
nation and complex backgrounds, with each gesture being tested for 200 times.
Experimental results are shown in Table 2. It can be seen that the recognition
results under illumination changes are stable due to accurate hand segmentation.
The accuracy drops slightly in complex background. That is mainly because
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hand segmentation is sensitive to background with skin color. In summary, our
hand gesture recognition method is robust to illumination changes and complex
background.

Table 2. The hand gesture recognition accuracy achieved in different circumstances.

Hand gesture High illumination Low illuminiation Complex background

True
positives

Mean
accuracy

True
positives

Mean
accuracy

True
positives

Mean
accuracy

0 200 100% 200 100% 198 99%

1 200 100% 200 100% 196 98%

2 199 99.5% 198 99% 194 97%

3 197 98.5% 197 98.5% 195 97.5%

4 198 99% 195 97.5% 196 98%

5 196 98% 196 98% 194 97%

6 195 97.5% 198 99% 194 97%

7 197 98.5% 197 98.5% 195 97.5%

8 199 99.5% 198 99% 195 97.5%

9 198 99% 198 99% 196 98%

Mean 197.9 98.95% 197.7 98.85% 195.3 97.65%

We also compare our method to three existing methods on this dataset,
including Shape Context [5], Skeleton Matching [3] and FEMD [24]. Their mean
accuracy results are shown in Table 3. It can be observed that, the proposed
method achieves the best mean accuracy. The mean accuracy of each method
achieved on this dataset is higher than that on the 10-Gesture dataset. That
is because the 10-Gesture dataset is more challenging than our dateset, as it
is collected in uncontrolled environment. The most confusing cases for FEMD
are gestures 4 and 5, and gestures 1 and 7. That is because the fingers in those
gestures are not accurately segmented. For shape context based method, the
most confusing cases are gestures 1 and 7, and gestures 8 and 9. The main reason

Table 3. The mean accuracy results achieved by Shape Context, Skeleton Matching,
FEMD and our proposed method on our Kinect dataset.

Methods Mean accuracy

Shape Context [5] (with bending cost) 94.7%

Shape Context [5] (without bending cost) 97.1%

Skeleton Matching [3] (DCE [4]) 96.5%

Skeleton Matching [3] (DSE [2]) 96.6%

FEMD [24] 96.8%

The proposed method 98.0%
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is, these gestures have similar contours. For skeleton matching based method,
the most confusing pairs are gestures 6 and 7, and gestures 2 and 7. That is
because the pruned skeletons have similar global structures for these gestures.
In summary, the proposed method achieves higher recognition accuracy than
existing methods on our Kinect dataset.

5 Conclusions

In this paper, a hand gesture recognition method has been proposed using both
depth and color information. The appearance features are extracted to repre-
sent a hand gesture, and the decision tree model is then used for hand gesture
recognition. The effectiveness of the proposed method has been demonstrated
on two datasets collected by Kinect. High mean accuracy and strong robustness
has been achieved by our hand gesture recognition method. Compared to three
state-of-the-art methods, the proposed method achieves the best hand gesture
recognition performance.
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