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Abstract. In recent years there has been a growing interest in the study of 
sparse representation based classification (SRC) which has obtained great suc-
cess in face recognition. However, SRC is overly dependent on the size of train-
ing samples while overlooking the correlation information that is critical to the 
real-world face recognition problems. Besides, some method considers the cor-
relation information but overlooks the discriminating ability of sparsity. In this 
paper, we propose a new method called trace norm sparse representation based 
classification (TSRC) which introduces a regularization term in the SRC model 
and considers both sparsity and correlation. The TSRC method can benefits 
from both -norm and -norm, which is flexible and can obtain satisfacto-
ry results. Experimental results on 2 face databases clearly show that the  
proposed TSRC method outperforms many state-of-the-art face recognition me-
thods. 
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1 Introduction 

Face recognition, as one of the most successful applications of image analysis and 
understanding, has recently received significant attention and adequate development, 
especially during the past decades.Nevertheless, due to the different interference of 
different conditions cause corruption and errors of different degrees, for example, 
various facial expression, pose and illumination conditions, the face image processing 
effect is not so ideal. Furthermore, when the feature space is not sufficient sample 
database and high dimension, the existence of these problems will meet more chal-
lenges in face recognition.  

The conventional method of face recognition(sparse PCA [1], 2DPCA [2]) selects 
a limited subset or model from training samples, instead of the entire training set for 
image detection or signal classification and representation. So when the train sample 
space is small, the performances are not very good. These methods based on feature 
space, such as NN (Nearest Neighbor) and the support vector machine (SVM), when 
the image between different classes is very similar, will have a low recognition effect. 
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Therefore, face recognition methods based sparse representation classification 
emerge as the times requirement [3-5].Sparse representation method is based on the 
hypothesis that the testing images are approximation in a low dimension subspace 
which is obtained by the training samples, and then can be represented by a small 
number of training samples. Sparse representation based classification [3] (SRC) seek 
sparse representation of a query image in an over-complete dictionary, and then ob-
tain recognition performance through comparing the minimal sparse error to identity 
the query image class. SRC can be seen as a generalization of NN and NFS, but it can 
get better recognition performance [3]. SRC overemphasize sparsity of data while 
ignoring the correlation between the dictionaries, which often results in lack of infor-
mation. Thus, when the training samples are highly correlated, SRC will produce 
unstable results. Some of the literature has shown the importance of correlation struc-
ture [6-8]. Zhang proposed the CRC method which made full use of the correlation 
data for face recognition and used the -norm model [9].  

Only when the training sample is large, the SRC method shows a good recognition 
performance and it can’t use the correlation data to obtain useful information. While 
the CRC method can get a good result by the correlation, but when the correlations of 
training samples are limited, it may not perform well. We propose a new face recogni-
tion method called the trace norm sparse representation classification (TSRC) which 
applies the trace norm as the regularization term into the dictionary. The trace norm 
can benefit from -norm and -norm, in other words it can take advantage of 
sparsity as well as data correlation. After we proved the feasibility of the regulariza-
tion term and answered the minimization problem of the trace norm, we draw a lot of 
experiments in different face image databases, and compare the face recognition per-
formance between different methods including SRC [3], SVM [10], NN, NFS [11] 
and LSRC [6]. 

2 Backgrounds of Sparse Representation 

2.1 Generalized Sparse Representation 

Denote the data set of training samples labeled with the class as 
, Any new test sample from the same class can be linearly ex-

pressed as:  

 (1) 

where are some scalars. 
We define a new matrix for the entire training set as the concatenation of the    

training samples of all object classes: 

 (2) 

     Then, the linear representation of can be rewritten in terms of all training 
samples as: 
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 (3) 

where is a coefficient vector whose entries are 
zero except those associated with the  -th  class. 

The purpose of sparse representation is to estimate the main information of the test 
sample using non-zero coefficient as little as possible. In other words, we need to find 
the which has less non-zero coefficient and can be a good estimation of with . 

2.2 Classification Based on Sparse Representation (SRC) 

J. Wright et al. introduced the Sparse Representation based Classification (SRC) me-
thod which had applied to face recognition and pattern recognition [3]. The model is 
as follows,  

   (4) 

 is the -norm, defined as the number of non-zero entries in the vector . The 
problem of -norm can be proved is NP hard, even if making approximately calcu-
lation is also very difficult [12]. Some paper reveals that if the solution  sought is 
sparse enough, the -minimization problem (4) is equal to the solution to the fol-
lowing -minimization problem: 

   (5) 

 is the -norm, defined as , that is the sum of the absolute values 

of all the entries. The model (3) can be explicitly modified to the flowing form ac-
count for small possible dense noise: 

   (6) 

where , is noise item , the sparse solution can be obtained by the fol-
lowing  -minimization problem: 

  (7) 

 is the -norm, defined as . Based on [13], when 

 
and  , we can learn that there are constants  and  satis-

fied with  

    (8) 

So we can use  the formulas (8) to examine the computed . 
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For ,  is a new vector whose only nonzero entries are the entries in  that 
are associated with class . So we can approximate the given test sample  as 

. We then classify  based on these approximations by assigning it to 
the object class that minimizes the residual between  and : 

  
   (9) 

3 Sparse Representation with Regularization Term for Face 
Recognition 

3.1 Why Did We Introduce the Regularization Term?  

The SRC algorithm is under the assumption that image and training images are in 
very good agreement. The results show that when there are enough training samples 
which can cover all changes,  can be correctly expressed. Therefore, SRC may not 
obtain satisfactory results at the case where  are not aligned and dictionary contains 
a small amount of sample. At the same time, due to the sparsity, when the samples are 
highly correlated, SRC may have the problem of unstable. If the object and the query 
image are similar, the SRC method tends to choose a random object instead of choos-
ing them all. This means that, SRC does not capture the relevant structure of the dic-
tionary that plays crucial role in the face recognition [14].  

Good performances of SRC comes from the collaborative representation of  is 
on all training samples [9]. CRC can make good use of the advantages of data  
correlation [9]. Therefore, in the CRC, the images is represented by an over complete 
dictionary which use -norm rather than use -norm to control coding vector. The 
object function of -norm is as follows.  

   (10) 

Considering the noise problem, the equation can be changed into 

 (11) 

made CRC obtain a stable results through the use of a more dense vector, but when 
the training samples were not highly correlated, the CRC would not be able to get 
good results. 

Only when the training sample is large, the SRC method can show a good recogni-
tion performance and it can’t use the correlation data to obtain useful information. 
While the CRC method can get a good result by the correlation, but when the correla-
tions of training samples are limited, it may not perform well. the trace norm  
classification method based on sparse representation (TSRC) overcome the disadvan-
tages of SRC and CRC. For fully considering the sparsity and correlation, we com-
bine structure of matrix  and coding coefficient  and introduce the trace norm 
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inspired by [15]. Giving a matrix ,  indicates converting the matrix  
into a vector in which the -th entry is  located in the diagonal of . The -

norm of  is defined as  and the trace  is regarded as the 

sum of all the singular values of  the  matrix . Thus we get following linear re-
presentation model: 

    (12) 

where,  is a regularization term defined as . With the regulariza-
tion term, we will no longer ignore sparsity or correlation. 

3.2 Extreme Value of the Regularization Term 

There are two extreme cases for the trace norm regularization term which can be dis-
cussed as follows. 
1). When the columns of matrix  are not related and  is an orthogonal matrix, 

that is . And then we can get 

  

 

 
(13) 

Thereby,  is equivalent to -norm. So we can change (12) into  

   (14) 

2). In the case where the images of different subjects look similar to , that is

and (  is a vector of size  whose elements are one), we 
can express  as: 

    (15) 

Then (12) can be changed into 

   (16) 

Generally, the images in the dictionary are neither too independent of each other nor 
look the same. Our model is able to obtain the correlation structure of the training 
samples. So we can easily know that 

   (17) 

It is show that  obtained by  is more sparse than the one obtain by , but 
is less sparse than the one obtained by . This means that we can take advantage of 

and  . 
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3.3 Our Novel Sparse Representation Model (TSRC) 

If the noise obeys Gauss distribution, the objective function can be turned into  

   (18) 

Instead if the occlusion follows the Laplace distribution, we consider the following  
problem: 

   (19) 

Problem (19) is more robust to occlusion and variations than problem (18) [16]. Prob-
lem (19) can be changed into the following problem: 

    (20) 

where  is  the regularization parameter. We adopt Alternating Direction Met
hod (ADM) [17] to solve problem (20).  
The final novel sparse representation model is expressed as follows: 

    (21) 

is an optional parameter whose value depends on the distribution type of noise. The 
type of noise determines the value of the parameter . If the noise obeys Gauss distri-
bution,  and if the occlusion follows the Laplace distribution, we set the  to 0.  

4 Experiment  

This part we will demonstrate the recognition effect of TSRC in 2 face image data-
bases in Fig. 1, respectively, to select two groups of images totally having 22 images 
on Yale face database (each group has 11 images) and one group ORL face database 
images totally having 10 images. 
 

 

Fig. 1. Yale and ORL face databases 
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4.1 Experiments on Yale Face Database 

The Yale face database is composed of 15 volunteers, 11 gray face images per person 
for a total of 165 different images of pixel. These images with different ex-
pressions are obtained in different illumination. As we can see in Fig. 1(a) expressions 
of each individual are different. In this experiment, we randomly selected 
images of each individual as a training sample and the rest of the images as test im-
ages. For different  with different dimension of the feature space (in 10 increment), 
we record the average precision in Fig. 2 and the maximum average accuracy as well 
as the standard deviation corresponding to the value in the Table 1. 
 

 
Fig. 2. In the Yale face database, recognition rate of various method under different  and 
dimension of feature space 

Table 1. Maximum average accuracy and standard deviation of different methods 

Algorithms     
SVM[10] 64.00±2.57(59) 69.89±5.48(70) 72.67±3.28(89) 78.50±6.73(104) 
  NN 55.71±4.65(59) 52.11±4.30(20) 57.87±4.92(20) 59.50±3.69(104) 
NFS[11] 56.76±5.30(59) 57.00±4.74(70) 61.33±5.96(89) 64.50±5.21(104) 
SRC[3] 70.86±4.56(59) 72.00±4.02(70) 79.47±3.68(89) 79.17±3.17(104) 
CRC[9] 70.95±4.67(50) 73.11±4.79(60) 80.93±3.93(89) 81.17±3.93(50) 
LSRC[6] 71.24±2.49(50) 76.22±3.93(70) 78.40±3.86(70) 85.00±5.56(104) 
TSRC 74.56±4.71(59) 77.00±3.98(60) 81.31±2.67(89) 83.17±4.89(104) 
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We can see from the Fig. 2 and Table 1 that TSRC has better recognition rate than 
other methods at different  values with the change of feature space. When the  
value is small (as ), the maximum value of recognition is generally less than 
the larger value of  (as ), which just corresponds to the case of SRC. Be-
cause TSRC can keep the dictionary correlation and sparsity, so when the  value is 
small, the good identification rate can manifest its advantages. Smaller  values 
mean that the number of training samples is small, TSRC can still get changes of the 
query images by choosing training samples with sufficient correlation so as to get 
better recognition rate. When increasing, TSRC, SRC, CRC and LSRC have better 
recognition rate and when  and , SRC, CRC, LSRC have relatively simi-
lar curve. When  and , LSRC is superior to SRC and CRC’s performance, 
this is due to the partial information of dictionary considered by LSRC. However, the 
methods are not good as TSRC proposed in this paper in addition to the extremely 
individual points because TSRC can accurately grasp the structural information of 
dictionary and enable it to better adapt to the query image.  

4.2 Experiments on ORL Face Database 

The ORL face database consists of 40 individuals and each individual has 10 gray 
images including different illumination, facial and detail changes, as Fig. 1 (b) shown. 
We select training samples of number  and the remaining are the query images in 
this experiment.The experimental results are shown in Fig. 3 and Table 2. 
 

 
Fig. 3. In the ORL face database, recognition rate of various method under different  and 
dimension of feature space. 
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Table 2. Maximum average accuracy and standard deviation of different methods as well as the 
feature space dimension when the maximal accuracy is obtained. 

Algorithms     
SVM 73.38±4.00(79) 83.25±1.94(119) 89.67±1.90(120) 93.20±1.60(199) 
  NN 71.59±3.23(79) 79.36±2.37(119) 81.46±1.89(30) 85.70±2.37(30) 
NFS 71.19±3.48(79) 80.64±1.70(119) 88.54±2.03(120) 92.20±1.72(120) 
SRC 80.28±2.52(60) 86.29±1.58(119) 92.37±0.88(120) 94.70±1.44(199) 
CRC 80.44±2.41(60) 86.39±2.07(90) 91.21±1.72(90) 93.75±2.12(199) 
LSRC 79.81±2.46(60) 87.14±1.87(119) 92.00±1.22(90) 94.00±2.12(150) 
TSRC 81.36±2.58(79) 88.52±1.96(119) 93.00±1.87(159) 95.69±2.09(150) 

 
 
We can see from Fig. 3 and Table 2 that recognition rate of TSRC is higher than 

other methods. Comparison of several figures, the most obvious is that the recognition 
rate of NN method is the lowest and it is unstable. When the number of training is low 
( ), SRC, CRC and LSRC have similar recognition rate. As can be seen from 
table 2, the recognition rate of TSRC shows a rise tendency as a whole, but the feature 
space dimension when the maximal accuracy is obtained is not rising. For example, 
when , the feature space dimension is 150 when the maximal accuracy is ob-
tained which is small than other , that is to say when the training samples are suffi-
cient, the blindly increase of feature space dimension may not increase the recognition 
rate. However, TSRC have better recognition performance than other methods. 

4.3 Summary 

In general, SRC, CRC and LSRC have stable recognition rate in most cases. When the 
training sample size was small, CRC showed better recognition performance because 
it considered the correlation of data while sparsity showed lower effect. LSRC can get 
good recognition rate than SRC because the local information and sparsity of sample 
date were taken into account. But when the local information is not sufficient, TSRC 
can consider correlation and sparsity of the sample, so in most cases TSRC can get 
better recognition results than other methods. Therefore, the experiments proved that 
TSRC is a good method for face recognition. 

5 Conclusions 

We do have proved that the TSRC method have better recognition performance than 
other face recognition methods, such as NN, SVM, CRC and LSRC. It can benefit 
from sparsity and correlation. Specifically, TSRC can obtain comparable results to 
SRC when the dictionary is with low correlation, and performs as well as CRC when 
the data are with high correlation. TSRC can make good use of correlation between  
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the query images and training samples, and then it can obtain relatively much infor-
mation. LSRC only considers the limited information of few local samples in a small 
number of training samples. Experimental results on face database clearly show that 
the proposed TSRC method outperforms many state-of-the-art face recognition  
methods. 
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