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Abstract. 3D local feature descriptor construction is a very challenging task in 
the field of 3D model analysis. In this paper, an improved Rotational Projection 
Statistics (IRoPS) descriptor is proposed. For each feature point, the local coor-
dinate system is firstly built and its neighboring points are normalized. Then the 
normalized neighboring points are rotated and projected onto three coordinate 
planes. For each rotation, the distribution matrix is computed and the sub-
descriptor can be obtained using the central moment, the Shannon entropy, the 
mean and variance of local depth values. Finally the IRoPS descriptor is con-
structed by concatenating all the sub-descriptors into a vector. Compared with 
the Rotational Projection Statistics (RoPS) descriptor, the IRoPS descriptor  
includes the local depth information and it has better discriminative power.  
Extensive experiments are performed to verify the superior performance of the 
proposed descriptor. 
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1 Introduction 

As the increasing development of the computer vision theory, 3D model has gradually 
become the fourth type of multimedia data following the sound, image and video. 
Compared with image, 3D model contains much more information, which could be 
more conducive to the analysis and understanding of the scene. Therefore, 3D model 
has been applied in more and more fields, such as virtual reality, 3D games, building 
design, animation effect and medical diagnosis. Especially in recent years, with the 
emergence of 3D printer, the application of 3D model has begun to spread to house-
holds, which making the home users can print 3D model [1]. As a result, how to 
quickly search for the required model from so many 3D models has become an urgent 
research topic. 

For most 3D model retrieval methods, 3D model matching is one of the basic steps 
[2]. Therefore, this paper mainly investigates the construction of the 3D model local 
descriptor and its application in 3D model matching. In general, model matching  
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includes the following process. Firstly, the feature descriptor is extracted from the 3D 
model. Then the similarity between the original model and the corresponding model is 
calculated to accomplish the 3D model matching. Up to now, according to the differ-
ent extracted methods of feature descriptor, there are two kinds of methods to solve 
this problem: global matching methods and local matching methods. Global matching 
methods represent global shape of the entire 3D model as a feature descriptor, such as 
geometric distribution based methods [3], skeleton graph matching based methods [4] 
and projection map based methods [5], etc. However, when 3D models have similar 
local structure, pose variations and partial occlusions, global matching is difficult to 
achieve better performance. Over the past two decades, the most popular trend for 3D 
model matching is to use local features, due to their better robustness and descriptive-
ness. The local features contain abundant shape information, and they are not easily 
influenced by external environment, such as pose and lighting variations, shape de-
formation and occlusions. Local matching methods mainly have two kinds of me-
thods. The first ones are feature points description based local matching methods. The 
keypoints are detected and their local descriptors are constructed for matching. This 
kind of methods is relatively robust to noise, but the global topology information is 
not been fully used in the process of matching. The second ones are topology descrip-
tion based local matching methods. This kind of methods obtains the corresponding 
local geometry features for sub-graph matching. But the normal vector and curvature 
calculation would be existed in descriptor construction, resulting that this kind of 
methods would be less robust to noise. 

From the above analysis we can see that the construction of 3D local descriptor is 
one of key research topics of 3D local matching methods. So, in this paper, our re-
search emphasis is 3D local descriptor construction. Up to now, much work about 3D 
local descriptor construction has been published. Chua et al. proposed point signature 
based feature descriptor [6]. They obtained a contour C by intersecting the 3D model 
surface with a sphere of radius r centered at the keypoint p. Then, they fitted a plane 
to these contour points. The distances between contour points and fitting plane would 
be used for descriptor construction. Johnson et al. proposed spin image based feature 
descriptor [7]. They used the normal vector of a keypoint p as the local reference axis 
to build a cylindrical coordinate system. A spin image based feature descriptor is 
generated by projecting a local surface onto the 2D cylindrical plane. Mian et al. pro-
posed tensor based feature descriptor [8]. Firstly, local points were preprocessed by 
triangular mesh method. They then constructed a local 3D grid and summed the 
surface areas in each bin of the grid, to generate a ‘‘3D tensor’’ descriptor. Re-
cently, Yulan Guo et al. proposed a novel local feature extraction algorithm, named 
Rotational Projection Statistics (RoPS) [9], and its performance is better than five 
state-of-art descriptors, including spin image [7], normal histogram (NormHist) [10], 
Local Surface Patch (LSP) [11], THRIFT [12] and signature of histograms of orienta-
tions (SHOT) [13]. The RoPS descriptor is generated by rotationally projecting the 
neighboring points onto three local coordinate planes and calculating several statistics 
(central moment and Shannon entropy) of the projected points, showing both high 
discriminative power and strong robustness to noise. However, this method only fo-
cused on the distribution statistics of the feature points, without considering the depth 
information of the projected points. 
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In this paper, in order to make full use of 3D models’ local depth information, we 
propose an improved local feature descriptor, named improved Rotational Projection 
Statistics (IRoPS) descriptor. The IRoPS descriptor use the frame of RoPS descriptor, 
and the central moment and the Shannon entropy are also used for the sub-descriptor 
construction. The improvement of the IRoPS descriptor is that the mean and variance 
of local depth values are added in the process of sub-descriptor construction. Com-
pared with the RoPS descriptor, the IRoPS descriptor can depict the 3D local structure 
more comprehensively. For two different local neighborhoods with different local 
depth information, they may have same RoPS descriptor and have different IRoPS 
descriptors. Comparative experiments have been performed and the results demon-
strate the effectiveness and efficiency of our proposed IRoPS descriptor compared 
with RoPS descriptor. 

The rest of this paper is organized as follows. Section 2 provides the description of 
the improved RoPS descriptor. Section 3 presents the results and analysis of 3D mod-
el matching experiments. Section 4 concludes this paper. 

2 Improved Local Surface Descriptor construction 

The construction of the improved RoPS descriptor includes the two following steps. 
Firstly, the 3D local coordinate system of each 3D feature point is built, which can 
provide invariance to 3D translation and rotation. Then the local feature descriptor is 
constructed, using the central moment, the Shannon entropy, the mean and variance of 
depth values of the projected points. 

2.1 3D Local Coordinate System Definition 

In this paper, we use the local reference frame proposed in [9] to build unique 3D 
local coordinate system for every 3D feature points, which can provide invariance to 
3D rotation and transformation for the following local descriptor construction. For 
every feature point p, given a support radius r, the local neighborhood can be deter-
mined by cropping a sphere of radius r centered at p. For the ith triangle with three 
vertices pi1, pi2 and pi3, the scatter matrix Ci can be defined as: 
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Assume N is the number of triangles, the overall scatter matrix C is defined as: 
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Then the descending eigenvectors {v1, v2, v3} of C are calculated, which offer a ba-
sis for local coordinate system definition. In order to eliminate the sign ambiguity, the 
unambiguous vector v1 is defined as: 
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vector v2 and v3. Consequently, 3D local coordinate system for given point p is fi-
nished, that p is the origin, v1, v2 and v3 are the x, y and z axes respectively. 

2.2 Improved RoPS Descriptor Construction 

The RoPS (Rotational Projection Statistics) descriptor is a novel 3D local descriptor 
proposed by Yulan Guo et al. And it can be generated by rotationally projecting the 
neighboring points around a feature point onto three coordinate planes and calculating 
the statistics of the distribution of the projected points. Although extensive experi-
ments have testified its superior performance, it does not make full use of the local 
structure information of the 3D point’s neighborhood. Only the number of projecting 
points in each bin is used for the RoPS descriptor construction, without considering 
the depth information of the projection points. For two different local neighborhoods 
with same RoPS descriptor, they may have different local depth variance. The local 
depth information of the 3D local neighborhood is important for depicting 3D local 
structure. So we propose an improved RoPS descriptor to make the descriptor con-
tains the depth information.  

The construction process of a RoPS descriptor is shown in Fig. 1. Given a feature 
point p and its support radius r, local neighborhood of the feature point can be ex-
tracted and its local coordinate system can be determined using the method given in 
section 2.1. After rotation and translation normalization, the local neighborhood is 
rotated around every axis by an angle 2π/T each time, where T denotes the number of 
rotations. Then the local neighboring points are projected on xy plane xz plane and yz 
plane respectively. For each projection, the bounding rectangle of the projected points 
can be divided into L×L bins, and the number of points falling into each bin is counted 
to yield an L×L distribution matrix D. The distribution matrix D is then normalized to 
let the sum of its elements be 1, and it can make the descriptor have invariance to 
variations in mesh resolution. Then the central moment and the Shannon entropy are 
computed from the matrix D. The central moment μmn of the matrix D can be calcu-
lated using the following equation: 
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matrix D can be calculated as: 
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For each rotation and projection, the sub-descriptor can be obtained using {μ11, μ12, 
μ21, μ22, e}. Finally the RoPS descriptor can be obtained by concatenating all the sub-
decriptors into a vector. 

 
(a) 3D model       (b) local neighborhood      (c) rotated points          (d) projected plane 

Fig. 1. An illustrative example of the RoPS method. 

The RoPS method represents local points from a set of views, converting the 
matching between 3D models to that between the 2D projected planes. Under this 
frame, many 2D image matching methods can be used for 3D model matching. How-
ever, the difference between 3D model and 2D image is that 3D model has abundant 
depth information. The RoPS descriptor only uses the distributed information of the 
projected points from different views. The points with similar position in projected 
plane would have different depths in 3D local coordinate system. Unavoidably, the 
RoPS descriptor loses part of the 3D spatial structural information. In the history of 
machine vision, psychologist pointed that the human visual system uses a lot of depth 
information based on visual sense to understand and identify objects [14]. This give 
an important enlightenment: computer vision researchers can directly investigate the 
visual system based on depth information. As we all know, snapshot descriptor is 
obtained by using depth information. Malassiotis and Strintzis [19] first constructed 
an 3D local coordinate system by performing an eigenvalue decomposition on the 
covariance matrix of the neighboring points of a keypoint p. They then placed a vir-
tual pin-hole camera at a distance d on the z axis and looking toward p. The x and y 
axes of the camera coordinate frame were also aligned with the x and y axis of the 3D 
local coordinate system at p. They projected the local surface points onto the image 
plane of the virtual camera and recorded the distance of these points from the image 
plane as a ”snapshot” descriptor. The snapshot descriptor is robust to self-occlusion 
and very efficient to compute. Snapshot achieved better pairwise range image align-
ment results compared to spin image. Mian et al. [20] also defined an 3D local coor-
dinate system for a local surface and then fitted the local surface with a uniform lat-
tice. They used depth values of the local surface to form a feature descriptor, which 
was further compressed using a PCA technique. 
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Inspired by this conclusion and some previous work, we improve the RoPS de-
scriptor using the statistic of depth information. For each distribution matrix D, its 
mean and variance of depth information can be defined as: 
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where di is the ith point’s depth value, num is the points’ number. The mean value dm 
can measure the distance between the local point set and its center point, and the va-
riance value dv can measure how far the local points are spread out. Therefore, they 
are useful for describing the 3D local structure. Finally, the sub-descriptor of each 
projection can be obtained using {μ11, μ12, μ21, μ22, e, dm, dv} and the improved RoPS 
descriptor can be generated by concatenating all the sub-descriptors into a vector. 

3 Experimental Results 

In this section, comparative experiments are performed to verify the superiority of the 
proposed method. As shown in Fig. 2, the experimental data are six models (“Arma-
dillo”, “Bunny”, “Chicken”, “T-rex”, “Parasaurolophus” and “Chef”), which were 
taken from the Stanford 3D Scanning Repository [15] and Mian’s Dataset [16,17]. 
The corresponding model was synthetically generated by randomly rotating in order 
to create clutter and pose variances. Then Gaussian noise with a standard deviation of 
0.1 mesh resolution was added to the model. 

 
(a) Chef      (b) Chicken   (c) Armadillo    (d) Bunny   (e) Parasaurolophus  (f) T-rex 

Fig. 2. The experimental data. 

In the experiments, we use the parameters according to Guo’s suggestion in [8], 
which means the parameters are {μ11, μ12, μ21, μ22, e}, L=5, r=15mr (mesh resolution) 
and T=3. At first, 1000 feature points are randomly selected from the 3D model. Then 
the local descriptors are constructed for each feature point. Finally the feature points 
of two 3D models are matched by computing the distances of descriptors. To evaluate 
the effectiveness of the depth information, we compare four kinds of statistics to con-
sruct the local descriptors. 
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The experimental results are evaluated using the Recall-Precision criteria based on 
the number of the correct matches and the number of the false matches. Fig. 3 is the 
matching results of the testing 3D models. Here “RoPS” denotes the descriptor pro-
posed by Yulan Guo et al. and it is constructed by {μ11, μ12, μ21, μ22, e},“IRoPS1” 
denotes the descriptor constructed by {μ11, μ12, μ21, μ22, e, dm }, “IRoPS2” denotes the 
descriptor constructed by {μ11, μ12, μ21, μ22, e, dv }, and “IRoPS” denotes the descrip-
tor constructed by {μ11, μ12, μ21, μ22, e, dm, dv }. The goal in PR space is to be in the 
upper-left-hand corner, which means the better performance in 3D model matching 
[18]. From Fig. 3 we can see that the performance of the IRoPS1 descriptor is better 
than the performance of the IRoPS2 descriptor, and the IRoPS descriptor performs 
best. That is to say, the mean of the depth values has more discriminative information 
than the variance of the depth values for the local descriptor construction, and the 
IRoPS descriptor can character the local structure of the 3D model effectively. 
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Fig. 3. The experimental results. 
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4 Conclusion 

In this paper, a novel 3D local feature descriptor called IRoPS is proposed. It is the 
improvement edition of the RoPS descriptor. Similar to the RoPS descriptor, the 
IRoPS descriptor is invariant to rotation and translation by normalization using the 
local coordinate system. Compared to RoPS descriptor, the IRoPS descriptor not only 
contains the distribution information of the projected points but also contains the local 
depth information. It has better discriminative power, while maintaining the robust-
ness of the RoPS descriptor. To verify the performance of the proposed descriptor, 
extensive 3D model matching experiments have been performed. The experimental 
results show that the IRoPS descriptor better performance than the RoPS descriptor. 
In our future work, we will search more discriminative information of the 3D local 
surface to improve the performance of the descriptor. 
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