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Abstract. In this paper, we present a novel unsupervised method for
abnormal behavior detection, which considers both local and global con-
textual information. For the local contextual representation, we firstly
divide video frames into local regions, then extract low-level feature such
as histogram of orientated optical flow (HOF) and sequential feature
which is composed of K temporal adjacent frames for each region. The
global contextual feature encodes the statistical characteristics of those
local features like orientation entropy and magnitude variance. An online
clustering algorithm is introduced to generate dictionaries for the local
and global features respectively. Then, for any new incoming feature, a
maximum posterior estimation of the degree of normality is computed by
multi-scale Markov Random Field (mMRF) based on the learned model.
The proposed method is evaluated on hours of real world surveillance
videos. Experimental results validate the effectiveness of the method,
and the detection performance is promising.

Keywords: Computer vision · Anomaly detection · Multi-scale markov
random field

1 Introduction

Detecting abnormal behaviors in videos is one of the most promising fields in
computer vision. It is receiving increasing attention due to its wide range of
practical applications such as smart surveillance, suggesting frames of interest
that should be analyzed by an expert, and summarizing the interesting content.

However, there are still several problems in anomaly detection especially
for the scene consisting of complex correlated activities performed by multiple
people. Firstly, unusual activities seldom occur and the large intraclass diversity
of unusual and usual activities makes them even harder to be predefined. The
main paradigm for abnormality detection in videos recently is to extract features
and to learn a model on normal samples from the video. So that anomaly is
detected as the one fitting the model badly. Various methods may differ in the
feature they used and the model they built. Secondly, the visual context for scene
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tends to change over time, which makes the incrementally updated process even
more necessary.

Based on these problems, several methods have been proposed.
Specifically,[2], [4], [11] determine abnormality based on the trajectory for each
object. However, trajectory is too dependent on the tracking algorithm and may
be unreliable in crowd scenes. [1] proposes a simple approach that measures typi-
cal optical flow speed and direction for each local grid to determine anomaly. Yet
this method discards the relationship among local regions which may contain the
contextual information. Approaches using Bayesian topic model [7], [13] evaluate
the abnormality based on the interaction of local activities, but they only run
in batch mode. Mehran et al. [9] present a new way to formulate the abnormal
crowd behavior by adopting the social force model, and then use Latent Dirichlet
Allocation (LDA) to detect abnormality. In [12], they define a chaotic invariant
to describe the event. [6] utilizes a space-time Markov random field model for
abnormality detection and the events that could not be described by the model
is regarded as anomaly. [14] provides a framework using sparse coding method
which builds a dictionary for spatial-temporal cuboid dynamically and anomaly
is detected as the one with a large value of the proposed objective function.

Methods[9] can be viewed as “global”, for they attempt to find the global
abnormal event (GAE) in a video clip. Methods [1], [14], [6], in contrast, focus
on the local abnormal event (LAE). However, few methods can be applied both
in global and local scale as the situations are often different. Additionally, most
methods directly utilize the low level feature such as optical flow, but these fea-
tures may be not stable enough and may discard some useful contextual infor-
mation. So how to take contextual information into consideration is important
for the abnormal event detection.

In this work, we introduce a novel unsupervised method based on contextual
information and mMRF. In the feature part, both local and global features are
utilized, which are corresponding to the different scales of the mMRF. For the
local scale, we divide each frame of the video into a grid of local regions. HOF is
used to encode the low level information, and sequence composed of K adjacent
frames is also extracted for the local feature representation. Sequence characters
the temporal relationship of the low level features for each local region and it may
bring more contextual information. The global feature corresponds to the global
scale in mMRF, and it is used to describe the situation for the whole frame
with utilizing features such as orientation entropy,magnitude variance. In the
model part, mMRF is employed. It can describe the spatial relationship between
the local features. Different from the space-time markov random field model
proposed by [6], structure of mMRF is hierarchical and it combined different
scale of features. It can deal with both GAE and LAE.

The contributions of our methods are mainly two folds: first, contextual infor-
mation is introduced to describe the action more precisely, take loitering activ-
ity in the subway station dataset [1] as an example, a person would stay a few
frames in the video and this may be well described by the sequential information.
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Fig. 1. Both local and global feature, the upper row show the sequential information
used in this paper, and the bottom one show the global feature which is the statistical
information of all the local feature.

Second, mMRF extends MRF to multiple scale, it combines the features in dif-
ferent scales so that mMRF can cope with both LAE and GAE.

2 Activity Representation

In this section, local feature, global feature and the corresponding similarity
function are presented in section 2.1. Then model acquisition and maintenance
using online clustering algorithm is illustrated in section 2.2.

2.1 Features and the Corresponding Similarity

Local Feature. First, each frame is divided into M by N local regions. The
number of local regions depends on how finely we want to capture the motion
details. For every local region, two kinds of information are utilized, the low level
information (HOF) and the sequential information.

As Fig.1 shows, a sequence is defined as K temporal adjacent frames for every
local region, which can be represented by K histograms. Sequence takes the
temporal relationship between the HOF features into consideration and it may
bring more contextual information. Over all, we combine HOF and sequential
information to describe the local activity in this paper.

Similarity of the Local Feature. For the low level information such as HOF,
we directly use the common chi-square distance to measure their similarity, and
we denote simf (f1, f2) for the similarity of these features, where f1 and f2 denote
the low level feature. As for the sequential information proposed above, the
similarity of sequences should obey several requirements. 1) The similarity should
take alignment into consideration. For sequences of the same action may be
segmented in different ways but their similarity should be high. 2) The similarity
should be able to measure sequences with different length.

We utilize the edit distance [10] mainly used in natural language processing to
measure the similarity between sequences. On the whole, edit distance measures
the number of operations required to transform a string into another. The basic
operations include replacement, delete and insert. For example, edit distance
of string ‘1234’ and ‘123’ is 1 with a delete or insert operation, and distance
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of string ‘1234’ and ‘1235’ is also 1 with a replace operation. Meanwhile, edit
distance of two strings sharing a similar structure would be small. Edit distance
of string ‘1234’ with ‘4123’ is 2, with a delete and insert operation, however the
traditional distance of them is 4, for every two elements at the same position are
different. So it can contribute to the alignment. As described above, requirement
1) and 2) would be satisfied by the edit distance. We denote sims(s1, s2) as the
similarity of sequences. s1 and s2 just represent two sequences.

It should be noted that elements of the sequence are histograms. Chi-square
distance and a threshold θ is used to determine whether they are equal in this
paper, given by

equal(H1,H2) =
{

1, χ2(H1,H2) < θ
0, otherwise

(1)

Based on this function, edit distance [10] can be introduced to measure the
similarity between the two sequences and it is computed using a dynamic pro-
gramming algorithm.

Global Feature. Global feature should represent the condition of the whole
frame, and we use statistical value of the local regions to characterize it, for
example, the mean moving orientation, the disorder of the orientation and so
on. In this paper, orientation entropy, magnitude entropy, orientation variance,
magnitude variance [5] and Kinetic Energy [15] are utilized. By using these global
features, we can have a general idea about what happened in each frame, and
this may be hard for local feature alone. For the distance for global feature, we
just use the Euclidean distance to measure their similarity and simg(g1, g2) is
used to denote the similarity, where g1 and g2 denote the global feature.

2.2 Model Acquisition and Maintenance

For the first M frames, with the local feature as sequence and the global feature,
an online clustering algorithm is introduced to construct the model. In this paper,
basic leader-follower clustering algorithm [3] is utilized. The main procedure is
as follows: given a new sample x, find its nearest clustering center wj and the
corresponding distance d. If d is smaller than a threshold σ , the clustering
center should be modulated, otherwise a new clustering center should be added.
Dictionaries of the local feature and global feature are stored in the model, and
they would be updated by the new coming features.

3 Abnormality Detection Based on Multi-scale MRF

3.1 Structure of Multi-scale MRF

In this paper, we just use two scales for the mMRF, global and local scale. As
the Fig. 2 shows, the global scale is for the full frame, and we divide frames into
a grid of small regions (M by N) for local scale. Each local region denotes a local
node and the whole frame represents the global node. The blue nodes mean the
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Fig. 2. Structure of the mMRF.

neighbors of node i in the local scale. The global node may affect all the local
nodes, which may act as some kind of prior knowledge. Then for node i, its state
may be determined by its similarity with the model, its neighbors in local scale
and the global node in the global scale. We combine the different scale by the
energy function. Based on the centers and the corresponding frequencies for the
features, we can get the node evidence and the pairwise evidence. Ultimately,
inference on the graph will yield the maximum a posteriori (MAP) labeling that
specifies which nodes are normal or abnormal.

3.2 Energy Function of the Multi-scale Markov Random Field

The energy function in the mMRF model is following:

E(X) =
∑
i

γiEi(X) (2)

where i denotes different scales and γi is the weight for each scale. As for this
paper, E(X) = γElocal(X) + (1 − γ)Eglobal(X), where Elocal(X) denotes the
local scale energy function and Eglobal denotes the global scale energy function.
γ is used to weight the two scales.

For the local scale, the energy consists of two parts: node evidence and pair-
wise evidence and it can be represented as:

Elocal(X) =
∑
i

h(xi) + α
∑

i,j∈neighbour

s(xi, xj) (3)

where h(xi) is the node evidence and s(xi, xj) is the pair-wise evidence. The
value α is a constant to weight the pair-wise evidence, and xi denotes the label
telling whether node i is normal or abnormal. ( xi = 0 signifies node i is normal
and xi = 1 signifies node i is abnormal).

The node evidence function measures the similarity between the event and
the model. It can be divided into two terms: the similarity for the HOF feature
hf (xi) and the similarity for the sequential feature hs(xi) . Simply speaking, for
node i, if the HOF feature and sequential feature are very similar with the cluster-
ing center always occurring before, hf (xi = 0) and hs(xi = 0) will become higher.
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Complementarily, hf (xi = 1) = 1−hf (xi = 0), hs(xi = 1) = 1−hs(xi = 0). We
compute both hf (xi = 0) and hs(xi = 0) based on the model:

{
hf (xi = 0) =

∑
j

∑
k frefk × simf (fi,j ,mfk)

hs(xi = 0) =
∑

j frefj × sims(si,msj)
(4)

where frefk and frefj denote the frequency of HOF clustering center mfk
and sequence feature clustering center mfj , it is defined as the possibility of the
occurrence of the feature cluster, which is computed as the number of the samples
of each clustering center divided by the total samples. fi,j denotes the jth HOF
for observation, si denotes the sequential information, simf (·) is the similarity
for HOF and sims(·) denotes the sequence similarity proposed in section 2. Both
hf (xi = 0) and hs(xi = 0) are computed as the sum of the product of the clusters
frequency and the similarity of the feature and the clustering center. Abnormal
events seldom happen, and their similarities with most clustering centers are
small. When abnormal event happened, hf (xi = 0) and hs(xi = 0) may have a
small value then hf (xi = 1) and hs(xi = 1) will be high. We combine hf (xi) and
hs(xi) for the node evidence, and h(xi = 0) = (1− τ)hf (xi = 0) + τhs(xi = 0) ,
where τ is a weighting constant set with 0 < τ < 1.

The pair-wise evidence function measures the similarity between the neigh-
boring nodes. When xi = 0, xj = 0, s(xi = 0, xj = 0) = sims(si, sj),
and s(xi = 1, xj = 1) is also defined as sims(si, sj). Otherwise, ss(xi, xj) =
1 − s(xi = 0, xj = 0). For the global scale, the energy is set as Eglobal(X) =∑

j

∑
k fregk×simg(gj ,mgk) , where g denotes the coming global feature, fregk

denotes the frequency of global feature clustering center mgk. The same as the
local energy function, when the event is abnormal, Eglobal(X = 1) should have
a large value and Eglobal(X = 0) would be high in normal condition.

Given the parameters for every node and link of the mMRF, we carry out
MAP inference to maximize the energy function. Loopy belief propagation with
max-sum message passing is used, which provides the MAP labeling whether
each node is normal or not.

4 Experimental Results

In this section, we show the empirical performance of the proposed abnormal
event detection algorithm on several published datasets. Section 4.1 introduces
global abnormal event detection based on the UMN dataset1. Experiments on
local abnormal event detection are introduced in section 4.2, which is based on
the subway station dataset provided by Adam et al.[1]. The cross validation
strategy is used to select parameters.

1 Unusual crowd activity dataset of the University of Minnesota.
(http://mha.cs.umn.edu/movies/crowdactivityall.avi).

http://mha.cs.umn.edu/movies/crowdactivityall.avi
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Fig. 3. The ROCs for frame level GAE detection in the UMN dataset.

Table 1. Comparison of the accuracy by our approach and other methods.

Method AUC

Social Force [9] 0.96

Optical flow 0.84

Streakline Potential [8] 0.90

Ours( mMRF ) 0.973

Ours (HOF alone ) 0.624

4.1 Global Abnormal Event Detection

Datasets. We use the UMN dataset to verify the effectiveness of our method
on the GAE. The UMN dataset consists of 11 clips of the crowded escape events
in 3 different scenes including both indoor and outdoor scenes.

Experimental Results. For every clip, we use the first 400 frames for training
and rest for testing (We use the first 250 frames for training in clip 3, for abnor-
mal has already happened when it comes to the 400th frame). The local region
size is 16× 16 for each one, and we just use HOF to represent the local feature.
Because the abnormal in UMN is GAE, the parameter γ should be set low to
add weight of the global feature. In this experiment, γ is set to be 0.2, and the
other parameter are set as α = 0.6, τ = 0.5. We use different threshold θ for the
online clustering algorithm to get the ROC curve as showed in Fig.3, and value
in the curve is set to be the mean of all the 11 clips. We compare the results
using mMRF which combined all the features and the method only using local
feature alone.

From the ROC curve shown in Fig.3 and Table 1, we can see that the method
using mMRF perform better, the mean AUC of methods using mMRF is 0.973
and it outperforms 0.624 using local feature. The reason mainly due to the con-
tribution of the global feature. People are just wandering in normal condition.
When abnormal happened, they escaping all round or just in one direction. Only
from a fixed local region, it may be hard to determine whether abnormal hap-
pens, but combined with the global feature such as kinetic energy, the detection
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Table 2. Comparison of the accuracy using HOF information alone and other sequence
similarity. Numbers in the first row denotes count for each abnormal activity in the
ground truth.

LT NP WD II Misc Total False alarm

Ground truth 14 13 26 4 9 66 -

Ours(HOF) 8 7 24 2 2 43 23

Ours(HOF + chi-square distance) 13 8 23 4 8 56 15

Ours(HOF + edit distance) 14 8 24 4 8 58 5

Jaechual Kim[6] 13 8 24 4 8 57 6

Bin Zhao[14] 14 9 25 4 8 60 5

Fig. 4. Examples of the detected unusual event in the subway entrance surveillance
video by our algorithm. LT: loitering; WD: wrong direction; NP: no payment; MISC:
misc; II: irregular interactions between people.

may be much easier. Moreover, we also provide the quantitative comparisons to
the state-of-the-art methods, the AUC of the method using mMRF range from
0.951 to 0.985, and it is comparable with the method in [9] for 0.96 and the
method [8] for 0.90.

4.2 Subway Station Dataset

The dataset used for LAE are two video sequences taken from a fixed surveil-
lance camera at a subway station, one monitoring the exit gate and the other
monitoring the entrance gate. In both cases, there are one to ten people appear-
ing in the scene at the same time. The frame size is 512 × 384, and the length
of videos are 96 and 43 minutes correspondingly.

For both videos, we divide every frame into 64×48 local regions and extracts
HOF and sequential feature from each region. Sequence length in this paper is
set as 10. Global feature described in section 2 is also used. On the whole, two
kinds of experiments are carried out. First, we verify the effectiveness of the
sequential information we proposed. As a comparison, anomaly detection which
utilizes the HOF alone is also conducted. Then we do experiments to verify the
good performance of our sequence similarity. Sequence similarity in this paper
is based on the edit distance, and chi-square distance is used for comparison.

The Entrance Gate. For the entrance gate, we use the first 12 minutes for
training and rest for testing. The local region size is 8 × 8 for each one, and
the length of the sequence is set to be 10. The parameter γ was set 0.8 so that
the weight of the local feature is high. And we set α = 0.6, τ = 0.5, θ = 1.4
correspondingly. Because of the stationary camera, we conducted background
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Table 3. Comparison of the accuracy using HOF information alone and other sequence
similarity. Numbers in the first row denotes count for each abnormal activity in the
ground truth

LT WD Misc Total False alarm

Ground truth 3 9 7 19 -

Ours(HOF) 2 9 2 13 14

Ours(HOF + chi-square distance) 3 8 7 19 9

Ours(HOF + edit distance) 3 9 7 19 3

Jaechual Kim[6] 3 9 7 19 3

Bin Zhao[14] 3 9 7 19 2

Fig. 5. Examples of the detected unusual event in the subway entrance surveillance
video. LT: loitering; WD: wrong direction; MISC: misc; MISS: miss; FA: false alarm.

subtraction first and extracted features from the foreground. The results of the
experiment are as Table 2. Fig.4(a) - (e) show the examples for abnormal activ-
ities LT, WD, II, Misc and NP correspondingly.

The second row and the fourth row of Table 2 show the comparison of the
anomaly detection with and without using the sequential information. Both of
them provide similar results in the abnormalities such as “wrong direction”. For
the feature HOF is quite useful in describing the motion direction information.
However, the method which does not utilize the sequence performs poorly in
the abnormalities such as “Misc” which is often caused when a person abruptly
stops walking or runs fast. The reason may be that HOF alone discards the
temporal information between the low level features. Besides, false alarm rate
for this method is high because optical flow information is not stable and is
sensitive to the optical flow parameters and illumination changes. The third
row and the fourth row compare with the results using chi-square distance and
edit distance. As analyzed before, chi-square distance does not take alignment
into consideration and it may bring a relatively high false alarm rate. We also
compare our results with the method used in [6] and [14] in the fifth and the
sixth row, and we can see that the results are comparable. It should be noted
that, the method in [6] and [14] is specially designed for the local abnormal event
detection and it may be not suitable for the global abnormal event detection.

The Exit Gate. For the exit gate, we use the first 8 minutes for training and
rest for testing. The other parameters are set the same as the entrance gate. The
results can be seen in Table 3. Fig.5(a) - (c) are detected by our methods, which
corresponds to the LT, WD and Misc.
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Same as the entrance gate, the second row and the fourth row of Table 3 show
the comparison of the anomaly detection with and without using the sequential
information. And the third row and the fourth row compare with the results
using chi-square distance and edit distance. The results are consistent with the
Table 2 and these results may verify the effectiveness of our methods.

5 Conclusion

In this paper, we propose a novel unsupervised framework based on contextual
information and multi-scale markov random field for abnormal behavior detec-
tion. Both local and global features are utilized, and each corresponds to different
scales of the multi-scale markov random field. With combing these features in
mMRF, both GAE and LAE can be detected, and the experimental results ver-
ify the effectiveness of the proposed method.
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