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Abstract. Recognizing the emotional state of a human from his/her facial ges-
tures is a very challenging task with wide ranging applications in everyday life. 
In this paper, we present an emotion detection system developed to automatical-
ly recognize basic emotional states from human facial expressions. The system 
initially analyzes the facial image, locates and measures distinctive human fa-
cial deformations such as eyes, eyebrows and mouth and extracts the proper 
features. Then, a multilayer neural network is used for the classification of the 
facial expression to the proper emotional states. The system was evaluated on 
images of human faces from the JAFFE database and the results gathered indi-
cate quite satisfactory performance. 
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1 Introduction 

The aim of facial expression recognition is to enable machines to automatically esti-
mate the emotional content of a human face. The facial expressions assist in various 
cognitive tasks and is well pointed that the expressions provide the most natural and 
powerful means for communicating human emotions, opinions and intentions. In an 
early work of Mehrabian [8] it has been indicated that during the face to face human 
communication only 7% of the information of a message is communicated by the 
linguistic (verbal) part of the message, i.e. spoken words, 38% by paralanguage (vocal 
part) and the 55% is communicated by the facial expressions. So, facial gestures con-
stitute the most important communication part in face to face communication. 

Analyzing the expressions of a human face and understanding their emotional state 
can find numerous applications to wide-ranging domains. The interaction between 
human and computer systems (HCI) would become much more natural and vivid if the 
computer applications could recognize and adapt to the emotional state of the human. 
Embodied conversational agents can greatly benefit from spotting and understanding 
the emotional states of the participants, achieving more realistic interactions at an  
emotional level. In intelligent tutoring systems, emotions and learning are inextricably 
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bound together, and so recognizing the learner’s emotional states could significantly 
improve the learning procedure delivered to him/her [1, 14]. Moreover, surveillance 
applications such as driver monitoring and elderly monitoring systems could benefit 
from a facial emotion recognition system, gaining the ability to deeper understand and 
adapt to the person’s cognitive and emotional condition Also, facial emotion recogni-
tion could be applied to medical treatment to monitor patients and detect their status. 
However, the analysis of the human face characteristics and the recognition of its emo-
tional state are considered to be very challenging and difficult tasks. The main difficul-
ty comes from the non-uniform nature of the human face and various limitations such 
as lightening, shadows, facial pose and orientation conditions [6]. 

In order to classify facial human expression into the proper emotional categories, it 
is necessary to locate and extract the important facial features which contribute in 
identifying the expression’s emotions. In this work, a facial emotion recognition  
system developed to determine the emotional state of human facial expressions is 
presented. Initially, the system analyzes the facial image, locates and measures dis-
tinctive facial deformations and characteristics such as the eyes, the eyebrows and the 
mouth. Each part of the face then is deeper analyzed and its features are extracted. 
The features are represented as information vectors. The classification of the feature 
vectors into the appropriate expression emotion is conducted by a multilayer neural 
network which is trained and used for the classification of the facial expression to the 
proper emotional category.  

The rest of the paper is organized as follows. In section 2, basic topics on face im-
age analysis and emotion recognition are described and also related work is presented. 
In Section 3, the methodology followed and the system developed is illustrated. In 
Section 4, the evaluation conducted and the experimental results gathered are pre-
sented. Finally, Section 5 concludes our paper and presents direction for future work. 

2 Background and Related Work 

2.1 Background Topics 

In the field of facial emotion recognition two types of methods dominate: the holistic 
methods and the analytical or local-based methods [11]. The holistic methods try to 
model the human facial deformations globally, which encode the entire face as a 
whole. On the other hand, the analytical methods observe and measure local or dis-
tinctive human facial deformations such as eyes, eyebrows, nose, mouth etc. and their 
geometrical relationships in order to create descriptive and expressive models [2]. In 
the feature extraction process for expression analysis there are mainly two types of 
approaches which are the geometric feature based methods and the appearance based 
methods. The geometric facial features try to represent the geometrical characteristics 
of a facial part deformation such as the part’s locations and model its shape. The ap-
pearance based methods utilize image filters such as Gabon wavelets to the whole 
face or on specific parts to extract feature vectors. 

The way that emotions are represented is a basic aspect of an emotion recognition 
system. A very popular categorical model is the Ekman emotion model [4], which 
specifies six basic human emotions: anger, disgust, fear, happiness, sadness, surprise. 
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It has been used in several studies and systems that recognize emotional text and fa-
cial expressions related to these emotional states. Another popular model is the OCC 
(Ortony/Clore/Collins) model [10] which specifies 22 emotion categories based on 
emotional reactions to situations and is mainly designed to model human emotions in 
general. In this paper, an analytical approach is implemented for recognizing the basic 
emotions as defined by Ekman. More specifically, special areas of interest of the hu-
man face are analyzed and their geometrical characteristics such as locations, length, 
width and shape are extracted. 

2.2 Related Work 

Over the last decade there are a lot of efforts and works on facial image analysis and 
emotion recognition. A recent and detailed overview of approaches and methodolo-
gies can be found in [17, 18]. The work in [3], a facial expression classification me-
thod based on histogram sequence of feature vector is presented. It consists of four 
main tasks which are image pre-processing, mouth segmentation, feature extraction 
and classification which is based on histogram-based methods. The system is able to 
recognize five human expressions: happy, anger, sad, surprise and neutral based on 
the geometrical characteristics of the human mouth with an average recognition accu-
racy of 81.6%. In [9], authors recognize Ekman basic emotions sad, anger, disgust, 
fear, happy and surprise in facial expressions by utilizing Eigen spaces and using 
dimensionality reduction technique. The system developed achieved a recognition 
accuracy of 83%. The work presented in [16] recognizes facial emotions based on a 
novel approach using Canny, principal component analysis technique for local facial 
feature extraction and artificial neural network for the classification process. The 
average facial expression classification accuracy of the method is reported to be 
85.7%. The authors in the work presented in [12], recognize four basic emotions of 
happiness, anger, surprise and sadness focusing in preprocessing techniques for fea-
ture extraction such as Gabor filters, linear discrimination analysis and Principal 
component analysis. They achieve in their experiments 93.8% average accuracy in 
images of the Jaffe face database with little noise and with particularly exaggerated 
expressions and an average accuracy of 79% in recognition on just smiling/non smil-
ing expressions in the ORL database. In [15], a work that recognizes the seven emo-
tions on Jaffe database using Fisher weight map is presented. Authors utilize image 
preprocessing techniques such as illumination correction and histogram equalization 
and the recognition rate of their approach is reported to be 69.7%. 

3 Emotion Recognition System 

In this section, we present the emotion recognition system developed and illustrate its 
functionality. The aim of the system is to endow software applications with the ability 
to recognize users’ emotions in a similar way that the human brain does. The system 
takes as input images of human face and classifies them regarding the emotional state 
according to the basic emotions determined by Ekman. The system’s steps for the 
automatic analysis of human facial expressions are presented in Figure 1. 
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Fig. 1. The work flow chart of the system 

Initially, the image analysis processes try to normalize the image and detect special 
regions of the face which contribute in identifying its emotional content. These re-
gions are named Areas of Interests (AOIs) and are the region of the eyes, the area of 
the mouth and the eyebrows. The feature extraction process tries to select the proper 
facial features which describe the characteristic of the facial part and contribute in the 
classification stage. Since the system follows an analytical local-based approach,  
the feature extraction is implemented in the specific AOIs of the human face. Finally, 
the classification process, based on the feature extracted, specifies the appropriate 
emotional category among the set of different the emotional states defined by Ekman 
by utilizing a Multi-Layer Perceptron Neural Network (MLPNN) approach. 

3.1 Image Analysis and AOIs Determination 

Initially, the images of the human face are preprocessed using contrast limited histo-
gram equalization. The histogram equalization is used to enhance the contrast in order 
to obtain a uniform histogram and also it re-organizes the image’s intensity distribu-
tions and eliminates lighting effects [13].  A Sobel filter is then applied to emphasize 
edges and transition of the face and after its application, the image of the human face 
is represented as a matrix whose elements have only two possible values:  zero and 
one. An element that has a value set to one represents an edge of a facial part in the 
image, such as an edge of an eye or the mouth. More specifically, the system analyzes 
a facial image as follows: 
 

1. Apply histogram equalization to enhance the contrast of the image. 
2. Apply a Sobel filter to emphasize edges and transition of the face. 
3. Cut the face into eight horizontal zones. 
4. Measure each zone’s pixel density. 
5. Select the zone with the highest pixel density. This zone contains the 

eyes and the eyebrows. 
6. Locate the eyes and eyebrows.  
7. Locate the mouth in the center of the zone. 
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a final step to reduce excess noise in the marginal areas of the AOI. The features ex-
tracted for each AOI are the following (see Figure 3): 

 
Left eyebrow 

• H1: The height of the far left part of the 
eyebrow. 

• H2: The height of the part found on the 
1/3 of the distance between the far left 
part and far right part of the eyebrow. 

• H3: The height of the part found on the 
2/3 of the distance between the far left 
and far right part of the eyebrow. 

• H4: The height of the far left part of the 
eyebrow. 

• L1: The length of the eyebrow.  

Right eyebrow 

• H5: The height of the far left last part 
of the eyebrow. 

• H6: The height of the part found on 
the 1/3 of the distance between the far 
left and far right part of the eyebrow. 

• H7: The height of the part found on 
the 2/3 of the distance between the far 
left and far right part of the eyebrow. 

• H8: The height of the far left part of 
the eyebrow. 

• L2: The length of the eyebrow. 
 

Left eye 

• H9: The height of the far left part of the 
eye. 

• H10: The height of the part found on the 
1/2 of the distance between the far left 
and far right part of the eye. 

• H11: The height of the far right part of 
the eye. 

• W1: The width of the eye.   
• L3: The length of the eye.  
 

Right eye 

• H12: The height of the far right part 
of the eye. 

• H13: The height of the part found on 
the 1/2 of the distance between the far 
left and far right part of the eye. 

• H14: The height of the far left part of 
the eye. 

• W2: The width of the eye.  
• L4: The length of the eye. 

Mouth 

• H15: The height of the far left part of the mouth. 
• H16: The height of the part found on the 1/2 of the distance between the far left 

and far right part of the mouth. 
• H17: The height of the far left part of the mouth. 
• W3: The width of the mouth.  
• L5: The length of the mouth. 
 

As mentioned above the recognition of the expressions’ emotional content is de-
termined based on the five AOIs. Each AOI is represented geometrically by five (5) 
values therefore the length of the information vector representing the facial expression 
is 25. The information vector contains all the information needed to classify a face 
into each of the seven basic facial emotional states.  
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Fig. 4. The seven facial expressions as posed by a JAFEE model 

A Face Matrix is represented as 256 x 256 pixel square matrix. The elements of the 
matrix represent the pixels of the Jaffe model’s face. Each element of the face matrix 
ranges from 0 to 255. An element with a value between 0 and 255 represent a gray 
pixel of the image. An element with the value 0 represents a completely black pixel of 
the original image, while an element with the value 255 represents a completely white 
pixel, thus making the Face Matrix a Brightness Matrix.  

4.2 System Evaluation 

For the evaluation of the system’s performance two datasets were created from the 
Jaffe database, the training dataset and the test dataset. The training dataset contains 
140 facial images, 20 for each one of the seven facial emotions. The test dataset con-
tains a total of 73 images, at least 9 images for each emotional state. The training 
dataset is inputted into the MLPNN, and the weights of the neurons are calculated in 
an optimal way. After the training phase is completed, the system’s performance is 
evaluated on the test dataset. The results gathered are presented in Table 1. 

Table 1. Performance results of the classification 

Average accuracy  76,7 % 

Precision 78,9% 

F-measure 77,8% 

 
The results show a good performance of the system. More specifically, from the 

corpus of 73 tested, it correctly identified the emotional state in 56 images. So, the 
general accuracy of the system is 76,7 % which indicates a good performance.   

A noticeable point is that the system had a very good performance in identifying 
happiness emotion. This is due to the fact that in general and also in the database, this 
is a very strong emotion and is almost always expressed with vivid facial expression 
deformations. In contrast, the system lacks in recognizing the anger emotion. We 
believe that the main reason that the anger emotion is poorly classified is that the Jaffe 
models express this emotion in an inconsistent way regarding its valence. Specifical-
ly, in some cases, the models express anger emotion extremely, in an almost theatrical 
way while other models express the same emotion more natural in a smooth way. 
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Table 2. The confusion matrix 
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Joy 12 0 0 0 1 0 0
Sadness 0 6 0 2 1 1 0

Surprise 0 0 8 0 0 0 1
Fear 0 0 0 9 0 0 2
Disgust 0 1 0 0 8 0 0
Anger 0 1 0 0 3 6 1
Neutral 0 0 0 1 2 0 7

5 Conclusion and Future Work 

In this paper, an automatic facial expression recognition system is presented. The aim 
of the system developed is to analyse and recognize the emotional content of human 
facial expressions. The system initially analyzes the facial image, locates and meas-
ures distinctive human facial deformations such as the eyes, the eyebrows and area of 
the mouth and extracts the proper features. The features extracted try το model the 
geometrical characteristics of each area part of the human face. Finally, for the cate-
gorization, a multilayer perceptron neural network is trained and used. The experi-
mental study conducted indicates quite promising performance. 

However, there are some points that the system could be improved. Initially, 
evaluating the system on different facial expression databases such as the ORL and 
the Cohn-Kanade facial expression databases will give us a better insight of or meth-
odology’s performance. Moreover, currently the face analysis and the determination 
of the AOIs work on still frontal images of human face and so, a challenging exten-
sion will be to detect and analyse facial expressions from different poses. Further-
more, the system’s classification approach is based on a multilayer perceptron neural 
network. Extending the classification method by using a neuro-fuzzy approach could 
improve the system’s accuracy in recognising the emotional state. Exploring this di-
rection is a key aspect of our future work. 
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