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Abstract. Trust and reputation models provide soft-security mecha-
nisms that can be used to induce cooperative behaviors in user-centric
communities in which user-generated services and resources are shared.
The effectiveness of such models depends on several, orthogonal aspects
that make their analysis a challenging issue. This paper aims to pro-
vide support to the design of trust and reputation infrastructures and to
verify their adequacy in the setting of software architectures and com-
puter networks underlying online communities. This is done by propos-
ing a formal framework encompassing a calculus of concurrent systems,
a temporal logic for trust, and model checking techniques.

1 Introduction

Cooperation is a key factor for the success of service- and user-centric networks
in which user-generated contents are exchanged, remote resources are shared,
and services provided by third parties are executed online. Trust and reputation
systems provide extrinsic motivations to favor cooperation in spite of selfishness,
malicious behaviors, and mistrust towards unknown users. The metrics provided
by these systems help to estimate quantitatively the subjective reliance on the
ability, integrity, honesty and disposition of each user, to be shared within the
community with the aim of making explicit a collective notion of reputation.
Even more important, reputation is defined not only to give a perception of
the public trustworthiness of users, but also to provide enabling conditions for
participating actively in the community by exchanging services and resources.

The design and implementation of trust and reputation systems is not an easy
task as it depends on several, orthogonal aspects. Solutions can be centralized
or distributed, can rely (or not) on the presence of a trusted third party, can
use first-hand or second-hand reputation systems using (non-)linear adjustment
mechanisms, can involve explicit (based, e.g., on voting) or implicit evaluation
means, and so on [14]. As a consequence, the analysis of the effectiveness of these
systems against the typical obstacles to cooperation (lack of motivation, selfish-
ness, free-riding, . .. ) and the variety of attacks (slandering, self-promoting, sybil,

..) is a challenging issue.
In this paper, we propose a framework for:

— the formal modeling of the behavior of cooperative, concurrent, and dis-
tributed systems;
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— the formal specification of trust and reputation infrastructures governing the
interactions in these systems;

— the formal verification of the effectiveness of the trust policies adopted by
these infrastructures to stimulate cooperation and to contrast attacks.

These objectives are achieved by means of a process algebraic approach to soft-
ware architecture design, in which functional modeling (through typical process
algebraic operators) and specification of the trust model are defined separately
at the syntactic level and joined automatically at the semantic level. This sepa-
ration of concerns facilitates all the design issues and the execution of sensitivity
analysis aimed at evaluating the effects of the chosen system architecture and
trust model. The formal specification of trust-based properties relies on a tempo-
ral logic for trust that extends classical state-based and action-based logics, while
the verification of such properties is supported by model checking techniques.

In the rest of the paper, we first introduce a real-world case study, which
accompanies the presentation of the formal framework as a running example
through which we show how to apply our approach in practice. Afterwards, we
present the syntax for a calculus of concurrent processes and the syntax for a
specification language of trust systems. We then define a unifying formal seman-
tics, which subsumes the definition of specific labeled state-transition systems,
and the temporal logic for specifying trust properties that can be model checked
through standard techniques. Conclusions about related work and future direc-
tions terminate the paper.

1.1 Running Example

As a real-world example, we consider an incentive-based cooperation model for
wireless and mobile user-centric environments recently proposed [6]. Basically,
cooperative networks involve users providing services, called requestees, and re-
cipients of such services, called requesters. For the sake of simplicity, we assume
that each user behaves either as requester or as requestee. The cooperation
model is based on soft-security mechanisms (like trust management and virtual
currency) and a process entailing four phases: (7) the requester looks for a ser-
vice in the community and then sends a request to the chosen requestee; (i) the
two parties negotiate parameters and cost of the transaction; (iii) if an agree-
ment is reached, the requestee provides the negotiated service and the requester
pays for it; (iv) both parties evaluate the quality of experience and provide feed-
back. In each phase, trust is used to govern choices and to provide incentives for
both parties, e.g., by making offered quality of service and related cost directly
dependent on trust. The objective consists of inducing a prosocial attitude to
collaboration while isolating selfish and cheating behaviors.

In the following, we abstract away from the details of the specific incentive
strategies and we concentrate on showing how to employ our approach in order
to model a scenario like the one surveyed above, specify the underlying trust
and reputation models, and perform model checking based sensitivity analysis
aiming at demonstrating the influence of each policy and configuration parameter
chosen by the involved parties.
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2 Modeling Trust Systems

In this section we show how to define separately functional behavior of the system
and trust infrastructure. In both cases, we present formal syntax, semantics, and
examples related to our running case study.

By following principles inspired by architectural description languages [3], we
distinguish between process behaviors, which describe behavioral patterns, and
process instances, which represent specific entities exhibiting a certain behav-
ioral pattern, as well as we separate the definition of individual entities from the
specification of their parallel composition and communication interfaces. This
separation of concerns is applied also to distinguish the description of a sys-
tem of interacting entities from the specification of the reputation infrastructure
governing any interaction based on trust. The objective is an improvement of
usability concerning the modeling issues of the different aspects that come into
play in the specification of trust-based distributed systems.

2.1 Modeling Individual Processes

We start by introducing a calculus for the specification of individual process
terms, which represent process behaviors modeling behavioral patterns. We de-
note with Name the set of visible action names, ranged over by a, b, . . .. Moreover,
we assume a special name 7 to denote invisible, internal actions.
The set of process terms of our calculus is generated through the following
syntax:
P:=0|a.P|7.P|P+Q|aPFbQ|B

where:

— 0 represents the inactive, terminated process term.

— a. P (resp., 7. P) denotes the process term that executes a (resp., 7) followed
by the behavior of P.

— P+ @ represents a nondeterministic choice between process terms P and Q.

— a.P F b.QQ, which is called trusted choice operator, denotes an external,
guarded choice based on trust.

— B represents a process constant equipped with a defining equation of the

form B % P, which establishes that process constant B behaves as process
term P, thus enabling the possibility of defining recursive behaviors.

In the following, we restrict ourselves to consider guarded process terms, i.e.,
all of the (finite) occurrences of process constants are immediately preceded by
the action prefix operator. Before detailing the interpretation of these operators,
we introduce the underlying semantic model, which is based on classical labeled
transition systems.

Definition 1. A labeled transition system (lts) is a tuple (Q, qo, L, R) where Q
s a finite set of states, of which qo represents the initial one, L is a finite set of
labels, and R C Q X L x Q is a finitely-branching transition relation, such that

1
(p,1,q9) € R is denoted by p— q.
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Given Act = {7} U Name U {a~ | a € Name}, which is ranged over by a, ...,
the behavior of a process term P is defined by the smallest lts [P] such that the
states in @ represent process terms (with P being the initial state ¢p), the labels
in L are given by actions in the set Act, and the transitions in R are obtained
through the application of the following operational semantic rules:

prefix a.P—P r.P— P
| P—P Q—qQ
choice o o
P+Q—F P+Q—0Q

a b~
trusted choice a.PFbQQ— P a.PFbQ—Q

[
. def P P
TECUTSION B=P o
B— P’

The rules for prefix, nondeterministic choice, and recursion are standard, while
the trusted choice operator establishes that a.P Fb.Q) executes either a followed
by P or (a decorated version of) b followed by @. The intuition is that this
operator is used to communicate one of two possible actions to another process
and that the choice will be guided by the trust towards such a process: if trust
is beyond a certain threshold, then the offered action is a, otherwise it is b.
The isolated semantics of this operator offers both actions, as the identity of
the interacting process is still unknown, but it uses a decoration to distinguish
which action is to be considered in the absence of sufficient trust.

Ezxample 1. With respect to our running example, let us model the behavior of

a generic (potentially dishonest) requester possibly interacting with n requestees

and the behavior of a generic requestee possibly interacting with m requesters.
The process term describing the requester behavioral pattern is:

Requester f send req 1. Wait; + ...+ send req n. Wait,

., def . . . .
Wait; = rec accept i.Service; + rec refuse i.Requester 1<1<n

Service; def pay i.Requester + not pay ©.Requester 1<1<n

while the requestee counterpart is as follows:

def .. ..
Requestee = rec req 1.Decisiony + ...+ rec req m.Decision,

. def . . .
Decision; = send accept i. 7. Payment; F send refuse i.Requestee 1 <i<m

Payment, def rec pay i.Requestee + not rec pay i.Requestee 1<i<m

A process instance, called entity, is an element exhibiting the behavior associ-
ated to a process term. The kernel [I] of the semantics of an entity I belonging
to the behavioral pattern defined by process term P is given by the behavior of
P, in which every action « is renamed to I.« [3]. With abuse of terminology, we
say that I is of type P, and we write I.B to specify that the behavior of I in
the current state is given by the process term associated to B.



A Calculus for Trust and Reputation Systems 177

Ezample 2. In our running example, we consider a system with a single re-
quester, modeled by the entity Req, of type Requester, and three requestees,
which are represented by the entities Regq,, Regy, and Regqs, each one of type
Requestee.

2.2 Modeling Trust and Reputation

The execution of the interactions in which every entity in a system is involved de-
pends strictly on the trust infrastructure regulating the communications within
the community. Hence, before introducing the semantics for interaction, we first
define formally such an infrastructure with respect to a set S of individual enti-
ties, by assuming that each entity name is unique to avoid ambiguity.

Let IName = {I.a | I € SAa € Name} be the set of interacting action names.
Moreover, T represents the domain of trust values. Even if in principle we may
adopt any trust domain by adequately defining the semantics of the structures
manipulating trust values, for the sake of presentation in the following we assume
it to be a totally ordered set, the maximum (resp., minimum) value of which is
denoted by T (resp., 1).

A trust system is a tuple consisting of a set S of interacting processes and of
the following structures:

Trust table tt : S x & — T, such that ¢t[I;.J] denotes the direct trust of
entity I towards entity J as a result of previous interactions between them.
Each row tt[I; ] is initialized with the dispositional trust of I, which is the
initial willingness of I to trust unknown users.

— Recommendation table rt : S x & — T, such that rt[I; J] contains either
the trust value recommended by I about J to other entities, or the special
symbol § to specify that I does not provide recommendations about J.

— Trust threshold function tth : S — T, such that tth(I) represents the min-
imum amount of trust (towards other entities) required by I to execute a
trusted interaction.

— Trust variation function tv : IName — T, such that tv(l.a) is the trust
feedback that I associates to the execution of interactions through action a.

— Trust function tf : S x S — T, such that ¢f(I,J) computes the trust of

I towards J according to a trust formula taking into account direct trust

(deriving from the trust table) and reputation (deriving from the recom-

mendation table).

We implicitly assume that the trust structures are parameterized with respect
to a given type of service, and that several, mutual independent structures are
needed if we intend to model a system offering different types of services, each
one requiring separate trust information. In this case, every action must be
parameterized as well with respect to the service type, in order to guide each
interaction among entities according to the related trust information.

As far as the trust function ¢f is concerned, here we do not define it as its
specification strictly depends on the chosen trust model and, as we will see,
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it does not affect the definition of the semantics for interacting processes. Func-
tion tf may be based on several different methods [16,24,23], an example of which
will be given with respect to our case study. We can argue similarly in the case of
the specific relation existing between trust table and recommendation table and,
in particular, the way in which an entity provides feedback to other entities on
the basis of personal experience. However, some aspects of such a relation (that
change depending whether the reputation system is centralized or distributed)
deserve discussion here.

In a centralized scenario, we can envision a trusted third party collecting
trust information from all the entities. Such a collection contributes to form the
reputation of each entity as perceived by the community. Hence, it is reasonable
to assume that every entity requiring a recommendation has access to such
information in the same way and obtains the same feedback. From a semantics
viewpoint, this scenario is captured by formalizing the relation between trust
table and recommendation table.

For instance, in a very simple scenario, the recommendation provided by I
about J is exactly the trust of I towards J, under the assumption that I had
some direct experience with J (otherwise the suggested value would be simply
the dispositional trust of T). Let ¢t : SxS — {0, 1} be the contact table, such that
ct[I; J] = 1 if and only if entities I and J interacted with each other (initially,
ct[I; J] = 0 for each pair of entities in the set §). Then, the relation between
trust table and recommendation table is described by the following equation:

o R et ] =1
rtll; J] = {5 otherwise (1)

thus assuming that all the entities recommend exactly the trust values resulting
from their own experience, if any. Notice that this would not be the case in
the presence, e.g., of entities providing inaccurate feedback or attackers cheating
deliberately other entities. In order to model such a case, it is sufficient to alter
some rows (or specific entries) of the recommendation table with respect to the
trust table.

In a distributed scenario, the absence of a centralized trusted third party has
two important effects. Firstly, different entities may have access to different in-
formation if they are in contact with different neighbors. Secondly, an entity may
provide, for the same recommendation, different values to different entities. These
situations are managed by adding a dimension to the recommendation table, such
that each recommendation is specified by the identities of the recommender entity,
the recommended entity, and the entity receiving the recommendation. Formally,
if ct[I; J] = ct[l; K] = 1 then rt[I; J; K] denotes the trust value recommended by
I about J to K. In this case all the formulas depending on the recommendation
table are changed accordingly.
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Ezample 3. In our running example, let trust be a discrete metric such that
T = [0..10]. Initially, the trust table is as follows:

Req 4 Reqq, Req, Reg,

Reg 4 8 8 8
Req, 2 2 2
Reqs 3 3 3

Reqs 5 5 5

The recommendation table is calculated by means of Equation 1 (notice that
we are not considering self-promoting behaviors, which, however, could be mod-
eled). Even if we assume a distributed scenario, requester and requestees are
connected without any restriction and can communicate with each other. The
trust threshold function establishes that the requester issues requests without
any reputation constraint, tth(Reg,) = 0, and that for each requestee the ser-
vice trust threshold is equal to requestee’s dispositional trust: tth(Req,) = 2,
tth(Req,) = 3, and tth(Reqs) = 5.

The trust variation function establishes that the requester increases (resp.,
decreases) by one unit the trust towards any requestee accepting (resp., refusing)
a request, namely tv(Req 4.1ec accept i) = 1 and tv(Req 4.1ec refuse i) = —1 for
1 < i < 3. Each requestee increases trust towards the requester in case of paid
service, tv(Req;.rec pay 1) = 1 for 1 <4 < 3. The first two requestees decrease
trust by the same amount in case of unpaid service, tv(Reg;.not rec pay 1) = —1
for 1 < ¢ < 2, while the third one is more cautious and applies the maximum
penalty, tv(Reqs.not rec pay 1) = —10. All the other actions do not imply any
trust variation.

Finally, the trust formula is abstracted as follows. Let:

Recr.; = S\{{I,J}U{K | rt[K;J] = §}}

be the set of entities from which I receives recommendations about J. Then:

f tt[1; J] if Recr.j=10
14 s = Xk Recp g Tt[K;J]
pr (1) + (1= pr) - Sl

otherwise
‘ REC],J |

where p; represents the risk factor for I, i.e., how much of its trust towards other
entities depends on previous direct experience. The factor that is multiplied by
1 — p; represents the average trust towards J resulting from recommendations
provided by third entities. For the three requestees, in the following we assume
that the risk factor is equal to 0.5, 0.8, and 0.8, respectively.

In general, notice that the most risky profile is adopted by the first requestee,
while the third requestee is characterized by the most cautious behavior [1].

2.3 Modeling Interacting Processes

The semantics of interacting entities arises from the parallel composition of a
set S of individual entities following the communication rules established by
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a synchronization set SS, which is a set of names of the form I.a to J.b. In
particular, I.a to J.b denotes a synchronization between I and J in which I
offers action a and J responds with action b. In other words, I.a is the output
part of the communication, J.b represents the input counterpart, and I.a to J.b
is the name of the synchronized action.

Example 4. In our running example, the synchronization set for the group of
entities { Req 4, Req,, Reqq, Reqs} includes the actions:

Req 4.5end req i to Reg;.rec req 1
Regq;.send accept 1 to Req 4.rec accept i
Req;.send refuse 1 to Req 4.rec refuse i
Req 4.pay t to Req;.rec pay 1

Reg 4.mot pay i to Regq;.not rec pay 1

where 1 <4 < 3.

The system topology resulting from such a synchronization set reveals that
the requester may interact with every requestee, while communications among
requestees do not occur, except for the potential exchange of recommendations.
Notice that such an exchange is modeled implicitly through the definition of the
recommendation policy. According to the trust infrastructure described in the
previous section, the system topology has the following effect on the calculation
of reputation. Each requestee receives recommendations from any other requestee
if such a requestee has interacted with the requester, while the requester does
not receive recommendations, meaning that tf(Req 4, Req;) = tt[Req 4; Req;] for
1 <4 < 3 independently of the risk factor chosen by Regq 4.

The interacting semantics of S is given by the parallel composition of the seman-
tics [I] of all the entities I € S. In the semantic rules for parallel composition,
let P,P',Q,Q,... denote process terms representing the local behavior [I] of
any entity I € S. Moreover, let P be a vector of local behaviors with as many
elements as the number of entities in S, each one expressing the current local
behavior of the related entity. Then, P[P’/ P] denotes the substitution of P with
P’ in P. The semantic rule for internal actions is as follows:

pep PLLp
I.T
P - P[P/ P)

The rule establishes that every entity executes its internal actions independently
from each other. Then, based on the trust information, interactions among en-
tities occur (or do not occur) and their execution provides feedback. In order
to emphasize the separation of concerns between trust modeling and behavior
modeling, the rule premises concerned with the trust structures are specified
syntactically as external side conditions. Hence, the semantic rules expressing
interactions are:

P’Q cP ITatoJbeS8S P I.a} P’ Q Jib} Q/ tt[I;J)=update(tt[I;J],tv(I.a))
T.a to Jb tt[J;I]=update(tt[J;I],tv(J.b))

P — PP/PQ/Q] tf (I,J)>tth(I)
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and:

PQeP IatoJbelSS P La” P’ Q S Ql tt[I;J)=update(tt[I;J],tv(I.a))
Ta to J.b tt[J;I]=update(tt[J;I],tv(J.b))

P — PP/PQ/Q] tf(I,J)<tth(I)

where function update formalizes the effect of the interaction upon the trust
between the involved parties. For instance, if we assume T to be a finite set of
integers and tv(I.a) to denote the trust gain/loss, then we have:

_ fmaz(L,v+k)if k<O
update(v, k) = { min(T,v+k) if k>0

Intuitively, the first rule states that if entities I and J enable, respectively, the
interacting actions I.a and J.b, the communication guided by I is allowed, i.e.,
I.ato Jbe SS, and J is trusted enough by I, i.e., tf(I,J) > tth(I), then the
interaction is executed and both I and J update their mutual trust accordingly.
The second rule behaves essentially the same, except that it models the case in
which the communication from I to J occurs if I does not trust J enough, see
action I.a~ and the premise tf (I, J) < tth(I), in compliance with the use of the
trusted choice operator. Notice that, in order to consider the case in which the
contact table is necessary for the trust calculation, the update ct[I; J] = 1 must
be added to the premises to keep track of the interaction.

The separation of concerns — between functional behavior modeling and trust
representation — is realized at the syntax level and favors independent reasoning
and control. All the information and policies concerning trust are not involved
syntactically in the specification of the process terms modeling the functional
behavior of systems. Instead, they are described in a separate infrastructure,
thus facilitating modeling and then sensitivity analysis. Functional behavior and
trust management are combined at the semantics level in a fully automatic way
governed by the operational semantic rules.

As far as the resulting semantic model is concerned, if trust has a finite value
domain, then a concrete treatment of semantics is applied, meaning that the
actual instantiations of the trust parameters become part of the formal semantics
by contributing to label the states of the labeled transition system expressing the
system behavior. Such a condition is achieved easily whenever trust is a finite,
discrete metric, as usual in several trust-based systems [14]. In order to define
the formal semantics of a system of interacting entities, we need to extend the
notion of lts in order to take into account in each state the trust information
affecting the application of the semantic rules. In particular, it is worth noticing
that the variables of the trust infrastructure needed to determine the enabled
transitions are represented by the entries of the trust and recommendation tables.
In the following, we limit ourselves to consider the case of the trust table, as the
extension including both tables is straightforward.

Definition 2. Given a domain V of trust variables and a domain T of trust
values, a trust labeled transition system (tlts) is a tuple (@, qo, L, R, T, P) where



182 A. Aldini

(Q,q0,L, R) is a lts, T is a finite set of trust predicates of the form v =k, with
vEV andk €T, and P: Q — 27 is a labeling function that associates a subset
of T to each state of the tlts.

Hence, the semantics of a trust system made of a set {I1,...,I,} of entities
obeying the synchronization set SS and the trust table ¢t is the smallest tlts such
that the following conditions hold. Firstly, each state in ) represents a n-length
vector of process terms modeling the local behavior of each entity I;, 1 < j < n;
the initial state qg is associated to the vector modeling the initial local state of
each entity; the trust predicates in T" denote all the possible assignments in the
trust table ¢t and the labeling function P associates a configuration of such a
table to each state, by assuming that the initial state of the tlts is labeled by
the initialization of ¢t according to the given trust infrastructure. Secondly, the
transitions in R are obtained through the application of the semantic rules for
parallel composition and, therefore, the set of labels L is given by the set [Act,
ranged over by ¢, containing internal actions of the form I;.7 and interactions
in §S. Therefore, a transition (p,,q) € R determines, depending on the global
state p and the action 4, both the vector of local states and the set of trust
predicates labeling q.

Example 5. The initial state of the tlts related to our running example is asso-
ciated to the vector of process terms:

[Req 4.Requester, Req, . Requestee, Req,.Requestee, Reqs. Requestee]

and is labeled with the trust predicates given by the trust table depicted in
Example 3. The transitions departing from this state are three, labeled with
Req 4.send req i to Req;.rec req 1, 1 < ¢ < 3, respectively.

3 Model Checking Trust Properties

The formal semantics of a trust system of interacting processes is based on tlts,
which is an instance of doubly labeled transition systems [21], and of Kripke
transition systems [8]. Hence, it is possible to employ temporal logics for such
systems in order to define a trust logic for specifying both conditions based on the
actions labeling the transitions and requirements based on the trust information
labeling the states. We call such a language trust temporal logic (TTL). In
particular, TTL embodies features of the classical branching-time state-based
Computation Tree Logic [11] and of its action-based variant ACTL [12].

TTL includes the definition of state formulas, which are applied to states of
a tlts, and path formulas, which are applied to sequences of transitions of a tlts.
The syntax of TTL is defined as follows:

G = true|i|v>k|PAD| P | Ar | Ex
m o= PAUD | DU P

where v = t¢[I; J], with I and J entity names, k € T, i € IAct, and Ay, Ay C
IAct. Inspired by other logics merging action/state-based predicates [4], atomic
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propositions are either actions or trust predicates of the form v > k, where
variable v denotes any entry of the trust table and & belongs to the trust domain.
State formulas are ranged over by @. Intuitively, a state satisfies the atomic
proposition 7 if it enables a transition labeled with 4, while it satisfies the atomic
proposition v > k if it is labeled with a trust predicate that assigns to v a value
greater than (or equal to) k. Composite state formulas are obtained through the
classical connectives. The operators A and F denote the universal and existential
path quantifiers. A state satisfies Am (resp., En) if every path (resp., at least one
path) departing from such a state satisfies the path formula 7. Path formulas
are ranged over by 7, while U is the indexed until operator. Intuitively, a path
satisfies the until formula @ 4, U@ if the path visits a state satisfying &', and
visits states satisfying & while performing only actions in A; until that point.
Similarly, the until formula @ 4, U4, ¢’ is satisfied by a path if the path visits a
state satisfying &’ after performing an action in A, and visits states satisfying
@ while performing only actions in 4; until that point. We observe that a path
satisfying @ 4,U., ¢’ must include a transition to a state satisfying &', while
this is not required for @ 4, U P’ if the initial state of the path satisfies ¢'.

Similarly as argued in the previous section, if the states of the tlts include
reputation-based information deriving from the recommendation table, we can
enrich TTL with reputation-based state predicates.

Now, let us define formally some notion about paths with respect to a tlts
(@,q90,L,R,T,P). A path o is a (possibly infinite) sequence of transitions of
the form: pg i>pl N YEN) ZJ—_1>pj ... where p;_; ZJ—_1>pj € R for each j > 0.
Every p; in the path is denoted by o(j). Moreover, let p, i>pj_~_1 if and only
if i; € A C L. We denote with Path(q) the set of paths starting in state ¢ € Q.
Then, the formal semantics of TTL is as shown in Table 1.

Table 1. Semantics of TTL

q = true holds always

gFv>k iff (v="FK)€PlgAK >k
qFi iff Ip:q—peR
qEDPAND iff qE® and qf= &

qfF -9 if qfF

qFE An iff Vo € Path(q) : 0 =7
= iff 3o € Path(q) :0 =7

cE®LUP  iff Ik>0:
o(k) = & A (for all 0 <i < k: (i) = & Ao(i) s o(i + 1)

cEPAUAP iff Fk>0:
ok)E® A(forall0<i<k—1:00)EPA

o)) S (i + 1)) Aolk—1) = B Aok — 1) -2 o (k)



184 A. Aldini

TTL can be mapped to the logic UCTL [21], for which an efficient on-the-
fly model checking algorithm is implemented. The unique non-trivial difference
between the two logics is that TTL allows for action-based atomic propositions,
while UCTL does not. The atomic proposition i of TTL can be represented
through the UCTL until operator as follows. Denoted with false the formula
—true, then 4 is expressed by the formula E(false gUy;y true), which establishes
that from the current state a transition labeled with ¢ is enabled that leads to a
state satisfying the atomic formula true, i.e., given ¢ the current state, it holds

that dp : q;p € R.

Finally, we provide two flavors of classical operators like next (X), eventually
(F), and always (G), depending on the kind of until operator used. To this end,
we introduce the following notations:

X& = false gUract @ X, P = false yUa, @
EF® = E(true jactU®) EFA,® = E(true 1actUa, P)
AF®P = A(true jacUP)  AF 4, P = A(true actUa, D)
EG® = -AF—-9 EG4, = ~AF1act—a, true
AGP = ~EF—~$ AG A, = "EFrpct—a, true

For instance, EG® holds in p if there exists a path in Path(p) every state of
which (including p) satisfies @, while EG 4, holds in p if there exists a path in
Path(p) every transition of which is labeled with an action in A;.

Ezxample 6. With respect to our running example, we focus on the comparison
between the two limiting profiles, i.e., risky and cautious, which characterize the
behavior of the requestees. After adequate translation of the model, the following
properties have been recast and checked both in PRISM [17] and in NuSMV [10].

The first parameter under analysis is the risk factor and the related impact
upon the capability of being influenced by recommendations. To this aim, we
formulate the following condition to check. Can the risky requestee accept a re-
quest without sufficient direct trust towards the requester? The related property
is stated formally as follows:

EF(tt[Reqq; Req 4] < 2 A Reqy.send accept 1 to Req 4.1ec accept 1)

where the state predicate tt[Req,; Req 4] < 2 describes the trust condition and
the action predicate Regq,.send accept 1 to Req 4.rec accept 1 represents the be-
havior to observe, while the formula schema expresses the eventuality of reaching
a state satisfying both predicates. The property is satisfied, because by virtue of
the assumption p = 0.5, positive recommendations provided to the risky reques-
tee can balance (and overcome the effect of) negative direct experiences. The
same property can be recast in the case of the cautious requestee:

EF(tt[Reqs; Req 4] < 5 A Reqs.send accept 1 to Req 4.rec accept 3)

which is not satisfied, thus confirming the prudent behavior of this requestee.
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An interesting analysis concerns the consequences of a malicious behavior of
the requester. The following property:

AG( Req 4.not pay 3 to Reqq.not rec pay 1 —
AG(—Reqs.send accept 1 to Req 4.rec accept 3))

is satisfied, thus establishing that after experiencing a cheating behavior of the
requester (action Req 4.not pay 3 to Reqq.not rec pay 1) the cautious requestee
does not trust the requester anymore (in every future state it holds that the ac-
tion Regqs.send accept 1 to Reqy.rec accept 3 cannot be enabled). By replacing
the cautious requestee with the risky requestee, the corresponding property is
violated. Actually, not very surprisingly, even the following property is satisfied:

EF(EG4,)
where A; is the set of actions:

{ Reg4.send req 1 to Req,.rec req 1,
Req.send accept 1 to Req 4.rec accept 1,
Req, .1,

Req 4.not pay 1 to Reqq.not rec pay 1}.

This means that a certain point can be reached starting from which the requester
can obtain services from the risky requestee infinitely often without paying for
any of them. This situation is an immediate consequence of the first property,
which demonstrates that the direct mistrust of the risky requestee towards the
requester is not sufficient to exclude the cheating behavior.

On the other hand, let us now consider a completely honest requester. This
variant can be obtained either by eliminating from requester’s process terms
any action not pay i or, even better, by removing the related actions from the
synchronization set SS. In this scenario, we verify whether eventually a point is
reached starting from which every issued request is accepted:

EF(AGract—A,)
where A; is the set of actions:

{ Req,.send refuse 1 to Req ,.rec refuse 1,
Reqy.send refuse 1 to Req 4.rec refuse 2,
Reqy.send refuse 1 to Req y.rec refuse 3 }.

Such a property holds as expected.

Separating functional behavior modeling and trust management specification
allows for a clear verification of the impact of trust policies upon specific prop-
erties by simply adjusting the trust parameters of certain entities. For instance,
let us replace the cautious requestee with a paranoid requestee characterized
by strict trust requirements, and then let us consider the capability of such an
entity of accepting services. To this aim, we adjust the trust infrastructure only,
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by tuning p, tth, and dispositional trust for entity Reg;. As an example, with
p = 0.8, tth(Reqs) = 5 (as for the cautious requestee), and dispositional trust
less than 4, we obtain that the following property is not satisfied:

EF(Reqs.send accept 1 to Req 4.rec accept 3)

meaning that the paranoid requestee does not serve any request. The property
turns out to hold if the dispositional trust is set to 4, in which case we also observe
that, given A; = {Reqq.send accept 1 to Req 4.rec accept 3}, the property:

E((tt[Reqq; Req 4] < 10 A tt[Reqq; Req 4] < 10) 14ctUa, true)

does not hold. More precisely, at least one of the other two requestees must rec-
ommend top trust towards the requester in order to allow the paranoid requestee
to accept a request.

Finally, let us consider a coalition attack by two requestees against the third
one. The condition of interest is formulated as follows. Can malicious requestees
provide false feedback to the risky requestee thus avoiding her/him from accept-
ing any request? To this aim, it is sufficient to extend the recommendation table
by setting rt[Req,; Req 4; Req,] = rt[Reqs; Req 45 Req;] = 0 (while all the other
entries are as usual), and then check the TTL formula:

- EF(Req,.send accept 1 to Req 4.1ec accept 1).

This property is satisfied, thus revealing the effectiveness of the attack. By tun-
ing the dispositional trust of the risky requestee, we observe that the attack can
be avoided if and only if such a parameter is set to at least 4. On the other
hand, if the false feedback is provided by Regs only, Req, can accept requests
(even without altering her/his dispositional trust), but only after a successful
interaction between Req, and Req 4. In this case, we have also verified that ex-
tremely positive recommendations by Req, (1t[Req,; Req 4; Req,] = top) protect
Req, from coalition attacks of (up to) 4 malicious requestees.

4 Related Work and Future Directions

In the literature, formal methods have been used successfully to model trust
and trust relationships [20,13,15]. However, usually these techniques represent
trust without an integration with formal approaches to the modeling and ver-
ification of concurrent/distributed systems. Theoretical analysis of cooperation
strategies is proposed in formal frameworks like, e.g., game theory [18], and
the theory of semirings [22]. The analysis of trust chains is investigated also in
a process algebraic setting, either with a specific focus on access control poli-
cies [19], or by employing equivalence checking based analysis [7]. In this paper
we have proposed a process algebraic framework in which trust modeling and
system specification are combined and model checking techniques are applied to
verify the effects of trust models and related parameters upon cooperation in
concurrent and distributed systems.
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An extension under development concerns the semantics, which is currently
based on nondeterministic labeled transition systems. Without altering the syn-
tax of the language, the idea is to employ quantitative information deriving from
the trust infrastructure in order to implement nonfunctional trust-based choice
policies at the level of the semantics for interacting processes. For instance, trust
can be interpreted as a weight guiding the choice among concurrent trust-based
interactions, which thus becomes either probabilistic or prioritized. In the for-
mer case, the semantics would be based on probabilistic tlts. Further extensions
are concerned with the use of reward structures expressing metrics that can be
related to trust. This is the case, e.g., of the service cost, as well as any other
parameter related to the quality of experience that may be influenced by (or may
affect) trust. As an example, every time an interaction modeling a payment from
I to J occurs, a certain reward depending on the trust relation between I and
J is cumulated to express the amount paid by I. Then, similarly as done in the
setting of quantitative model checking [5,4,9], we can employ a version of TTL
extended with probabilities and rewards to estimate the tradeoff existing be-
tween trust and other metrics, which is necessary to evaluate mixed cooperation
incentive strategies [1,2].
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