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Abstract.  With the increasing prevalence of mobile applications across various 
domains, there is a growing demand for individualised and self-adaptive lear-
ning pathways. This is particularly important in the mobile health sector, where 
there is a critical need to investigate how expert and experiential knowledge can 
be acquired, digitalised and formalised into data which is subsequently proces-
sed and further used. To address this demand, our research explores how Artifi-
cial Intelligence (AI) can power this process. We developed a prototype mobile 
application with a standardised learning pathway that features speech-language 
therapy exercises of varying levels of difficulty. In a 12-week field experiment 
involving 21 individuals with aphasia, we analysed the results using supervised 
and unsupervised algorithms. Our findings suggest that AI has the potential to 
generate new knowledge, such as identifying features that can determine which 
learning words are perceived as easier or more difficult on an inter-individual 
basis. This knowledge enables algorithmisation and the design of standardised 
(database-supported) artefacts, which in turn can be used to formulate self-ad-
aptive and individualised learning pathways. This significantly enhances the 
development of effective mobile applications to assist speech-language therapy.

Keywords:  Artificial Intelligence · Expertise Mining · Mobile Health · 
Speech-Language Therapy

1 � Introduction

As the world becomes increasingly digitalised, there is a growing emphasis on the 
human element within technological environments. Technology is being used to adapt 
processes in e.g., production, healthcare, and education to better serve human needs 
[1]. With the shift from Industry 4.0 to Industry 5.0, the focus is set on promoting 
human well-being and developing skills and abilities [2]. Artificial Intelligence (AI) 
is an important and rapidly evolving technology that can support this process. Quali-
fication processes for humans are of particular interest and relevance, for example, in 
training new employees and reskilling workers in the context of work, as well as in re-
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covery from serious illnesses or medical procedures. In all these cases, there is a need 
for individualised learning processes that are tailored to each individual’s skill level 
and any relevant restrictions (e.g., health or knowledge). Our goal is to formulate in-
dividualised learning content and exercises to optimise the learning progress for each 
participant. In this paper, we investigate how AI can support this process by providing 
deeper insights into the available data base. The paper is structured as follows: Sect. 2 
provides background information, Sects. 3 presents the proposed methods, Sect. 4 and 
5 describe the experimental results, and Sect. 6 provides a conclusion and outlook for 
future work.

2 � Theoretical Background and Current State of the Art

AI as a branch of computer science deals with the development of algorithms to per-
form tasks traditionally associated with human intelligence, like the ability to learn 
and solve problems. A thorough statistical basis and an introduction into Machine Le-
arning approaches is given in [3]. In [4], the focus is set on the algorithmic view-
point and e.g. complexity analysis, whereas [5] provides an introduction into Deep 
Learning. AI applications are already prevalent in diagnostics, especially in the field 
of computer vision for tumour identification, see e.g., the study [6]. Recent develop-
ments were achieved in disease classification based on segmentation [7] and in natural 
language processing [8].

Especially in the context of Industry 5.0, the focus is set on the “human in-the-
loop” (HITL), whereas AI is seen as supporting technology: The human provides an 
extensive data base of high quality (which is required to not be biased), detects poor 
training results, interprets them and extracts knowledge for further use. Explainable 
AI for methods which do not provide such an explanation of the solution-finding pro-
cess (as e.g. the decision tree algorithm does) is an avid field of research. For an over-
view, see [9]. However, the results are mostly theoretical and not yet in application. 
The choice of an algorithm highly depends on the planned usage of the results. From 
a practical point of view, users prefer to apply algorithms that provide a high level 
of (inherent) explainability. Measuring learning progress and learning analytics is an 
active field of research, as evidenced by numerous publications. A reference model is 
given by [10], whereas [11] provides a framework of quality indicators to standardise 
the evaluation of learning analytics tools. Various empirical studies and implementati-
ons, such as [12], also exist.

HITL and AI-enabled adaptive learning systems have several capabilities such as 
generating individualised learning pathways adapted to individual progress, preferen-
ces, and pace [13]. A user-centred approach enables system feedback and correction, 
adapting to users’ learning styles and knowledge, providing individualised learning 
pathways aligned with specific needs and individual goals [14], ensuring higher ac-
curacy and effectiveness by adapting to changing conditions and data [13]. Adaptive 
learning systems have broad applications across domains, including language educa-
tion using frameworks such as the Common European Framework of Reference for 
Languages (CEFR) [15]. Speech-language therapy lacks such frameworks and relies 
on the expert and experiential knowledge of speech-language therapists (SLTs) using 
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different treatment guidelines, techniques, and technologies based on the principles 
of evidence-based practice (EBP), comprehensive diagnosis, and individual therapy 
goals [16].

Digital applications used in speech-language therapy include high-tech augmen-
tative and alternative communication (AAC) tools such as speech-generating devices, 
apps on tablets [17] and interactive tables with touchscreens [18]. There is also an 
increasing usage of mobile apps [19]. Machine learning can enable SLTs to automati-
cally adjust training and rehabilitation devices remotely based on a tailored treatment 
plan [20], thereby providing a personalised and more effective therapy experience. 
Hence, there is a growing need to explore expert and experiential knowledge in data 
to design self-adaptive and individualised learning pathways.

3 � Methodology

To create self-adaptive and individualised learning pathways for mobile applications 
in speech-language therapy, expert and experiential knowledge needs to be translated 
into data and implemented as artefacts in an app for testing and evaluation. Following 
an iterative approach, we combine two different methods to achieve this goal: 1) the 
enhanced Action Design Research (ADR) process for the design and development of 
the mobile app, and 2) the Cross-Industry Standard Process for Data Mining (CRISP-
DM) as part of the evaluation to gain domain knowledge and thus improve the arte-
facts.

ADR aims to tackle a real-world problem within a specific organisational con-
text while simultaneously designing and evaluating an IT artefact that deals with a set 
of issues inherent to that situation [21]. By incorporating a field experiment into the 
ADR process for iterative refinement and evaluation of the mobile app, we combined 
design science and field experiments as described in [22].

CRISP-DM is an open, industry-, software- and application-independent standard 
process model and provides an approach for data mining processes. The model con-
sists of six phases: Business Understanding, Data Understanding, Data Preparation, 
Modelling, Assessment and Deployment. [23]

The following sections describe the application and results of these methods in 
more detail.

4 � Enhanced ADR and Field Experiment

The app development and the associated transformation of expert and experiential 
knowledge into data were guided by the enhanced ADR with the following stages:

Stage 1) Problem formulation: To understand how a mobile app can support 
speech-language therapy, patients’ specific needs and objectives were identified fol-
lowing EBP as recommended by the professional guidelines for speech therapy of the 
German Federal Association for Speech Therapy (dbl) [24], taking into account fac-
tors such as patient expectations, therapist’s clinical experience, and available scien-
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tific evidence [25]. Data was collected through scientific research and interviews 
with SLTs to investigate feasibility, including information on patient diagnoses and 
individual therapy goals. Therapy goals take into account factors like speech impair-
ment type and severity, individual needs and preferences, and participation limitati-
ons according to the International Classification of Functioning, Disability and Health 
ICF [26]. Despite challenges in achieving standardisation, considerations were made 
towards standardisation and algorithmisation in designing a standardised database-
supported portfolio that considers individual needs, the severity and manifestation of 
speech disorders, and different therapy goals.

Stage 2) Building, intervention, and evaluation: SLTs designed a uniform core le-
arning pathway for all participants as a foundation for creating individualised lear-
ning pathways based on therapy goals, diagnoses, patient-specific needs and abilities, 
and app usage data. This core learning pathway consisted of a predefined sequence of 
three evidence-based speech-language exercises per day on at least five days per week 
such as picture-word association, spelling, and selection of the correct sentence with 
increasing difficulty. Semantic fields (categories) with medium to high intersubjec-
tive relevance to daily life of the participants, including food, clothing, housing, body, 
everyday objects, garden, illness, and personal care, taking into account the gender 
and age distribution of the patients, were identified. Subsequently, we selected related 
target words, defined data requirements for the prototypical mobile app for speech-
language therapy, and evaluated user acceptance, design, as well as usability through 
field trials.

Stage 3) Field experiment: A 12-week field experiment was conducted from Ja-
nuary to April 2022 with 21 post-stroke aphasia patients in Germany with varying le-
vels of severity to assess the efficacy and usability of the app under real-world con-
ditions. Post-stroke aphasia is a language disorder, affecting any aspect including 
speaking, writing, reading, and comprehension, that arises following a stroke [27] 
and is often accompanied by comorbidities such as motor impairments like hemipa-
resis and cognitive deficits like memory loss [28]. Eligibility criteria included a dia-
gnosis of aphasia, premorbid competence in German, and sufficient auditory/visual 
acuity to interact with a tablet. Some eligible participants were excluded due to re-
source constraints, i.e., the lack of access to a device or internet. Participants’ mean 
age was 63.6 years (range 38–81), and 67% were male. Personal information was pro-
vided through an anamnesis questionnaire, including visual and hearing impairment, 
handedness, and stroke history. Data on the specific type of aphasia, severity, type of 
stroke and co-morbidities were not collected as they were not considered relevant to 
the inclusion or exclusion criteria. This is because the design of the speech-language 
exercises aimed to take into account the heterogeneity of clinical disorders observed 
in people with aphasia. User feedback was collected through two questionnaires: a 
usability test at first use and a final questionnaire, which included self-assessment of 
the difficulty of the exercises. Progress was monitored, analysed, and evaluated at 
both individual and inter-individual level.

Stage 4) Reflection and learning: Through the evaluation of the field experiment’s 
results, we engaged in deliberate and conscious reflection on the problem formulation, 
our working hypotheses, and the app artefacts that were developed. The next section 
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presents and discusses the outcomes of the first five phases of the CRISP-DM deploy-
ment process. These results will be applied in Stage 5 of the enhanced ADR, Formal-
isation of learning, to optimise and formalise our models and assumptions.

5 � Exploration of Expert Knowledge Using CRISP-DM

To optimise the learning curve for each individual patient, the exercises have to con-
tain words of a suitable level of difficulty. In the following, data-based evidence is 
extracted to evaluate the chosen level of difficulty for each word and to provide re-
levant features, extract potentially irrelevant features and suggest additional features 
to be acquired. Therefore, we applied CRISP-DM to the example of the picture-word 
association exercise and its difficulty factors to answer the following two questions: 
(1) How do the assumptions on difficulty-determining features affect the frequency 
of errors per word across users with heterogeneous clinical presentations in terms of 
“easy”, “medium” or “hard”? (2) Which features lead to the classification of a target 
word as “easy”, “medium” or “hard”?

5.1 � Understanding of the Use Case

The picture-word association exercise in the app prototype presents a picture of the 
target word on the right side of the screen and four written words (the target word and 
three distractors) on the left and centre. Participants must correctly identify and match 
the word with the corresponding picture. The exercise’s difficulty increased weekly 
based on factors such as the type of exercise, prototypicality and unambiguous repre-
sentation of the target word in the picture, semantic field (category), and, more detai-
led below, target word/item and distractors.

Several factors determine the difficulty of the target word. These include indi-
vidual frequency of use [29], degree of concreteness according to the Dual Coding 
Theory (DCT) [30], prototypicality (e.g., “Möhre” (carrot Eng.) is more prototypical 
than “Schwarzwurzel” (salsify Eng.) for the category vegetables), length and struc-
ture of the word (shorter words with simpler syllable structures (e.g., CV) are easier 
to learn than longer words with more syllables and complex syllable structures [31]), 
level of specification within a semantic hierarchy (e.g., “Hund” (dog Eng.) is easier to 
learn than “Dackel” (dachshund Eng.)), and properties such as dialectal peculiarities/
synonyms, imageability, number of phonemes, compound words, and foreign words.

The properties of the three distractors (semantic, phonological, and non-relatio-
nal) in relation to the target item also influence the difficulty level of this exercise. 
For semantic distractors, the level of difficulty increases with the closeness to the 
target item (equivalence in terms of prototypicality/type frequency, imageability/
visual redundancy or distinctiveness, semantic/relational proximity). For example, 
“Keks” (cookie Eng.) is an easier semantic distractor for the target word “Möhre” in 
the semantic field food than “Rettich” (radish Eng.). For phonological distractors, it 
holds that the more similar the phonological-lexical properties (compared to the tar-
get word), the more difficult this distractor is [32]. For example, “Matratze” (mattress 
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Eng.) has the same initial letter as “Möhre”, but a different number of syllables as 
well as a different number of graphemes and is therefore an easy phonological dis-
tractor. “Möwe” (seagull Eng.) is a more difficult distractor, as it has the same initial 
letter, same number of syllables, similar syllable structure, same vowel length, and it 
also rhymes with “Möhre”. Non-relational distractors must not be in a semantic or 
phonological-lexical relation to the target word or to any of the other distractors, like 
“Goldkette” (gold chain Eng.) for “Möhre” (carrot Eng.), as frequent errors with this 
distractor indicate guessing.

Data collection took place during and after the 12-week test phase and included 
questionnaires, recorded app usage data, a vocabulary database with items (e.g., target 
words, and distractors) created by the SLTs, and developed attributes. The criteria that 
determine the level of difficulty of an item were elaborated and described in terms of 
their characteristics.

5.2 � Data Understanding

This phase involved a thorough investigation of the provided database. The data on 
targets included around 25 features, with 11 having been identified as relevant for this 
investigation by the SLTs and data analysts. Hereby, certain features were neglected 
for this investigation (this mainly depended on the availability and validity of the 
data). Since the test phase was already completed, it wasn’t possible to acquire ad-
ditional data from the test phase itself as well as patient-specific characteristics (e.g., 
displayed distractors which weren’t clicked; the patients’ familiarity with items from 
certain semantic fields).

The selected features included categorical values like difficulty and concreteness/
abstractness, integer values like number of graphemes, Boolean values like com-
pound words, and strings like structure syllables. The same attributes were provided 
for the distractors, with the additional feature “type” with its feature space {semantic, 
phonological, non-relational}. Additionally, data from the test phase was provided, in-
cluding e.g., exercise ID, patient ID, time stamps of each click within the exercise-
solving process by the patient, correct target value, falsely chosen distractors, used 
support (audio, joker). For a better understanding of the data, uni- and multivariate 
data analysis was performed: Histograms and boxplots allowed a deeper insight on 
distributions and possible outliers (which occurred, for example, regarding the dura-
tion of an exercise or the total number of errors per item). Additionally, the calculation 
of correlation coefficients and category-wise variance analysis provided a deeper un-
derstanding of the features’ connections (e.g., there is an obvious correlation between 
the length of a word and the number of its syllables, but the word type frequency is 
not correlated with the other item’s features and the type-specific number of errors). 
Appropriate visualisations, both individual and inter-individual, included e.g., the 
number of trainings per day and exercise (for each week) as stacked bar charts, the 
distribution of the types of errors (semantic, phonological, and non-relational) as pie 
charts as well as box plots, and the temporal distribution of the trainings as scatter 
plots.
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5.3 � Data Preparation

In the context of univariate data analysis, it became apparent that the duration of some 
picture-word association exercises lasted up to 23 times as long as the average time 
and/or were not finished. Unfinished exercises were neglected; regarding the duration, 
a time limit was set in coordination with the SLTs. Furthermore, plausibility checks 
performed in Python 3.9 showed that for exercises exceeding one day, incorrect data 
was stored in the database regarding the type of exercise. These mistakes were correc-
ted. There were no missing values.

Further, it was required to integrate the data from the different sources. The cha-
racteristics of the targets and distractors were provided in various Microsoft Excel 
files, as they were assembled manually by the SLTs. Data from the test phase were ac-
quired automatically and made available in a MySQL database. The relevant data was 
extracted and structured with regard to the analysis to be performed in a new MySQL 
database. This also included the calculation of new features like the type-specific (se-
mantic, phonological, and non-relational) number of errors per exercise.

After data cleaning and integration, the data was then prepared in accordance with 
the AI algorithms to be applied. For the decision tree algorithm, both numerical and 
categorical data are allowed, and the data do not need to be normalised. Regarding 
clustering methods, the preprocessing process included distribution and outlier hand-
ling, transformation and normalisation of numerical data, and removing highly corre-
lated features.

5.4 � Modelling

Two different AI approaches were implemented. First, the decision tree as supervised 
method was applied to identify the features and their values leading to the difficulty 
of each target (with difficulty space {easy, medium, hard}). The main advantage of 
this approach were the explainable results, which means that the features and their 
respective values leading to the categorisation could be provided and discussed with 
the SLTs. As hyperparameters, the gini criterion was chosen, with a maximum depth 
of 10 being sufficient to provide unique classification results.

Second, clustering algorithms were applied as unsupervised methods to check 
which grouping of items was suggested. For centroid-based methods, the elbow met-
hod to identify the optimal number of clusters led to three (which matched the number 
of categories the SLTs chose). For comparison, two and four clusters were also set as 
hyperparameters. Additionally, connectivity-based methods were applied.

Besides the items’ characteristics (which formed the basis for the SLTs to derive the 
difficulty of the items), the results from the test phase could also be included, i.e., the 
number of mistakes for each of the three difficulty types. Hereby, the types semantic, 
phonological, and non-relational distractors were distinguished. Both approaches (lea-
ving out and including data from the test phase) were applied and evaluated individually.

Additionally, statistical methods for multivariate analysis were applied to compare 
the feature values of targets with same difficulty. This allowed the identification of 
conspicuous targets or peculiarities with respect to the semantic fields. For example, 
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Fig. 1 in Sect. 5.5 shows the comparison of selected feature values of target words 
with the same difficulty for the semantic fields clothing and food.

5.5 � Evaluation

The results were discussed with the SLTs. Regarding the decision tree, an iterative 
investigation of the leaf nodes revealed items which weren’t categorised easily and 
required deep branching. Targets which were difficult to categorise had an 85% in-
tersection for both approaches (leaving out and including test phase data), indicating 
a high consistency of the SLTs’ and patients’ perception. If considered, the relative 
number of errors heavily influenced the decision nodes, but not the results as much – 
especially if a sufficiently high depth was chosen as hyperparameter. Tab. 1 shows the 
impact of features selected for the algorithm with maximum depth value of 5. Here, 
the relative number of misclassified targets (also specifying the respective falsely sta-
ted difficulty) is depicted for three cases of selected features. It becomes obvious that 
including the data acquired during the test phase with the patients significantly impro-
ves the results. Simultaneously, the typical problem of words misclassified as “me-
dium” is still apparent.

Five features were identified to have major impact on the categorisation. Certain 
semantic fields could be classified easily as suggested by the SLTs, whereas targets 
with “medium” difficulty were the most problematic ones. These items were further 
investigated using clustering results: Changing the number of clusters (and, hence, the 
number of difficulty categories) to two provided a deeper insight into the connection 

Tab. 1.   Number of misclassified targets under different features selected for depth 5

Decision tree of depth 5 Easy Medium Hard
Features excluding errors

Misclassified as “Easy” – 10% 17%

Misclassified as “Medium” 17% – 17%

Misclassified as “Hard” 3% 8% –

Features including errors in total
Misclassified as “Easy” – 12% 3%

Misclassified as “Medium” 3% – 17%

Misclassified as “Hard” 3% 2% –

Features including all types of errors
Misclassified as “Easy” – 2% 3%

Misclassified as “Medium” 0% – 17%

Misclassified as “Hard” 0% 0% –
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between the item characteristics and the results from the test phase. Most of the target 
values with difficulty “easy” and “hard” were assigned to the two different clusters, 
respectively, indicating that the SLTs’ classification of “easy” and “hard” was mostly 
in accordance with patients’ perception. Target values with “medium” difficulty were 
reassorted. It became apparent that for each semantic field with this difficulty, either 
a reassignment to “easy” or “hard” heavily predominated. The results brought deeper 
insight into which features might be relevant for the assignment to a cluster. Creating 
four clusters is however challenging from the application point of view: A further di-
vision of the difficulty “medium” would be necessary. As for three clusters, about half 
of the targets matched the SLTs’ classification, where the targets identified as critical 
with the decision tree method were assigned to different clusters with this method as 
well. These results in connection with the target analysis on targets with same diffi-
culty provided the basis for the SLTs to find causes for targets with a high deviation 
from the original difficulty. Such reasons were, e.g., an unsuitable or ambiguous pic-
ture provided in the test phase.

Several working hypotheses were confirmed by cross-patient valid attribute rules. 
For example, the difficulty of exercises was found to depend on the type of exercise, 
and the percentage of phonological and semantic errors in the picture-word associa-
tion exercise increased with higher difficulty, indicating appropriate distractors were 
developed for these levels of difficulty. Additionally, for the category food at an easy 
level, there was a positive correlation between word type frequency and error rate. 
This confirmed the hypothesis that words that occur more frequently in the German 
corpus (e.g., “Marmelade”, jam Eng.) would elicit fewer errors than words that occur 
less frequently (e.g., “Käse”, cheese Eng., or “Tee”, tea Eng.). However, word type 
frequency alone was not sufficient to explain the error patterns. Type frequency from 
the lexical database dlexDB [33] was used, which is based on the reference corpus of 
the German language of the 20th century from the Digital Dictionary of the German 
Language (DWDS) and ranges from 1900 to 1999. Therefore, the type frequency of 
certain words does not allow any conclusion on the current usage frequency of these 
words. For instance, we found more errors for words with shorter word length than 
for words with longer word length within the same category and level of difficulty. 
This contradicted the assumption regarding word type frequency and number of syl-
lables. Possible factors that could account for this discrepancy are syllable structure, 
picture quality, distractor choice, or everyday relevance (depending on each patient’s 
perception). We also performed pair- and groupwise comparisons. For the two catego-
ries food and clothing at an easy level of difficulty, the similarity between features like 
word type frequency across both categories is depicted in Fig. 1. However, there were 
fewer phonological and semantic errors for food compared to clothing. A possible 
conclusion is that the visual representation of food items may show a greater degree 
of prototypicality and a closer alignment with everyday visual perception as compared 
to items of clothing. Furthermore, food might activate other sensory modalities such 
as taste.
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6 � Conclusion and Outlook

Research on the transformation and exploration of expert and experiential knowledge 
into data using AI is crucial for the development of self-adaptive and individualised 
learning pathways in mobile applications to support patient-centred speech therapy 
treatments. In this study, we developed a prototype app, tested it with aphasic patients 
in a field experiment, and subsequently analysed and evaluated the results using diffe-
rent AI approaches. The study confirmed some of the assumptions and criteria made 
by SLTs for developing a standardised core learning pathway, while also uncovering 
patterns and weaknesses that can enhance the revision and improvement of the proto-
type.

Further development of the prototype could enable patients with speech disorders 
to train continuously with increasing demands under professional supervision. The in-
dividual therapy goal setting, taking into account participation goals (ICF) and inter-
individual comparisons using newly developed algorithms for comparability and pat-
tern recognition, is a pioneering basis. The significance of the current results is mainly 
restricted by the small number of patients and the brevity of the test phase. While the 
application of the decision tree algorithm allows a high transparency for the SLTs, it is 
highly susceptible to overfitting. Systematically selecting different features and apply-
ing suitable maximum depths helped to avoid those downfalls; with a bigger data set, 
random forests as an ensemble method could also be applied. In the future, we plan to 
test Deep Learning approaches as well to get new insights. The inherent problem of 
decision trees to be biased towards the dominant class in imbalanced data sets must be 
considered as well. Clustering methods, on the other hand, as unsupervised methods, 
have the disadvantage of not providing explainable results. Additionally, the quality of 
the results highly depends on the data points’ location in the feature space, such that 
suitable algorithms must be chosen.

To overcome the described inaccuracies, we plan to increase the sample size for 
future studies, adjust the app and vocabulary databases, and revise the criteria for de-

Fig. 1.   Comparison of the selected feature values of target words with the same level of 
difficulty for the categories clothing and food
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termining the difficulty of a target word and exercise. Additionally, a more precise de-
scription of individual and inter-individual evaluations would enable a more accurate 
definition of the data collection requirements, including additional patient-specific 
data. We also recommend developing new item-specific attributes that can adapt the 
difficulty of an exercise to individual learning progress.
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