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1

Brief Presentation and Key Project 
Results

1.1  poliTE—Social Appropriateness for Artificial 
Assistants

poliTE—Social Appropriateness for Artificial Assistants examined the phe-
nomenon of social appropriateness through the lens of ‘cultural techniques’ to 
understand socially shared contexts of action and their potential transferability 
to human–machine interactions. poliTE was a joint project by CITEC (Center 
for Cognitive Interaction Technology) at Bielefeld University and FoKoS (Insti-
tute for Advanced Studies “Shaping a humane future”) at the University of Sie-
gen, funded by the Federal Ministry of Education and Research, Department 
616 “Interactive Technologies for Health and Quality of Life” under the motto 
“Bringing technology to the people” (grant number 16SV7880K).

The project’s starting point was the prediction that interactive systems capa-
ble of learning will continue to gain importance in more and more areas of life. 
For example, the professional and private everyday lives of many people will be 
affected by the use of digital voice assistants, social robots, and virtual agents. 
For interpersonal interactions, every culture has developed a set of more or 
less complex rules and techniques governing behaviour, interactions, and (social) 
appropriateness that for example determine when apologies, greetings, con-
gratulations, reprimands, or other social practices and rituals are appropriate, 
as well as how these interactions should unfold. Such cultural techniques of 
behaviour, and the customs, behavioural norms, and conventions that regulate 
them are passed on—often in unwritten form—and acquired by individuals over 
the course of their socialisation. Thus, modes of behaviour are judged as more 
or less socially appropriate depending on the person, role, situation, context, cul-
ture, time, etc. Especially when our everyday lives are increasingly permeated by 

1
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2 1 Brief Presentation and Key Project Results

assistance technology, we face questions about the relationship between cultural 
techniques of behaviour and ‘intelligent’ technological systems: can and should 
technical systems be equipped with the ability to interact in a socially appro-
priate manner?—this was the key focus of the poliTE research project.

As part of poliTE, an interdisciplinary literature search in natural sciences and 
humanities was performed to investigate philosophical, empirical, and technolog-
ical aspects of social appropriateness. The results were then systematized. To gain 
an overview of the interdisciplinary research and theory landscape, a comprehen-
sive topic and actor analysis (TAA) was performed on the genesis, change, and 
the conditions of possibility and perception of different forms of socially appro-
priate behaviour and appropriateness judgements associated with them, allowing 
a set of recurring topics, research interests, and people to be identified. The topic 
and actor analysis included extensive term searches in literature databases,1 jour-
nal analyses,2 and conference analyses,3 as well as a survey (mixed sample of 
specialized and non-specialized audience) and in-depth free research on selected 
topics. In this process we accumulated a total of around 5,000 scientific publica-
tions dealing with aspects of social appropriateness or judgement thereof, which 
are publicly available and browsable in the form of a database at http://www.
polite-data.netzweber.de. In the second project phase, these results were sorted 
and systematized, and theories from scientific branches such as psychology, phi-
losophy, sociology, linguistics, anthropology, and theories of culture and media 
were examined and adapted accordingly to identify any potential of epistemo-
logically fruitful transferability to human–machine interactions in general and to 
technical systems design in particular.

1.2  Summary of research results

A central result of the analysis of these interdisciplinary approaches to the 
phenomenon of social appropriateness is the FASA model, a model of the fac-
tors (FA) of social (S) appropriateness (A), cf. Chap. 4. The FASA model was 
established with a special focus on potential transferability to human–machine 

1 PsycINFO, PSYNDEX, IEEEexplore, Science Direct, Web of Science.
2 Techné, Philosophy and Technology, poiesis & praxis, Philosophy of the Social Sciences, 
Philosophical Psychology, Ethics & Behaviour, Journal of Consciousness Studies, Journal 
of Politeness Research.
3 IEEE proceedings, SPT, EASST.

http://www.polite-data.netzweber.de
http://www.polite-data.netzweber.de
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interactions and to technical systems design. It consists of the following five 
factors:

a) «Type of Action, Conduct, Behaviour, or Task» (Sect. 4.1): Actions or 
behaviour (or sequences thereof) are always viewed as socially appropriate as 
part of (as a concrete realization of) a certain type of action, conduct, behav-
iour, or task. The terms ‘behaviour’ and ‘action’ are typically used as syno-
nyms in this book. A more precise distinction can be made by stipulating that 
behaviour is not deliberate but represents an organic or motor response to 
stimuli, while action is more cognitively targeted.

b) «Situational Context» (Sect. 4.2): Actions and behaviours are embed-
ded within situations—whether an action/behaviour is socially appropriate 
depends on the situation in which it unfolds, among other things. «Situational 
Context» refers in particular to the specific time and place of a concrete inter-
action, which has a specific spatial structure, and can for example be shaped 
by the degree of formality (intimate, familial, private, semi-private, public, 
etc.) of the interaction, the typical roles, behavioural/action and status require-
ments placed on the interacting parties, their typical hierarchies of preference, 
the participants’ definition of the situation, and so on.

c) «Individual Specifics»4 (Sect. 4.3): «Individual Specifics» addresses individ-
ual influences on the construction and/or perception of social appropriateness. 
Among other things, what is considered appropriate depends strongly on the 
individual characteristics of the interacting parties, such as their physical, psy-
chological, and cognitive constitution and situational state, or their age, gen-
der, etc.

d) «Relations between Interacting Agents»5 (Sect. 4.4): In an interaction, the 
interacting agents do not meet as solitary agents but as actors who are engaged 
in relating to one another. Social relations between the participants of an inter-
action can, for example, take the form of cultural or societal relations such as 
social closeness/distance, status, respect, degree of familiarity, power constel-
lations, etc.

4 In the terminology of differential psychology, this factor encompasses inter- and intraindi-
vidual differences (see Stemmler et al. 2016).
5 Here, the interacting parties are not necessarily limited to being human actors.

1.2 Summary of research results



4 1 Brief Presentation and Key Project Results

e) «Standards of Customary Practice» (Sect. 4.5): In social practice, there are 
implicit norms of action and behaviour. In many cases, there are standards of 
customary practice about what is considered socially appropriate. These can 
be understood as a set of customs on a spectrum ranging from ‘specific’ (pos-
sibly divergent) group customs (e.g., customs within different families, sports 
teams, or companies) on the one hand, which in extreme cases may be nego-
tiated once and for all or alternatively may be constantly situationally renego-
tiated, to ethically justifiable, and hence ‘general’, regulative norms on the 
other hand.

Within these factors, there may be sub-factors, which are described as factor 
criteria in our terminology. As discussed above, a situation is for example con-
stituted by the time of the interaction, its environment, the participants’ roles, 
etc.—in this sense, the factor criteria are what ‘make’ something a situation. The 
factors and factor criteria themselves are abstract—factors and factor criteria may 
not be sensually perceptible. By contrast, so-called ‘observables’ can be per-
ceived and observed with senses or sensors: a person’s concrete clothing, smell, 
hairstyle, etc. are sensually perceptible characteristics from which people and 
potentially also technical systems can infer parameters of factor criteria and fac-
tors. 

Observables require interpretation. For instance, what does a display reading 
‘19 °C’ actually mean in a specific situation? On a thermostat display, most peo-
ple would consider this a comfortable room temperature, but on a kettle, it would 
indicate that the water is still far from boiling (and you need to wait a little longer 
for your tea, for example). The same applies to observables that function as sym-
bols of meaning in the context of social appropriateness. When observables are 
interpreted by an observer and provide meaningful clues about particular facts or 
contexts to this observer, we call them ‘indicators’.

The five factors of social appropriateness as presented above, together with the 
many factor criteria and observables/indicators associated with them, determine 
what is considered socially appropriate in the presence of complex conditions 
and interdependencies. They also influence the construction and performance of 
socially appropriate behaviour, as well as judgements of appropriateness in inter-
personal interactions. Regarding human–machine interactions and the design 
of technical systems, some of the conditions that apply to the construction and 
evaluation of socially appropriate types of action, conduct, behaviour, or task  
are the same, while some others are very different. The FASA model allows the 
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aspects of a human–machine interaction to be inspected to determine which fac-
tors are being considered with what realisations, which factors could or should be 
considered, and which factors cannot or should not be considered.

These interdependencies between the factors of social appropriateness, their 
criteria, and any observables and indicators can also be structured into other 
heuristic approaches to the phenomenon of social appropriateness: for instance, 
social appropriateness tree structures are presented in Chap. 5. These tree 
structures classify the factors, their criteria, and some associated observables/
indicators, offering another way to approach social appropriateness besides the 
FASA model and the explanations of individual factors of the model in Chap. 4. 
Finally, the complex interdependencies mean that the explanations about theoreti-
cal approaches to specific factors in this book are closely linked. We refer to other 
potentially applicable factors and factor criteria when describing the respective 
theories.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 
4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, 
sharing, adaptation, distribution and reproduction in any medium or format, as long as you 
give appropriate credit to the original author(s) and the source, provide a link to the Crea-
tive Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s 
Creative Commons license, unless indicated otherwise in a credit line to the material. If 
material is not included in the chapter’s Creative Commons license and your intended 
use is not permitted by statutory regulation or exceeds the permitted use, you will need to 
obtain permission directly from the copyright holder.

1.2 Summary of research results
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Structure of This Book and Instructions 
for Use

We would like to make a few remarks about the scope and usage of this book:

This Work Does Not Intend to

• list all observable features of certain recognizable social relationships in the 
context of social appropriateness (in the terminology introduced in Sect. 1.2: 
we do not intend to list all observables of specific factor criteria of social 
appropriateness),

• explain why or how specifically observable features (observables) indicate cer-
tain social relationships in the context of social appropriateness (factor criteria 
of social appropriateness),

• indicate which concrete behaviours are socially appropriate in specific interac-
tion situations or which properties must concretely be implemented on a tech-
nical level to enable a technical system currently being designed to be capable 
of interacting in a socially appropriate manner.

Therefore, despite some references to empirical research, this work does not, for 
example, specify what particular speed a robot should choose when approach-
ing a human or what specific greeting sequence would be appropriate in a formal 
greeting situation. Regarding social appropriateness, specific action indications 
like these cannot simply be derived from general rules in an interpersonal context, 
and a universally applicable ruleset for interactions with artificial assistants does 
not make sense in the context of human–machine interactions.

2

© The Author(s) 2022 
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8 2 Structure of This Book and Instructions for Use

This Work Does Intend to

• based on the FASA model, provide orientation guidelines about which fea-
tures (observables) could indicate certain social relationships in the context of 
social appropriateness (factor criteria of social appropriateness) and what fac-
tors and factor criteria of social appropriateness should be considered in con-
crete interaction situations.

• initiate reflection on socially appropriate behaviour. In other words, the 
book at hand intends to exemplify which observables (could) indicate certain 
social relationships in the context of social appropriateness (factor criteria of 
social appropriateness) and what behaviour within the framework of the fac-
tor criteria and in idealized contexts could potentially be regarded as socially 
appropriate or inappropriate, without making any claims of exhaustiveness or 
exclusivity.

This allows the FASA model to be used as a heuristic checklist for many appli-
cation contexts and interaction situations to see which social relations are relevant 
in the context of social appropriateness (i.e., the individual factor criteria can be 
used to check whether a factor or a criterion tends to be relevant or negligible 
in a specific intended interaction situation or general application context). Addi-
tionally, it gives a first look at what features (observables) artificial assistants 
designed to detect and possibly execute socially appropriate behaviour in specific 
application contexts or interaction situations—in other words, systems designed 
to be sociosensitive or socioactive—might need to detect and process on a tech-
nical level. The application examples discussed in this book are intended to serve 
as prompts for interpretation and should explicitly not be misunderstood as a 
blueprint for questions of social appropriateness—even when discussing specific 
application contexts or interaction situations.

In which contexts, situations, instances of human–computer interaction, etc. 
it would be beneficial to incorporate the dimension of social appropriateness to 
guide the designs of systems and interactions, and under which circumstances 
it might be better to choose to avoid designing technology sociosensitively let 
alone socioactively are questions that are not answered here,  while the urgency 
to ask them is strongly emphasized. This book also lays foundations to formulate 
answers to these questions to a fitting level of complexity; it raises key questions 
about the design, regulation, and use of systems that intervene in social spaces 
and prepares the way for answers. With regard to the example of an approach-
ing robot’s speed or the type of greeting chosen, while this work cannot provide 
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exact or even vaguely normative suggestions on how to make concrete decisions, 
this work can give hints as to when, why, and where the speed of an approach-
ing robot or the performance of a greeting could have an impact on the perceived 
social appropriateness of an agent’s behaviour.

Another approach to the phenomenon of social appropriateness is given by 
social appropriateness tree structures (Chap. 5). In these structures, the observ-
ables/indicators listed as examples in Chap. 4 can be tentatively assigned to the 
factor criteria of specific factors. This gives us graphs that offer quick access to 
social appropriateness: for example, given a few observables/indicators—tech-
nically processed by a sociosensitive/socioactive system—the graphs can be used 
to check for which dimensions of social appropriateness these observables/indi-
cators might be relevant. Conversely, given parameters of factors and factor crite-
ria of social appropriateness, the graphs can be used to check which observables/
indicators are relevant to social appropriateness and might therefore need to be 
processed by a sociosensitive/socioactive system in each case. The tree struc-
tures portray graphically how both of the ‹time› and ‹intention› factor criteria are 
associated with two different factors—‹time› is associated with the two factors 
«Situational Context» and «Type of Action, Conduct, Behaviour, or Task» and 
‹intention› is associated with the two factors «Type of Action, Conduct, Behav-
iour, or Task» and «Relations between Interacting Agents». Thus, the graphs 
illustrate the interconnections between factor criteria and factors, and there-
fore ultimately between the factors themselves.

About the Structure of the Content of This Book
• In Chap. 3, ‘What is social appropriateness? Voices from 90 years of research’, 

the phenomenon of social appropriateness is illuminated with a selection of 
perspectives to establish a preliminary understanding of what is actually meant 
by ‘social appropriateness’ and what forms its investigation can take.

• In Chap. 4 the FASA model is explicated using its factors and references to 
theoretical approaches in the literature.

• Chap. 5 presents social appropriateness tree structures as an alternative 
heuristic approach: here, the factors, their criteria, and any prominently asso-
ciated observables/indicators of social appropriateness presented in the model 
explication are graphically arranged and interrelated.

• In Chap. 6 to further illustrate the FASA model in the context of technical 
systems, the model is applied to examples of technical systems using various 
case studies and a thought experiment.
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• In Chap. 7 reflections about the potential and the limitations of the model 
are presented. Without claiming to be exhaustive, these reflections raise a few 
critical and ethical considerations about sociosensitive and socioactive tech-
nology. They can also be understood as self-reflection on our own research 
activities.

• Book Backmatter consists of a glossary of terminology and a bibliography 
that merely represents an excerpt of the three-year literature search. A com-
prehensive database of the research results is available at www.polite-data.net-
zweber.de.

Finally, to improve the visual readability of the book, some illustrations from the 
literature have been modified, as indicated in the corresponding captions.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 
4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, 
sharing, adaptation, distribution and reproduction in any medium or format, as long as you 
give appropriate credit to the original author(s) and the source, provide a link to the Crea-
tive Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s 
Creative Commons license, unless indicated otherwise in a credit line to the material. If 
material is not included in the chapter’s Creative Commons license and your intended 
use is not permitted by statutory regulation or exceeds the permitted use, you will need to 
obtain permission directly from the copyright holder.
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What is Social Appropriateness? Voices 
from 90 Years of Research

The very first question when considering social appropriateness as a phenomenon is:

How can we define it? What does it encompass? What do we need to consider 
if we wish to achieve socially appropriate behaviour (whether by humans or 
non-human entities)? The literature on this topic and philosophical analysis of 
the concept of social appropriateness have shown that not only is this definition 
non-trivial, but there cannot be a universal definition at all. To offer a prelimi-
nary understanding and an initial conceptual approach, the next section therefore 
gives a loose collection of investigations of and explanations about the concept 
of social appropriateness—presented as a kaleidoscopic overview of social 
appropriateness—compiled during our literature search into various theories and 
concepts, so that we can begin the book with a definition of the field of social 
appropriateness. The complete list of literature we’ve researched is publicly 
accessible as an interactive database at www.polite-data.netzweber.de. In addi-
tion, please note: All the following quotations are our own translations.

A Kaleidoscopic Overview of Social Appropriateness
• Social appropriateness for artificial assistants can be evaluated in service 

providing contexts. (Hegenbart 2019)
• Social appropriateness is made up of the quantifiable average and par-

ticular judgements of a perceiver, a perceived, and the relationship 
between them. (Kenny and La Voie 1984)

• Social appropriateness depends on the framing attributed to the situation 
by the interacting agents. (derived from frame analysis, cf. Goffman 1974)

How should Social Appropriateness be understood?

3

© The Author(s) 2022 
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• Social appropriateness consists of cooperation and coordination of 
social behaviour and can be explained in terms of game theory. (derived 
from game theory, c.f. e.g., Voss 2001; Diekmann 2016)

• Social appropriateness is a component of human behaviour that is ori-
ented according to environmental affordances and can be influenced by 
a constructed environment. (derived from affordance theory, cf. Gibson 
1979/2014, 1982)

• Like any human behaviour, social appropriateness is made up of the 
valence of the situation and the individual reaction possibilities of the 
individual. (derived from the discussion of valence, cf. Koffka 1962)

• Social appropriateness is a component of human behaviour generated by 
the environmental powers acting on it and the specific needs of the per-
ceiver. (derived from the discussion of stimulating character, cf. Lewin 
1926)

• Social appropriateness is status-dependent, and status manifests partly 
through clothing conventions. (derived from Bohn 2000; Esposito 2004)

• Social appropriateness encompasses different functions of politeness, 
friendliness, and tact that preserve society and interactions. (Luhmann 
1996, 2008, 2017)

• Manners primarily serve the social integration of as many people as pos-
sible and facilitate the expression of sovereignty. (Goffman 1982a)

• Certain interpersonal manners—forms of propriety—serve the moral 
education of man. (Kant 1983)

• Through social appropriateness, there is a dependency on the situation 
within which the action is unfolding, its specific rules of actions, and the 
identity of the actors. (Weber et al. 2004; following March 1994)

• Socially appropriate behaviour is based on quantifiable cultural intelli-
gence. (derived from the discussion on cultural intelligence, cf. Ang and 
van Dyne 2008)

• Social appropriateness serves primarily to avoid social dilemmas and 
make social interactions successful. (derived from game-theoretical 
approaches, cf. Voss 2001)

• Social appropriateness depends on constitutive rules for normative 
standards of appropriateness for the realization of social practices. 
(derived from Searle 2011)



133 What is Social Appropriateness? Voices from 90 Years of Research

• Social appropriateness depends on normative standards of appropri-
ateness that are constantly renewed by situational social practice. (Pol-
janšek 2019)

• Social relations and therefore the framing of the rules of social appro-
priateness are primarily negotiated through the factors of ‘power’ and 
‘status’. (status power theory, cf. Kemper 2011)

• Social (in)appropriateness results from maximization of utility/mini-
mization of cost. (derived from rational choice theory, cf. Coleman and 
Fararo 1992)

• Social appropriateness is or results from the activation of the norms 
applicable to a situation. (derived from the norm activation model, cf. 
Schwartz 1977; Schwartz and Howard 1981)

• Social appropriateness/Socially appropriate robot behaviour results 
from the correct identification of the ability needs of the robots being 
deployed. (derived from Dautenheim 2007)

• The phenomenon area of social appropriateness contains expectations, 
aspects of validity, reference to rules, references to role, personal atti-
tudes, and an experience bank. (Busse 2021)

• Social appropriateness arises from the perception and correct interpreta-
tion of social cues. (Vinciarelli et al. 2009)

• Social appropriateness results from the correct selection of a frame or 
script. (derived from models of frame selection (cf. Kroneberg 2010) 
and social information processing (e.g., Döpfner 1989))

• Social appropriateness serves to ensure smooth communication and 
manifests in the observance of the politeness principle. (cf. Geoffrey 
Leech 1983)

• Social appropriateness amounts to saving face, namely the public 
self-image of the interacting agents. (derived from the face-saving view, 
cf. Brown and Levinson 1978, 1987)

• Social appropriateness is behaviour consistent with expectations. 
(derived from the expectancy violations model, Burgoon et al. 1988)

• Social appropriateness manifests as pragmatic competence in following 
politeness rule. (derived from the rules of pragmatic competence, cf. 
Lakoff 1973)

• Manners reinforce (and partly arise from) class affiliations and are part 
of the habitus. (Bourdieu 1982)
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• Social appropriateness encompasses culturally sensitive behaviour. 
(Hößler 2019)

• Knowledge of social appropriateness contain: a description of certain 
types of behaviour in the context of social interaction; a stipulation of 
whether these types of behaviour should be reproduced or avoided; a 
stipulation and description of specific types of situation in social inter-
actions where the behaviour should be considered desirable or unde-
sirable; a stipulation of the social group(s) in which the rule(s) should 
apply; a stipulation of situation-related role(s) (rank, status) to which a 
particular rule of socially appropriate behaviour applies; a specification 
of the dependency relationships between the various subaspects (from 
the report by Busse 2019)

• Social appropriate behaviour for technical systems can be constructed 
through a 5-step design process that in particular reflects the area of 
application of the system and the users’ expectations. (derived from 
design for etiquette-sensitive HRI application, cf. Bickmore 2001; 
Miller 2004; Zhang et al. 2001)

• Social appropriate behaviour of technical systems can be constructed 
with a politeness algorithm based on the face-saving view of Brown and 
Levinson. (derived from the ideas of the etiquette engine, cf. Wu et al. 
2011)

• Social appropriateness encompasses a spectrum ranging from rude to 
over-polite behaviour, is negotiated in interactions, and depends on the 
perception of the interacting agent and their expectations of appropri-
ateness mediated by their habitus and the social field of the interaction 
situation. (derived from Locher and Watts 2005)

• Society defines what is considered expectable expectations in various 
contexts; every communication and every performance of socially (in)
appropriate behaviour contributes to the realization of society. (freely 
adapted from Niklas Luhmann)

• Socially appropriate behaviour depends on environmental influences, 
cognitive, emotional, and biological processes, and is mediated by 
social learning. (derived from social cognitive theory, cf. Bandura 1989)

• Cultural schemas can contain scripts or procedure schemas that specify 
the socially appropriate sequence of actions. (Schank and Abelson 1997)
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• Social appropriateness depends on how much contextualization is asso-
ciated with individual interactions in a society. (derived from the discus-
sion of low-context and high-context cultures, cf. Gudykunst 1983)

• Event associated with specific rules of social appropriateness are stored 
schematically in human memory (Bartlett 1932). Schemas are organized 
by assimilation and accommodation. (Piaget 1936, 1976)

• Judgements of appropriateness depend on the personal preferences of 
the judging parties regarding group dynamics. (derived, e.g., from social 
dominance theory, cf. Pratto et al. 1994; Pratto and Sidanius 2012; Ho 
et al. 2012; Pratto et al. 2016)

• The status of a person influences their behaviour options with regard to 
the judgement of the social appropriateness of behaviour (e.g., Cornelia 
Bohn 2000; Elena Esposito 2004), as well as their own judgements of 
the appropriateness of the modes of behaviour of others.

• In premodern societies, social appropriateness was based on situational 
and cross-functional status difference (e.g., Bernhard Giesen 1991; 
David Diehl and Daniel McFarland 2010; Randall Collins 2000). It was 
recognized, e.g., by clothing regulation, forms of address, and spatial 
distance and was mediated and fixed by rituals and ceremonies. (Jörg 
Berns and Thomas Rahn 1995)

• In certain social contexts, such as care, gastronomy, or diplomacy, 
describable standards of social appropriateness are required. (freely 
adapted from Youssef 2019)

Finally, the phenomenon of social appropriateness can be presented as a spec-
trum, as illustrated in Fig. 3.1 in the context of linguistic politeness research 
(Watts 2005, xliii), a topic that we will discuss in more detail later. This spec-
trum ranges from grossly impolite (rude) to excessively polite (over-polite) 
behaviour and can be divided into three sectors: rude, impolite, and over-polite 
behaviours are typically classified as inappropriate and are therefore described 
by Watts as negatively marked behaviour. In the region of merely non-polite 
behaviour, behaviours are typically not noticed for reasons of social appropriate-
ness (unmarked behaviour)—in a certain sense, this captures appropriate behav-
iour in the narrow sense as behaviour that ‘just passes’ (cf. Poljanšek 2022, own 
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 translation). Finally, the third sector encompasses courteous (polite) behaviour 
that typically stands out to participants as positive (positively marked behaviour).

For these and other approaches to clarifying the question of what structures 
socially appropriate behaviour and judgements of the appropriateness of behav-
iours, as well as countless individual aspects and references to technical systems, 
see also the database of literature on social appropriateness at www.polite-data.
netzweber.de.

Fig. 3.1  Social appropriateness as a spectrum (Watts 2005, xliii)

http://www.polite-data.netzweber.de
http://www.polite-data.netzweber.de
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The FASA model

We don’t all carry an etiquette handbook, but everyone seems to know good man-
ners. Although violations exist, most people are polite most of the time. The level of 
conformity is striking, a fact blurred by vivid memory for occasional lapses. Polite-
ness is ubiquitous, and it’s practised automatically. Communities encourage it, and 
the rules are a centrepiece of childhood socialization. Politeness, even more than 
early mastery of letters and numbers, is a genuine mark of an educated child, as any 
kindergarten teacher can attest. (Reeves and Nass 1996, p. 19)

Surprisingly, human beings usually have the ability to ‘read the room’ and strike the 
‘right tone’ in interaction situations and—without ever referring to a rulebook—to 
know what is considered (in)appropriate in specific situations. And even though the 
understanding of what is and is not socially appropriate in a certain situation varies 
among interaction participants, people have an outstanding ability to coordinate with 
one another very quickly and effectively repair any ‘breaks’ in communication that 
may have occured.1 As a key result of poliTE, we propose five factors that can be con-
sidered to analyse the phenomenon of social appropriateness: a) «Type of Action, 
Conduct, Behaviour, or Task», b) «Situational Context», c) «Individual Specifics», 
d) «Relations between Interacting Agents»,2 e) «Standards of Customary Prac-
tice». In the presence of complex interdependencies—represented by the circular 

4
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of view of action and systems theory Parsons et al. (1951); Parsons and Turner (2005); for 
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arrows in Fig. 4.1—these factors and parameters of corresponding factor criteria influ-
ence what is considered socially appropriate in specific interactions.

Example 1: the five factors of social appropriateness

Imagine the following situation: in a queue at a cash register, the person 
in front of you takes their groceries and leaves the store without paying. 
Perhaps you perceive this to be unusual and feel irritated (factors guiding 
construction and evaluation3 of appropriateness include: «Standards of 

3 ‘Factors guiding construction and evaluation’ refers to the following questions: how can 
socially appropriate action be constructed? What are the factors used to judge the appropri-
ateness of an action?

Standards of 
Customary Prac�ce

Type of Ac�on, 
Conduct, 

Behaviour, 
or Task

Rela�ons
between
Interac�ng

Agents

Situa�onal
Context

Individual Specifics

observables/indicators

Fig. 4.1  Factors of social appropriateness. (Source: own representation)
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Customary  Practice» of a «Type of Action» in the «Situational Con-
text» of buying and selling). You may conclude that nothing strange is 
going on, especially if none of the cashiers or store security employees are 
protesting: You might suspect that the buyer is in fact an employee or the 
owner of the company (factors guiding construction and evaluation include: 
«Individual Specifics» and «Relations between Interacting Agents») or 
perhaps that this business allows known and trusted (regular) customers to 
‘open a tab’ (factors guiding construction and evaluation include: «Individ-
ual Specifics» and «Standards of Customary Practice»).

Example 1 shows that the mentioned factors in the construction and/or perception 
of the social appropriateness of an action or behaviour are not only mutually inter-
connected, but they are also relevant to different extents—in some situations, cer-
tain factors guide construction and/or evaluation more than others when judging the 
appropriateness of an action, whereby the action can be performed by oneself or by 
another agent While the factors do influence one another, a single factor can be deci-
sive in a particular case—the FASA model reflects this by representing individual 
factors separately from one another, loosely arranged into the slices of a ‘pie’.

In figure 4.1, ‘observables’ refer to observable and potentially measurable 
features that can provide information to people or other context-sensitive (poten-
tially technical) systems in specific circumstances—and to various degrees of 
‘awareness’—about the concrete expressions of the factors. When information is 
interpreted directly from measurable and observable data by a person or technical 
system, the observables are called ‘indicators’. Thus, observables and indicators 
do not differ in terms of data, but in terms of the meaning assigned by an inter-
preter; see example 2. The information or meaning extracted by a person from 
purely observational data is typically not processed linearly in the sense that a 
particular factor y is inferred or reliably deduced from a particular observable x 
as an indicator for this factor, meaning is derived or assigned diffusely, sometimes 
preconsciously, and maybe most importantly: it is variable; especially with regard 
to when and why an observed parameter or behaviour is judged in terms of its 
social appropriateness. While human perception works this way, if we wanted to 
implement aspects of social appropriateness into technical systems, we would 
need to simplify these complexities significantly and tell the system how to inter-
pret an observable as an indicator of social in/appropriateness.

Although certain typical associations can be made, different observables can 
indicate different factors to different levels of strength or clarity (indicated in  
Fig. 4.1 by the different and sizes of the observables). There is another level 
between the observables read as indicators and the factors of the model, namely 
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the ‘factor criteria’, which are essentially sub-factors representing possible 
 features of the factors—from which further ‘conclusions’ about the factors can 
then be made. A factor criterion, such as ‹time›, can be shared by multiple 
factors. For example, the «Situational Context» factor is reflected in various fac-
tor criteria that are also associated with the other factors, since the latter also play 
a role in how the situation is perceived. At the same time, the situation is viewed 
as a factor in its own right, since the interacting agents must always decide which 
situation they are in. It is therefore not just a conglomerate of the parameters of 
the other factor criteria but a variable that influences behaviour in its own right.

Finally, it should be noted that it is possible for an observable to be percepti-
ble ‘by itself’ and/or lie within the field of diffuse perception but not provide any 
information about a factor criterion or factor at all; in other words, as an indicator, 
it does not provide any insight into anything relating to social appropriateness. 
The assignment of factor criteria to factors and the subdivision of social appro-
priateness into the factors cited above is not ‘naturally’ predetermined. From an 
epistemic point of view, it is the result of linguistic and other structuring of the 
world by human perception and action. In practical terms, the division into fac-
tors and factor criteria is the result of the presented goal-oriented project work 
attempting to make the phenomenon of social appropriateness tangible. The list 
and classification into factors and factor criteria do not claim to be complete or 
exhaustive. Moreover, for some factors, it could undoubtedly be argued that they 
should not be listed separately but characterized as subordinate or superior to 
some other factor.

For example, if social appropriateness is understood as an interaction phe-
nomenon, then, in a narrow sense, only an action or behaviour can be socially 
appropriate or inappropriate, and all other factors could be subsumed under the 
single factor «Type of Action, Conduct, Behaviour, or Task». It could also be 
argued that ‹time›, instead of being considered a factor criterion,  should be con-
sidered a separate factor in some cases. In this regard, the factors represent our 
own attempt to reconstruct the ‘largest melting pots’ of what aspects most fre-
quently and urgently influence the concept of social appropriateness, to the best 
of our knowledge For example, «Type of Action, Conduct, Behaviour, or Task» is 
considered a factor precisely because only actions and behaviours can be socially 
appropriate when social appropriateness is viewed as an interaction phenome-
non. On the other hand, specific moments in time are sometimes decisive for the 
construction and evaluation of social appropriateness, but in our opinion only to 
the extent that they provide information about other factors, such as the present 
situation, which is why ‹time› was listed as a factor criterion (rather than a fac-
tor). The factor criteria ‹time› and ‹intention› are associated with two different 
factors. As mentioned above, this association of ‹time› with both «Situational 
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Context» and «Type of Action, Conduct, Behaviour, or Task» and of ‹intention› 
with both «Type of Action, Conduct, Behaviour, or Task» and «Relations between 
Interacting Agents» illustrates the interconnections between the factor criteria 
and the factors, and therefore between the factors themselves. Analogously to the 
remarks mentioned above on factors and observables, additional intermediate fea-
tures (i.e., factor subcriteria) might still need to be introduced to extend the factor 
criteria; if so, the possibility of being assigned to multiple factor criteria would 
apply equally to these subcriteria.

Example 2: observables and indicators

An example that illustrates the difference between observables and indica-
tors is the phosphate content of drinking water. Here, there is a measurable 
value (observable) that can be read as an indicator of drinking water quality. 
But this value only becomes an action-guiding criterion once the measured 
entity is interpreted as an indicator, of, for example, drinking water qual-
ity, and when in consequence certain thresholds are defined. Transferred to 
social appropriateness, for example, the volume of voices in a conversation 
can be observed. On its own, this does not mean anything and does not have 
an action-guiding function. Only when interpreted against the background 
of contextual factors does conversation volume serve as an indicator of 
what is socially appropriate in the specific situation and which factor cri-
terion, or factor plays a role in the specific situation. To further illustrate 
the relation between observables and indicators, consider the following 
situation: when you ‘interpret’ the observable4 ‘clothing style and condi-
tion’ of a person as an indicator—without necessarily being aware of doing 
so—it might give you insight into the factor criteria ‹social position› (e.g., 
through professional attire) and ‹individual characteristics›, such as the 
situational state of their physical, psychological, and cognitive constitution 
(in other words, it signals/indicates something to you about these factors).

For technical systems, some of the conditions that apply to the construction and 
evaluation of socially appropriate types of action, conduct, behaviour, or task are 

4 Simplified for purposes of illustration. The actual observables would for example be spe-
cific items of clothing, or even more fine-grained: specific sections of specific items of 
clothing. More precisely, one already ‘infers’ (in most cases implicitly and ‘automatically’) 
conclusions about the specific clothing style by identifying certain features whose situa-
tional meaning would first need to be explained to a technical system.
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the same as in interpersonal interactions, and some are very different. The FASA 
model allows aspects of human-machine interactions of all kinds to be inspected 
to determine which factors are being considered, which factors could or should 
be considered, and which factors cannot or should not be considered. The content 
of each factor is explained in more detail in the next few chapters, and a brief 
overview of the theories that play a key role in conceptualization and interpreta-
tion of social appropriateness is given. The lists of theories cited and discussed do 
not claim to be exhaustive but simply reflect the theories and concepts that were 
found to be highly relevant to the development and conceptualization of each fac-
tor during our research.

As an alternative approach to the phenomenon of social appropriateness, the 
factor criteria and observables/indicators of social appropriateness presented and 
discussed below in the context of the factors of the FASA model are intercon-
nected and arranged into tree graphs in Chap. 5.

4.1  The «Type of Action, Conduct, Behaviour, or Task»  
factor

«Type of Action, Conduct, Behaviour, or Task»: A concrete action (more pre-
cisely: action sequence) or behaviour (more precisely: behaviour sequence) of 
a type of action, conduct, behaviour, or task can manifest either in execution or 
in omission mode; in other words, omissions are also actions. The factor «Type 
of Action, Conduct, Behaviour, or Task» is directly related to the other factors. 
For example, the typical interaction goals of a type of action, conduct, behav-
iour, or task can be established for specific types of situations, associated with 
corresponding typical behaviour expectations placed on the interacting agents 
and standard judgements of social appropriateness. But «Type of Action, Con-
duct, Behaviour, or Task» is also shaped by individual specifics in the conditions, 
preconceptions, goals, etc. of the interacting agents. According to psychological 
theory, the socially appropriate chain of action sequences in a given situation is 
stored in human memory as so-called ‘scripts’ (Abelson 1981; Nishida 2005; 
Schank 1975, 1982; Ziem 2008).

Possible factor criteria:

• ‹Time›: When is the behaviour taking place?
• ‹Role identities›: Who is performing the behaviour? Who is judging the 

behaviour?
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• ‹Intention›: With what orientations—motivations, goals, intentions, focal 
points—and for what purposes is the behaviour/action taking place?

• ‹Consequences›: What consequences does, or could the interaction have?

Examples of questions and aspects that can be assigned to each factor criterion to 
support an analysis of the potential social (in)appropriateness of interaction situa-
tions and guide these situations are given in Table 4.1.

Possible observables/indicators:

• Duration of a conversation; form of a conversation with corresponding chrono-
logical requirements; duration and frequency of speech by specific interacting 
agents

• For both the acting and judging parties, aspects that play a role in judging 
appropriateness: gender, age, other group-related and/or (self) assigned individ-
ual features, such as ethnicity, social rank, attributed social capital (so-called 
‘reputation’), other phenotypic features; codes of conduct

• Language use; gestures; facial expressions; action types and sequences, etc.
• Form and content of conversations; facial expressions; gestures; location-re-

lated and environmental features like buildings, physical space including any 
props or typical frame markers, e.g., for a theatrical play: stage, audience, cur-
tain, lighting, tickets, programme announcing the performance, etc.

4.1.1  Theoretical perspectives on «Type of Action, 
Conduct, Behaviour, or Task»

4.1.1.1  Knowledge organisation and schemata
To acquire knowledge about what type of action, conduct, behaviour, or task is 
considered socially appropriate—and this applies equally to the other factors 
too—both people and technical systems need some general knowledge organisa-
tion system—a ‘database’ of knowledge or intuition about what is judged to be 
appropriate, by whom, and in what circumstances. For technical systems, knowl-
edge modelling is for example provided by ontologies (Gruber 1995; e.g. Neches 
et al. 1991). For humans—according to psychological theory—knowledge is 
structured into so-called scripts for behavioural processes, and schemas for gen-
eral knowledge organisation (see excursus on scripts and schemata).

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor
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Table 4.1  Type of Action, Conduct, Behaviour, or Task.  (Source: own representation)

‹‹Type of Action, Conduct, Behaviour, or Task››

‹Time›
When and how 
is the behaviour 
taking place?

How is it taking place?
Phrased in language? Through 
facial expressions? Through 
gestures? How is it being 
executed?

If through language, for example: 
what type of conversation? A dia-
logue? Triadically? A multi-agent 
situation?
What are the specifics of the 
interaction regarding taking turns, 
active listening, interventions, 
interruptions, relevance of grounds 
for interruption?

Tact at the ‘right time’ (kairosa): is it ‘too early’ or ‘too late’ to per-
form a certain type of action, conduct, behaviour, or task?
Is there a (repeatedly) recognizable structure of interactive, chrono-
logical sequences? What time intervals are typical and expected: in a 
conversation? For specific (‘scripted’) actions and types of behav-
iour?

‹Role identities›
Who is performing 
the behaviour? 
Who is judging the 
behaviour? (closely 
related to «Indi-
vidual Specifics» 
and «Relations 
between Interacting 
Agents»)

Attributions and performance 
of role identities

What social roles are attributed to 
the interacting agents?
How can socially attributed roles 
and role identifications be recog-
nized?
To what extent do judgements of 
appropriateness change when the 
same behaviour is performed with 
different role identities?
What needs to be reflected in 
specific roles (e.g., etiquette for 
aristocratic society/social club 
conversation rules, etc.)?

Representation: are people acting or behaving directly on behalf of 
themselves, or are they being represented, or are they representing 
other people? How do customary practices differ between agencies/
politicians and private individuals?

Role relationships: how do 
the role identities relate to one 
another? Resident or tourist? 
Citizen or state? Poor or rich? 
(see: «Relations between Inter-
acting Agents»)

Expectations and expectations of 
expectations: to what extent does 
the expected acceptance (by both 
the acting party and the judging 
party) of a type of action, con-
duct, behaviour, or task change 
with self-perceived and externally 
attributed role identities (also by 
both parties)?

(continued)
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Excursus on scripts and schemata
For human orientation about what action and/or behaviour sequences are 
appropriate, the psychological script theory (see e.g. Schank and Abelson 
1977) postulates that sequences of specific action processes are stored in 
the human memory as schematic scripts. In general, Script theory can be 
viewed as part of SchemA theory. Schemata are postulated to be found in 
connection with knowledge organisation and in particular in human learn-
ing processes and the organisation of human memory. The conditions for 
retrieving a schema or activating it can relate to the internal and external 
entities present in a situation, or the concepts or event routines evoked by 
them. By referencing a previously established, known situation, in schema 
activation a frame is recognized that enables a person to ‘understand’ 
(‘interpret’) the situation, expand an existing frame of understanding, or 
even create a new understanding.

Table 4.1  (continued)

‹‹Type of Action, Conduct, Behaviour, or Task››

‹Intention›
With which orienta-
tions (motivations, 
goals, intentions, 
focal points) is the 
behaviour/action 
taking place?

Purpose of action: are there persuasive intentions? Cooperative 
intentions? Other intentions?

Goals and capabilities: how 
much willingness for coopera-
tion and capability for coopera-
tion is there? What other goals 
and capabilities are there?

Do the parties performing the 
action/behaviour and the parties 
judging the appropriateness of the 
action/behaviour have the ability to 
recognize emotions and situations?

‹Consequences›
What consequences 
does or could the 
interaction have?

Group-specific behavioural 
rules (see «Standards of Cus-
tomary Practice»)

The degree of dissemination and 
observance of rules of conduct with 
a group of actors

Visibility of consequences 
(see «Standards of Customary 
Practice»)

Visibility of consequences: are 
behavioural rules institutionally and 
normatively enshrined? Are they 
institutionally sanctioned?

Existing power dynamics (see 
«Relations between Interacting 
Agents»)

What power dynamics are there 
between the interacting agents (cf. 
«Relations between Interacting 
Agents»)?

aSee for example Liddell and Scott (1940).

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor
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Schemata are the units of general knowledge organisation in which the 
accumulated knowledge of past experiences is stored, and they therefore 
also contain the regular features of what is considered socially appropriate. 
Cultural norms and expectations are stored both individually in schemata 
developed by individual subjects and collectively in shared schemata (cf. 
e.g. Bartlett 1932, 1958). Using schemata evoked by a situation, a person 
can adapt their modes of action and/or behaviour to make them situation-
ally appropriate—but a person might err in this as well for several reasons, 
see e.g., sect. 4.1.1.2. One particular aspect of schematically organised 
memory is that the creation of a new schema by repeatedly experiencing 
sequences of a token (single instance) of its components means that spe-
cific details of individual situations are remembered less well once the new 
schema has been established. Thus, details are remembered better after a 
one-off occurrence of a certain situational process, whereas remembering 
a learned routine after repeated iterations makes remembering individ-
ual details harder (Hudson 1990): in humans, the denoting ‘register’—the 
schema—becomes more salient than the individual observables themselves 
after it has been established, whereas the individual observables play a 
more prominent role whenever no schema is available for the experience. 
New schemata can emerge and old ones can fade; in this sense, schemata 
are, loosely speaking, primarily a matter of habit.

Theories based on the concept of schema can be found in various scientific fields. 
One example is FrAme theory in linguistics (for an application of frame theoret-
ical considerations with regard to social appropriateness in technical systems see 
e.g. Busse 2019). Frame theory is a theoretical approach to knowledge structures 
that transposes schemata to the context of purely linguistic organisation using the 
concept of frames: “Frames are conceptual units of knowledge that evoke linguis-
tic expressions during language comprehension and which language users retrieve 
from their memory in order to grasp the meaning of a linguistic expression” (cf. 
Ziem 2008, p. 2, own translation). One noteworthy result of frame-theoretical 
linguistic studies is that “no criterion legitimizes a sharp separation between lin-
guistic knowledge and world knowledge” (cf. Ziem 2008, p. 4, own translation). 
Approaches to possible formalizations of language-based schemata and world 
knowledge are for example offered by formal ontologies. The concept of Basic For-
mal Ontology for example bridges the gap between philosophical considerations 
about the possibility of formalizing ontologies and the actual implementation of 
these ontologies (Arp et al. 2015; Burkhardt and Smith 1993; Ceusters and Smith 
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2010). Example 3 deals with some of the problems of transferability of human 
world knowledge to technical systems.

Example 3: Can a robot give a tip?
Consider an application scenario for a technical system based on the exam-
ple of the linguistic frame of ‘tip’. For now, we are not interested in dis-
cussing whether it makes sense to build a technical system that pays tips 
or if this task should be left to a person rather than being operationalized. 
Instead, we ask what would be necessary if operationalization were indeed 
our goal.

In most adults from cultures with service industries, the word ‘tip’ 
evokes an association “in which there is a scenario (the restaurant), actors 
(guests, the waiter), some props (a table, chairs, cutlery, etc.), a script 
(ordering food, eating, paying), and much more” (cf. Ziem 2008, p. 2, own 
translation). In principle, “everyone knows under what circumstances and 
in which everyday situations tips should be given” (cf. Ziem 2008, p. 2, 
own translation). In practice, however, this does not hold true for everyone, 
and especially not for technical systems, for which such forms of everyday 
knowledge are difficult to make accessible. How can we—as a basis for 
socially appropriate action and behaviour sequences with regard to tipping 

a) teach a technical system the concept of tipping?
b) equip this system with the corresponding socially appropriate action and 

behaviour sequences?
c) expand the system’s sensors to recognize a tip transaction situation?
d) teach the system when and where tipping is appropriate through observ-

ables?
e) teach the system cultural differences in tipping habits?

Potential answers to these questions imply that declarative (knowing-that), 
as well as procedural (knowing-how) knowledge is necessary for socially 
appropriate behaviour (cf. Nishida 2005, p. 408 referring to Tulving 1985; 
Zola-Morgan and Squire 1990).

Regarding schemata and scripts for human orientation regarding the appro-
priateness of types of action, conduct, behaviour, or tasks Taylor and Crocker 
(1981) suggest differentiating between at least five different types of schemata 

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor
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( regarding the problem that infinitely many nested schemata are principally possi-
ble, see also Busse 2019), namely:

(a) Person schemas, which are knowledge about different types of people, includ-
ing their personality traits; (b) self schemas, which contain knowledge about them-
selves; (c) role schemas, which represent knowledge about social rules; (d) event 
schemas or scripts, which are information about the appropriate sequence of events 
in common situations; and (e) content-free schemas, which are information about 
processing rules. (following Nishida 2005, p. 405 referring to Taylor and Crocker 
1981)

Hiroko Nishida (2005) in his overview on schematic knowledge organisation5 
names a total of eight “primary social interaction schemas” (PSI SchemAS, cf. 
Nishida 2005, p. 407):

Fact-and-concept schemas  for example “Tokyo is the capital of Japan” 
or “Bicycles are those vehicles that have two 
wheels, a seat, and handlebars” (ibid.)

Person schemas  for example “John is neurotic”, “Taro is shy”, 
“Mary is easy-going” (ibid.)

Self schemas  for example I am generous or Other people per-
ceive me as generous.

Role schemas  contain social stereotypes such as Women work 
hard, Men cook well, or Poor people have good 
manners

Context schemas  contain rules of appropriateness, activated 
before any procedure schemas or problem-solv-
ing schemas to specify their appropriateness, 
e.g., It is usually appropriate to sit on a chair 
or A chair on a theatre stage is usually only for 
actors to sit on, not spectators

Procedure schemas (scripts)   specify the appropriate sequence of actions in 
typical situations, such as After paying for my 
ticket, I enter the cinema room, I can buy pop-
corn in between.

5 ‘Schemata’ is used throughout the text at hand to refer to all schemata, ‘schemas’ is used 
as the technical term in psychological theory.
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Strategy schemas  contain problem-solving schemas that depend 
for example on the level of expertise of the act-
ing parties, e.g., If I think that I might be late, 
then I will hurry or if a person is tense, they get 
a massage, if I want to get better at playing the 
piano, I must practise

Emotion schemas  contain information about affective states and 
possible feelings, such as the death of a friend 
makes you sad.6

Each of the various schemas has more general and more specific sub-schemas, 
which may overlap in some regards. Furthermore, within each schema, there can 
be links to other schemas; for example, context schemas contain connections to 
role or procedure schemas: “For example, when ‘being at a dentist’s office’ (a 
context schema) is selected, the role and procedure schemas that are appropriate 
in the context are activated.” (Nishida 2005, p. 410).

Regarding «Type of Action, Conduct, Behaviour, or Task», we are especially 
interested in procedure and context schemas in the context of social appropriate-
ness. Procedure schemas are also captured by the concept of ‘scripts’. Scripts are 
a form of (sub-)schema in which event sequences are stored. Script theory can be 
traced back to the psychological research by Schank and Abelson (Schank 1975; 
Schank and Abelson 1977) and includes a dimension concerning culture (“cul-
tural scripts”), which is relevant to the factor «Situational Context» and its cul-
tural dependence. It also includes a distinction between mindful (script-oriented) 
and mindless behaviours (automatically performed habits) (Abelson 1981). 
Similar theories also motivated by schema theory are found among the cogni-
tive sciences with Marvin Minsky (1974, 1977) and Lawrence Barsalou (1992), 
as well as in the above-mentioned linguistics with Charles John Fillmore (1975, 
1977, 1982), where additional concepts such as linguistic frames are introduced. 
Regarding scripts organised in memory, Roger Schank also speaks of Memory 
Organisation Packets (MOPs) in which the individual scenes used to achieve an 
interactional goal or master a situational context are grouped together in a mem-
ory organisation system as packets. The scene or script of ‘ paying’ (form: [order, 

6 For various other definitions and areas of application of the concept of schema in psychol-
ogy, see also: Kiss et al. (1993); Mandler (1984); Rumelhart (1980); Schank and Abelson 
(1977); Taylor and Crocker (1981); Thorndyke (1984); etc. (cf. Nishida 2005).

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor
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receive, pay]) is for example encountered in various contexts such as cash regis-
ter, restaurant, tips, bribes, and the relation between ‘paying’ and the respective 
context is organised in terms of MOPs (cf. for example Schank 1999, p. 123–
136).

Since schema and script theories are good at describing information percep-
tion and processing in general, they do not only explain human communication 
and interaction processes but have also been used in the context of comput-
er-based perception and memory simulation. For example, Turner (1994) named 
three schemas considered to be important for problem-solving by a schema-based 
reasoner such as an AI:

(a) procedural schemas, which contain information about steps to take or hierar-
chical plans; (b) contextual schemas, which are information about the situation or 
appropriate setting of behavioural parameters; and (c) strategic schemas, which are 
knowledge about problem-solving strategies. (Nishida 2005, p. 405)

That is to say, psychological schema theories have explanatory power for the cre-
ation and change processes of social appropriateness and its judgement, while 
also providing a direct bridge to the technical communicability of these pro-
cesses—with some limitations, as we will see below. Also notice that the quote 
refers to “information about the situation” which points at its relevance for the 
factor «Situational Context» (sect. 4.2).7

7 According to Nishida, Turner postulates the following sequence in the production of 
behaviour: “(a) When individuals are in a specific situation, they try to recognize whether 
they know the situation by retrieving one or more context schemas from memory that may 
represent the current situation [i.e., recognition of observables, conclusions about observ-
able fields and contexts by reading observables as indicators, remark by the authors]; (b) 
when an appropriate context schema, which represents similar interaction situations, is 
found, the context schema subsequently suggests a goal to pursue (through an attention-fo-
cusing function of the context schema); (c) when a goal is selected, the context schema 
looks for a strategy usually useful in situations of this sort; (d) the context schema then 
suggests a procedure schema with which to achieve the goal, using the selected strategy 
schema (i.e., the procedure schema is retrieved for taking specific actions; in other words, 
the procedure schema specifies steps to take, hierarchical plans, or behavioural rules); and 
(e) the application of the procedure schema causes an individual to take some action, such 
as asking questions of the other interactant, which further causes the individual to spec-
ify the current context more clearly; in other words, to find a context schema that is more 
specific for the situation. When the more specific context schema is applied, the schema 
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4.1.1.2  Social Information Processing model and Frame 
Selection model

Once certain perception templates are available—phrased more generally, once 
entities can be distinguished from one another, and, named if necessary—infor-
mation can be processed. To illustrate the chronological process sequence in 
human SociAl inFormAtion proceSSing, the model of SociAl-cognitive inFormAtion 
proceSSing (Crick and Dodge 1994; Dodge 1986; Dodge and Pettit 2003; Gif-
ford-Smith and Rabiner 2005), which bears at least some resemblance to schema 
and script theories can be used.8

The SociAl inFormAtion proceSSing model as reproduced after Döpfner 1989 in 
Fig. 4.2 distinguishes eight phases of information processing. The model postu-
lates that these phases occur in every social situation:

Phases can overlap and individual phases can “be skipped and made up later” 
(Döpfner 1989, p. 4, own translation). Information processing and therefore the 
execution of actions can be impaired in any phase, for example if

(a) relevant signs from the social situation are not perceived or are misinterpreted;
(b) possible alternative courses of action are not taken into consideration;
(c) consequences of action are ignored or evaluated incorrectly;
(d)  alternative courses of action are associated with unrealistic results or compe-

tence expectations;
(e) decisions are made impulsively;
(f) action is insufficiently planned;
(g)  the actual consequences of an action are incorrectly registered, causally misat-

tributed, or not processed. (cf. Döpfner 1989, p. 5, own translation)

If there are disruptions in information processing, for example if “social cues are 
misinterpreted as being threatening” (cf. ibid., own translation), the subsequent 
problem-solving process can lead to “wrong decisions” (cf. ibid., own transla-
tion), which can of course also influence the appropriateness of a certain type of 
action, conduct, behaviour, or task (see example 4).

8 For an overview, cf. e.g. Dodge and Rabiner (2004).

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor

 

further finds appropriate strategy and procedure schemas to apply to the new context. The 
more specific the current context schema is, the better the chance that more-specific strat-
egy and procedure schemas will be suggested.” (Nishida 2005, p. 407 referring to Turner 
1994).
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Example 4: Disruptions in information processing

Two distant acquaintances run into each other by chance in the city. They 
see and greet each other, but one of them appears to be in a hurry. This is 
where the first mistake might be made. The hurrying person may display 
(social) cues of their haste, for example by looking fidgety or checking 
the time. These cues may or may not be perceived by the other person. 

Fig. 4.2  Social information processing model.  (Adapted from Döpfner 1989, p. 4)
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If this information is not perceived, the interaction partner will not adapt 
their behaviour to accommodate the other person’s haste and may there-
fore hold them up inappropriately instead of showing polite consideration. 
Mistakes can also be made when interpreting social cues. The non-hurry-
ing person might for example simply assume that the other is a generally 
fidgety person, which could lead to the same inappropriate behaviour as 
described above. When generating possibilities for action, a mistake could 
be committed by failing to generate the right alternative, e.g., simply asking 
whether the other person is in a hurry. Likewise, a mistake might be made 
when anticipating the consequences of an action, leading them to select the 
wrong alternative. The two steps of evaluating each alternative and deciding 
on one of them go hand in hand. For example, asking whether the other 
person is in a hurry might be internally judged an invasion of privacy and 
not selected for this reason. When developing an action plan, mistakes can 
once again occur, for example if the action plan is disrupted by a distraction 
(someone else walks by and is briefly greeted) and the action is not car-
ried out. Finally, mistakes can be made when processing the consequences 
of an action by misinterpreting the behaviour of the other person. Any of 
these mistakes would cause one person to neglect consideration of the oth-
er’s haste, causing the conversation to be unnecessarily prolonged. If the 
other person then says goodbye, perhaps abruptly in a manner that is itself 
socially inappropriate, the first might ponder what they did wrong, but they 
might also simply conclude that the other person was having a bad day. If 
so, nothing is learned from the situation and the behaviour is not corrected.

The step-based model of information processing was originally understood as 
analogous to technical information processing (Dodge 1986), but researchers later 
turned to see human perception processes and decisions, unlike machine pro-
cesses, as inevitably influenced by their emotional states (Dodge 2010, [1991]).9 
This difference should not be neglected when transposing structures of human 
information processing over to technical systems in the context of socially appro-
priate types of action, conduct, behaviour, or task.

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor

9 This contrasts with models of human decision-making based on purely economic princi-
ples, such as rAtionAl choice theory and gAme theory (sect. 4.5.1.2).
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The sociological Model oF FrAme Selection (MFS) developed by Clemens 
Kroneberg based on work by German sociologist Hartmut Esser as shown in 
Fig. 4.3 explains (a) how actors interpret situations, (b) which action scripts they 
activate, and (c) which actions they perform (Kroneberg 2010, 2011). Human 
actors make reflective choices or base their decisions on strong emotions, norma-
tive convictions, or unquestioned routines that ignore objectively relevant alterna-
tives and incentives. The MFS distinguishes between three substantive selections: 
the selection of a frame (situation definition), a script (action programme for 
defined situations), and an action alternative (intended action). The MFS high-
lights the importance of situation definitions through frame and script selection, 
it is therefore also relevant to the «Situational Context» factor (see sect. 4.2.1.1). 
Nonetheless, the model is introduced at this point to illustrate the similarities 
and differences to the information processing model as mentioned above. Again, 
errors can occur at each step leading to a socially inappropriate action being 
selected to perform in the end, but there is more focus on the interpretation of a 
situation (‘frame selection’), whereas the focus in the model above is on social 
cues that would be misinterpreted. To give an example related to social appro-
priateness, a situation characterised by the fact that everyone is wearing black 
clothes and is crying could be read as a funeral, but it could also a be a theatre 

Fig. 4.3  The types of selection considered in the frame selection model (Kroneberg 2010, 
p. 133)
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play in which a similar scene is being re-enacted, or even a meeting of people 
who belong to a subculture and are experimenting with some type of ritualized 
behaviour. However, the frame [funeral] is very different from the frame [theat-
rical play] or [experimental self-experience] and contains completely different 
behavioural scripts.

Errors can also occur within a script, for example because the expected behav-
ioural script is not fully known to a person (e.g., having a different cultural back-
ground). This can in turn lead to an incorrect choice of action alternative. Socially 
appropriate behaviour is only achieved when frame selection is carried out cor-
rectly—i.e., often, according to the other interacting agents’ selection.

4.1.2  «Type of Action, Conduct, Behaviour, or Task» 
of sociosensitive/socioactive artificial assistants

Especially when considering the difference between declarative and procedural 
knowledge, one question that plays a key role for the factor «Type of Action, Con-
duct, Behaviour, or Task» in the context of socioactive and socioactive systems 
is the extent to which we attribute agency or ‘self-chosen’ behaviour options to 
machines, as well as the ability to ‘know things’ in general. There are various 
theoretical understandings of how behaviour, action, and knowledge relate to 
one another, for example in sociology (Vester 2009). Although the text at hand 
does not consistently differentiate between action and behaviour, our understand-
ing of the distinction roughly follows that of sociologist Walter Bühl (1982): 
“Humans can act and recognize things, but only within the framework of a bio-
logically pre-structured behaviour space, and not outside of it” (cf. ibid., p. 172, 
own translation). This also corresponds to one possible philosophical approach 
to the action and behaviour complex, which namely states that human behaviour 
cannot be traced back to reasons and motives, in essence: it does not unfold in a 
purpose-oriented manner, rather it represents organic or motor reactions to stimuli 
or other basic biological conditions (for a classification of this key philosophical 
terminology, see for example Jantschek 2018 for ‘behaviour’ and Lorenz 2008 for 
‘action’). As an example to illustrate this and demonstrate the further differentia-
tion of behaviour and action, as well as action into social action:

Behaviour is when someone is sweating. Action is when a person who is sweating 
seeks some type of refreshment, since they associate their action (fetching a drink or 
fanning some cool air) with a subjective meaning. If this person now decides to use 
a deodorant (to spare their fellow human beings the unpleasant consequences of per-
spiration), we can describe this as a social action. (Vester 2009, p. 46)

4.1 The «Type of Action, Conduct, Behaviour, or Task» factor
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Max Weber fundamentally defines action as a human “behaviour—be it overt or 
covert, omission or acquiescence” with which the actor “attaches a subjective 
meaning” (cf. Weber 1978, p. 4). In the context of social appropriateness, we are 
in particular interested in further differentiating this into the concept of social 
action: “Action is ‘social’ insofar as its subjective meaning takes account of the 
behaviour of others and is thereby oriented in its course.” (cf. ibid.).

Regarding technical systems, we might therefore ask to what extent these sys-
tems (can) relate to the behaviour/actions of other parties (humans, other tech-
nical systems) exhibiting actions/behaviours. Algorithms trading on the stock 
exchange could be mentioned as one example of technical systems interacting in 
such a way they react to each others’ actions/behaviour. For various reasons, one 
of them being the wish to be able to explain interactions in which technical sys-
tems take other system’s behaviour into account, Rahwan et al. (2019) call for 
a science of machine behaviour. The authors propose a few suggestions about 
what an approach to a science of machine behaviour might look like. But even 
if we study machine behaviour and attest that they do to some extent take into 
account the behaviour of others and orientate their own behaviour towards it, they 
still do not attach subjective meaning to this in the sense humans do; technical 
systems only ever ‘act’ at the process level, i.e. they ultimately only process, but 
do not form their own wishes, normative attitudes, or desires. If we understand 
behaviour and action as the experience and expression of biological conditions 
and as the means-based realization of a purpose, technical systems cannot be said 
to ‘act’ or ‘behave’ at all—although functional equivalents of intrinsic motiva-
tion may be implemented (cf. for a consideration about functioncal equivalents of 
emotion components in technical systems also Bellon 2022).

Even though technical systems cannot be ascribed full agency and do not 
really act, let alone socially, in the sense human agents act, ‘just processing’ still 
has effects on humans. This can be seen for example in technically mediated 
nudging10 (Thaler and Sunstein 2009), as well as in technically mediated (dis)
information influencing people’s voting behaviour. As for the question of agency 
and responsibility, in the end, ultimate responsibility lies with the people who 
design, install, and maintain the technical system, or, follow its instructions or 
suggestions.

With regard to technical artificial assistants and types of action, conduct, behav-
iour, or task, artificial assistants can support action to facilitate success where it 

10 Nudge or nudging theory postulates that individuals or groups of people can be 
prompted to engage in certain modes of action and behaviour through positive reinforce-
ment and indirect suggestions.
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would otherwise not be possible or would be less successful. But technical assis-
tance can also make independent action impossible by taking over processes that 
must be performed in person as a prerequisite for the cultivation of competencies 
(deskilling, see also chapter 7).

4.2  The «Situational Context» factor

The participants of simple interaction systems can only start, shape, finish, or con-
tinue communication if they develop a shared definition of the situation. (Preyer 
2012, p. 151, own translation)

The «Situational Context» of a specific action or behaviour is characterized by 
(c.f. March 1994; Busse 2019):

• a specific place and time,
• a specific spatial structure,
• a degree of formality (intimate, familiar, private, semi-private, public, etc.),
• a degree of seriousness (serious, ironic, playful, etc.),
• a definition of typical roles,
• behaviour and/or action requirements,
• status requirements between the interacting agents,
• possible consequences,
• relationships governing the influence of various social rule systems,
• the interacting agents’ definitions of the situation,
• and other aspects not yet considered here.

Possible factor criteria:

• ‹Place and time›: Where and when is the behaviour taking place?
• ‹Framing›: ‘As what’ is the behaviour taking place? For example: ‘as’ a job 

application? ‘As’ a theatrical play?
• ‹Media-based and performative mediation›: How is the behaviour being 

presented and performed?
• ‹Participants›: Who is interacting? Who is the behaviour targeting, who is 

judging it?

Examples of questions and aspects that can be assigned to each factor criterion to 
support an analysis of the potential social (in)appropriateness of interaction situa-
tions and guide these situations are given in Table 4.2.

4.2 The «Situational Context» factor
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Table 4.2  Situational Context. (Source: own representation)

‹‹Situational Context››

‹Place and time›
Where and when is the 
behaviour taking place?

‹Place›: Where is the 
behaviour taking place?

What culture (religion, prevail-
ing narratives and types of nar-
ratives, narrative styles, ideals, 
norms)? What subculture: are 
there any rules deviating from 
average norms for the purpose 
of delimitation?
Public or private? City/country-
side? Neighbourhood? Compa-
ny-specific?
Micro/macro level of social 
action?

‹Time›: The appropri-
ateness of a behaviour 
depends on the time at 
which the action/ behaviour 
is performed (cf. action and 
behaviour criterion ‹time›)

What chronological sequences 
play an important role in the 
situation?

‹Framing›
‘As what’ is the behaviour 
taking place? For example: 
‘as’ a job application? ‘As’ 
a theatrical play?

Is there a schematically accessible, i.e., (repeatedly) recog-
nizable, structure of interactive sequences?

Are there recognizable atmospheric features or indications 
of how atmospheric ‘data’ are (could be) perceived by the 
interacting agents?
Ritual/ritualized action? For example: opening ceremony? 
Dance? Dining/drinking ceremony? Wedding? Funeral? What 
kind of ritual manners are being performed? For example: 
table manners
Is there public/private expression of respect/sanctioning?
Degree of seriousness? ‘As’ a game, or ‘seriously’? ‘As’ 
commentary, ‘as art’ (see ‹Media-based and performative 
mediation›)? As a conflict?
What ‘guiding differences’ (“Leitdifferenz”, see Luhmann 
1984) must be observed as observation criteria, e.g., true/
false or refutable/not refutable for a situation unfolding ‘as 
science’?

‹Media-based and per-
formative mediation›
How is the behaviour being 
presented and performed?

Where: On media like the internet, blogs, social media, 
printed media, TV, cinema, advertising, text messages, 
picture messages
Genre: ‘as what’: news, satire, theatre, reality TV, acting, 
staging, documentation, documentary fiction, science, etc

(continued)



41

Possible observables:

• Living space; building architecture (high- and low-ranking buildings, see Van-
nucci 2014); landscape

• Duration of a conversation; form and content of a conversation, etc.
• Typical requisites/frame markers, e.g., for a theatrical play: stage, audience, 

curtain, lighting, tickets, programme announcing the performance, etc.
• Media type and platform
• Markings of participants: gender, age, other group-related and individual fea-

tures, such as attributed ethnicity, social rank, social capital, attributed social 
capital (so-called ‘reputation’), other phenotypic attributes; codes of conduct

• Participant’s attitudes and emotions

The «Situational Context» reflects various factor criteria that are associated with 
other factors, since the latter also play a role in how the situation is perceived. 
Nonetheless, the situation is itself viewed as a factor in its own right, since the 
interacting agents must always decide which situation they are in. It is therefore 
not just a conglomerate of the parameters of the other factor criteria but a variable 
that significantly influences behaviour in its own right.

Table 4.2  (continued)

‹‹Situational Context››

Do specific rules/practices apply, such as e-conversation 
norms in emails, on specific forums (different norms or cre-
ation of independent rules, for example in online multiplayer 
games or on the 4chan image board), in presentations, in art, 
is there specific language behaviour?
To what extent does the representation or performance of a 
situation fulfil/disappoint medium-specific expectations?
To what extent was the situation created by the representation 
or performance of a social behaviour?

‹Participants›
Who is interacting? Who 
does the behaviour target, 
who is judging it? (Partly 
overlaps with the «Rela-
tions between Interacting 
Agents» factor)

Animals, objects, people, robots?
Age, gender, height, other physical or other properties?
Norm variant?
Social roles? Attributed properties?

Individuals, collectives? In-group/Out-group?
How many participants? Does that make a difference?

Are the participants present at the same or at different times?
How do they feel?

4.2 The «Situational Context» factor
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4.2.1  Theoretical perspectives on the «Situational 
Context»

Below, we will consider some of the factor criteria individually as examples, such 
as the definitions of the situation by the participants and the culture surrounding 
people (as a sub-criterion of ‹place›) from the perspective of various theories. 
These examples illustrate aspects that could influence the construction and eval-
uation of what is perceived as socially appropriate in terms of the «Situational 
Context» factor. How or why a situation is experienced or defined one way or 
another depends on many different parameters and can shift abruptly or over time.

4.2.1.1  Defining a situation
The actors’ situation definitions play a crucial role as framings for what will be 
perceived as appropriate social behaviour. If interacting agents have differing 
definitions of the situation, they will most likely consider different behaviours 
appropriate. To conceptualise situation definitions, we can draw from theories in 
sociology, psychology, philosophy and anthropology. A person’s situation defini-
tion, no matter in what disciplinary terms you will describe it, will most likely 
depend on other factor criteria as mentioned in Table 4.2, such as the time and 
place of an interaction, thus, these criteria are mentioned throughout disciplines.

Sociologist Erwing Goffman proposed the notions of front stage and back-
stage to grasp the fact that there are different standards of what is considered 
socially appropriate behaviour in areas with different levels of public visibility: 
for a waiter, for example, there are different standards of behaviour in the ‘front 
stage’ of a restaurant than ‘backstage’ in the break room (Goffman 2017). Here, 
the level of public visibility is the decisive criterion for defining the situation. 
This relates to the degree of formality mentioned above (sect. 4.2). Clemens Kro-
neberg, building, among others (see below), upon German sociologist Hartmut 
Esser and social phenomenologist Alfred Schütz, on the other hand emphasises 
on the joint action and cultural dimensions included in defining what situation 
interacting agents are in:

Every action is guided by a subjective definition of the situation (Goffman 1974; 
Parsons 1937: 76f.; Thomas and Znaniecki 1927: 68ff.): to be able to act, human 
actors must develop an interpretation of their situation. To do this, they often appeal 
to socially shared frames of reference that reflect the culturally defined meaning of 
typical situations and indicate their situational relevance through certain perceptible 
objects. (Kroneberg 2011, p. 12, own translation)
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The three mentioned notions of “socially shared frames of reference”, their cul-
turally defined meaning, and “certain perceptible objects” play significant roles in 
all five factors of our model: social behaviour—as we understand it—is embed-
ded in socially shared frames of references at all times and in all places 
(relevant to the factors «Relations between Interacting Agents», «Standards of 
Customary Practice», and «Individual Specifics», at the very least). The concept 
of socially shared frames of reference reflects the fact that at least one acting per-
son and one judging person is necessary to form a dyadic relationship and there-
fore a social context. If acting and judging are performed by one and the same 
person, i.e., if a person reflects upon their own actions, we may assume that the 
voice judging the appropriateness of an action or behaviour only exists because it 
has been brought to the person’s attention from some external source somewhere, 
sometime. The significance of cultural meanings for ‘typical situations’ is fur-
ther expounded below (sect. 4.2.1.2). Kroneberg’s reference to perceptible objects 
corresponds to our approach of reading observables as indicators to approach the 
question of the recognizability of ‘typical situations’.

Kroneberg continues with explanations referring to, among others and in the 
terminology of our model, aspects of «Standards of Customary Practice» and 
«Individual Specifics» and contrasts the idea that human behaviour is always 
based on rational choices (see also RAtionAl Choice Theory, sect. 4.5.1.2), but is 
rather based on unconscious and more automated decision-making:

Secondly, human behaviour is characterized by variable rationality (Schütz and 
Luckmann 1979; Weber 1980). Although the ability to reflect and anticipate is a 
characteristic feature of human actors, humans do not always need to reflect on cur-
rent situations and the actions to be taken. Thus, actors frequently follow their first 
impressions and the first behavioural dispositions that are activated. Only sometimes 
and in some respects do they make elaborate decisions with a systematic considera-
tion and weighing of specific pieces of information and the expected consequences. 
(Kroneberg 2011, p. 12)

The aspect of «Individual Specifics» and Relations between «Interacting Agents» 
is further explored in the work of Weber, Kopelman and Messick (2004) and 
includes various factors that will only be touched upon here and will be discussed 
more elaborately under the factor «Individual Specifics», particularly with regard 
to social dilemmas (see sect. 4.3.1.3), which again can be grasped as situations. 
For our current purposes, social dilemmas can initially be understood as situa-
tions whose complexity is especially difficult to model technically but which 
can be described in terms of game theory and are therefore straightforward to 

4.2 The «Situational Context» factor
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 formalize (see sect. 4.5.1.2). The authors’ following question aims at grasping 
some aspects that may come up in the process of decision-making and shows the 
extent to which «Individual Specifics», «Type of Action, Conduct and Behav-
iour», «Standards of Customary Practice» and «Situational Context» are mutually 
interrelated:

What does a person like me (identity) do (rules) in a situation like this (rec-
ognition)? (Weber et al. 2004, p. 282).

The authors point to the relevance of the situation definition of the person trying 
to answer this question:

The definition of the situation informs the person about the norms, expectations, 
rules, learned behaviours, skills, and possible strategies that are relevant. (…) The 
definition of the situation suggests a choice set. Choosing among the options, we 
contend, is a rule-directed exercise. (Weber at al. 2004, p. 285)

If a person decides what situation they are in and what role they play in it, 
they will then ‘know’ what to do, or have a “choice set” of possibly appropri-
ate or inappropriate behaviour at hand. Information about what situation one 
finds themselves in is, on the other hand, provided by the ways in which the 
above-mentioned factor criteria manifest, and, of course, again by a person’s 
knowledge organisation and personal and cultural background.

The process of ascribing certain values according to cultural standards is 
explored in detail below (sect. 4.2.1.2). The fact that certain objects can be 
involved in defining a situation is worth mentioning here again regarding the fact 
that observables become indicators to possible action and behaviour according to 
certain and intertwined characteristics of a person and their environment.

One approach to formalizing the definition of a situation with regard to the 
relations of a person and their environment, again taking into account phenome-
nological aspects of perception, is offered by the Field theory and topologicAl 
pSychology of Gestalt psychologist Kurt Lewin (Lewin 1926, 1936, 2012), who 
proposed the following formula to explain behaviour:

A person’s behaviour (B) is a function of the relations between this person 
(P) and their environment (E). The relations between person and environment 
constitutes both the persons’ living space (L) and situation (S), so that
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B = ƒ(PE); read: behaviour is a function of the relations between a person and 
their environment, whereby (PE) includes the living space (L) of a person as well 
as their situation (S) and definition of their situation; behaviour therefore also is a 
function of a person’s living space and of their situation and situation definition.

Lewin emphasizes that a person’s living space and situational context depend 
on both “the nature of the surrounding field” (Umwelt; environment) (Lewin 
1936, 33) and the persons’ current needs and specifics, both being structured by 
several principles. Speaking with our model terminology, Lewin emphasizes on 
the fact that observables become indicators according to both the object’s and the 
perceiver’s specifics. Objects in the environment according to him and in his ter-
minology have a certain ‘Aufforderungscharakter’, literally meaning they ‘ask’ a 
person to do something, later translated as valences by Lewin himself. A hun-
gry person, for example will perceive food as stimulating and will organise their 
behaviour accordingly, a landscape will appear very different to a person depend-
ing on context, for example, in a war landscape as perceived by a soldier there 
may appear battle things and peace-things and single objects might change their 
‘Gestalt’ from appearing as one to appearing as the other (Lewin 2009): in times 
of peace, it might seem almost barbaric to burn doors and furniture; the ‘Auf-
forderungscharakter’ of burning is not contained within them; but in times of war, 
it might seem plausible and natural to exploit doors and furniture as heat-supply-
ing objects or flaming barricades. Thus, this type of usage appears to a human 
perceiver as a ‘stimulating character’ or valence within the object. Nevertheless, 
it is simultaneously the living being’s needs and definition of the situation that 
generate—in combination with the principal characteristics of that object—these 
‘stimulating characters’/valences in the first place.

This differs from the related term of affordances coined by the psycholo-
gist James Gibson (Gibson 1982, 2014) in that an Aufforderungscharakter also 
depends on the person perceiving it, whereas the concept of affordances focuses 
more on the object’s properties inviting a person to act (e.g., through its design). 
The difference between these theories can be roughly summarized as fol-
lows: “A letterbox only has an ‘Aufforderungscharakter’ for the observer if the 
observer wishes to post a letter; whereas the affordance [of the object, remark 
by the authors] still exists if there is no person present who wishes to post a let-
ter.” (cf. Hegenbart 2019, p. 58, own translation). Of course, it should be noted 
that design decisions are not independent of people and reflect human perceptions 
and basic prerequisites: the opening of a letterbox is placed at around hand height 

4.2 The «Situational Context» factor
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because it is oriented towards the physical specifications of adult humans and 
exists because of the human need to post objects. But there is still a difference 
between the notion of affordance, being a stable property of the object—as in: 
the letterbox provides the principal possibility to post letters or more generally, 
insert things in it—and the notion of Aufforderungscharakter—as in: the letterbox 
stimulates a person to send a letter to communicate with someone, or, according 
to their needs and wishes, to insert a firecracker and let the box explode.

Now regarding social appropriateness, according to both Gibson and Lewin, it 
is not only objects that offer up valences or affordances; humans and other living 
beings  also offer behavioural options and (perceived and/or displayed) stimuli to 
one another:

behaviour affords behaviour, and the whole subject matter of psychology and 
of the social sciences can be thought of as an elaboration of this basic fact. Sex-
ual behaviour, nurturing behaviour, fighting behaviour, cooperative behaviour, eco-
nomic behaviour, political behaviour—all depend on the perceiving of what another 
person or other persons afford, or sometimes on the misperceiving of it. (Gibson 
1979/2014, p. 58).

With regard to human-machine interactions between humans and technical arti-
ficial assistants, it is especially important to note that machine behaviour—in 
the broadest sense, referring not only to the behaviour of robots but also to that 
of algorithms—‘offers’ specific types of behaviour to humans. We do not even 
need to go so far as to invoke the human tendency to perceive technical objects as 
beings capable of agency. Even where human actors do not ascribe any conscious 
or deliberate decision-making, agency or organic impulses to technical objects, 
they nonetheless potentially perceive them as (active) parts of their living space—
and therefore also as elements relevant to the definition of their situation. A tech-
nical object’s behaviour may therefore be viewed as appropriate or inappropriate 
in the context of a particular situation definition, but it may also invite a person to 
define a situation a certain way or even act a certain way. Since technical objects 
may directly influence human behaviour by participating in the human living 
space they can be developed accordingly. Regarding technology development, we 
must bear in mind which goals are being pursued and which ethical considera-
tions should be given attention. With regard to the factor «Type of Action, Con-
duct, Behaviour, or Task», we can perhaps add here that it might be desirable to 
have a science of machine behaviour (as for example Rahwan et al. 2019 ask for) 
exploring machines’ behaviour, but also taking into account the human motiva-
tions present in the engineering process and in the implementation of the techni-
cal object’s into societal, personal, interactional, or other structures.
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4.2.1.2  Cultural schemas, cultural intelligence and culture 
dimension theories for situation understanding

There are many definitions of culture, and they can range from visible elements, 
such as the music styles of a group of people (or ‘pop-culture’), to non-visible ele-
ments, such as certain behavioral tendencies in a group. Some researchers take a 
view that includes both elements such as Stella Ting-Toomey’s conceptualization of 
culture: “Culture is like an iceberg: the deeper layers (e.g. traditions, beliefs, val-
ues) are hidden from our view; we only see and hear the uppermost layer of cultural 
artifacts (e.g. fashion, trends) and of verbal and non-verbal symbols” [50]. She then 
explains that to truly understand the nature of a culture, we must be able to match 
the upper layers with the lower layers. (Mascarenhas et al. 2016, p.933 quoting 
Ting-Toomey 1999)

When talking about «Situational Context», the factor criterion ‹place› with a spe-
cial focus on culture deserves special attention. The cultural context in which 
technical systems will be used is relevant to their development. Technical sys-
tems’ behaviour and design may have to be adjusted to cultural standards to avoid 
rejection of the technical system, to make technically collected study results com-
parable, or for some other purpose. For example, researchers try to find out about 
preferred spatial distance of agents in human–machine interaction (‘proxemics’) 
in different cultures (Mead et al. 2013; see e.g., Rios-Martinez et al. 2015) to 
enhance user satisfaction with robotic systems.

In this chapter, culture is singled out and discussed as an example of the cri-
terion ‹place› influencing a person’s situation understanding and related appro-
priateness judgements, although it is only one aspect of the parameters along 
the lines of which a situation will be perceived, defined, understood, or evalu-
ated. Culture specific aspects of the construction and judgement of situationally 
appropriate behaviour will be presented from a mostly psychological perspective. 
Social psychologists such as quoted above assume that from observing or meas-
uring, for example through surveys, the ‘uppermost layers’ of a culture, it may be 
possible to infer participants’ beliefs and values, which will influence what will 
be perceived as appropriate behaviour in certain situations—and what will be per-
ceived as a what kind of situation in general.

According to a theory of cultural schemas (cf. for example Nishida 2005) 
a person stores a cultural schema (sect. 4.1.1.1) for known situations that will, 
among other information, such as what items will be likely to be present, provide 
knowledge about which behaviours are socially appropriate or inappropriate in 
this situation:

4.2 The «Situational Context» factor
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Cultural schemas for social interactions are cognitive structures that contain knowl-
edge for face-to-face interactions in one’s cultural environment. (Nishida 2005, S. 403)

The schema of a child’s birthday party, for example, is different for a Mexican 
child than for a European child. The observable of piñata is only part of the 
birthday party schema if the child has previously seen, been told, or otherwise 
experienced the battering of a cardboard figure filled with candy. Changes in psy-
chological schemas are for example described by Jean Piaget (1970, 2002 [1928]) 
with the concepts of “assimilation” and “accommodation”. Upon first contact 
with something new, the first response is to attempt to assign it to an existing 
schema. If this is not possible, a new schema is created, or, the organism adapts 
and further develops itself (Piaget 1970).

David Rumelhart, Donald Norman (1978) and Walter Cannon (1968) grasp the 
process of changing schemas with the following concepts:

• Tuning; a temporary adaptation or expansion of an existing schema, e.g., in 
recognizing a specimen of a certain animal species because of its similarity or 
family resemblance to other specimen of the species,

• Accretion; a gradual and permanent modification of existing schemas that can 
cause a person who spends an extended period within another culture to grad-
ually lose the ability to differentiate between previous and newly added sche-
mas after a certain point in time,

• Restructuring; a sudden and massive change in existing schemas, for exam-
ple through long-term exposure to discrepant experiences, conscious reflection 
on experiences and their content, and/or active efforts to reorganise one’s own 
knowledge (cf. Nishida 2005 with reference to Rumelhart and Norman 1978 
and Cannon 1968).

Cultural schemas, and hence guidelines for the appropriateness of social behav-
iour in different situations, are, just like other schemas, created through repeated 
experience, observation, or discussion of similar situations, (Nishida 2005, p. 403; 
cf. for example Abelson 1981, Chi 1981, Fiske and Taylor 1984, Hudson and Nel-
son 1983, Hudson and Shapiro 1991, Mandler 1984, Minsky 1977, Schank and 
Abelson 1977, Taylor and Crocker 1981; Turner 1994). This not only facilitates 
social interaction in action contexts, such as a purchasing situation (order, receive, 
pay), and communication, it also influences problem-solving approaches or 
 emotional and affective reactions to specific processes. Thus, among other things, 
cultural schemas form the basis of a “complex cognitive structure that under-
lies our behaviour.” (Nishida 2005, p. 404) and can be defined as follows:
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Cultural schemas are generalized collections of knowledge that we store in our 
memory through experiences in our own culture. Cultural schemas contain general 
information about familiar situations and behavioural rules as well as information 
about ourselves and people around us. Cultural schemas also contain knowledge 
about facts we have been taught in school or strategies for problem solving, and 
emotional or affective experiences that are often found in our culture. (cf. ibid.)

Chase and Ericsson (1982) see cultural schemas as orientation guides for infor-
mation processing; they postulate that cultural schemas are associated with the 
organisation of information into “meaningful chunks” (Nishida 2005, p. 409). 
This is for example supported by studies indicating that having prior knowledge 
about a certain topic enables a person to remember new information about this 
topic more effectively, since the information is already structured by existing 
schemas. Schemas can therefore be understood as a condition of possibility to 
perceiving situational contexts.

With regard to social appropriateness, the acquisition of primary social 
interaction schemas (see sect. 4.1.1.1) is necessary to adapt to local standards 
(Nishida 2005, p. 410). Cultural schemas also explain why there are culture-spe-
cific judgements of appropriateness that diverge from one another: depending on 
local regularities, different schemas are adopted by people, generating different 
expectations and expectations of expectations, and leading to irritation when 
these expectations are disappointed. For a more detailed discussion of each type 
of schema, such as fact and concept schemas, person schemas, self schemas, role 
schemas, procedure, strategy, emotion and context schemas—the latter of which 
contain specific rules of appropriateness, see also sect. 4.1.1.1.

With regard to technical systems and cultural context, artificial assistants 
operating in cross-cultural contexts might need to be designed to offer options to 
switch between different schemas, or, for self-learning systems it could be impor-
tant to pay attention to the cultural standards the training data is soaked with—
that is to say: what kind of schemata the system imitates.

The ability of a person to adapt their behaviour in culturally diverse interac-
tions can be grasped by the concept of Cultural intelligence. According to Soon 
Ang and Linn van Dyne (2008) Cultural Intelligence has behavioural, motiva-
tional, and metacognitive aspects and can be quantified on a scale with the fol-
lowing dimensions:

1. Drive: A person’s interest in functioning effectively in different cultural set-
tings. Drive is divided into intrinsic and extrinsic interest, as well as self-effi-
cacy (confidence in one’s own ability).

4.2 The «Situational Context» factor
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2. Knowledge: A person’s knowledge of cultures. This encompasses knowledge 
of economic and legal systems, interpersonal knowledge of values and norms 
in social interactions, religious attitudes.

3. Strategy: The way in which meaning is derived from an unknown situation. 
This encompasses awareness of one’s own cultural knowledge, the ability to 
plan ahead, and the ability to adapt to deviations from expectations.

4. Action: The ability of a person to adapt appropriately to the verbal and 
non-verbal behaviour of another culture. This encompasses gestures, facial 
expressions, tone of voice, etc.

There may be functional equivalents to these dimensions that could be imple-
mented in technical systems to make them ‘culturally intelligent’, especially 
concerning Knowledge and Action, while aspects of Drive and Strategy such as 
intrinsic interest and deriving meaning might be categories that could have tech-
nical equivalents but will lack the quality they have in living beings (see also 
chap. 7). Nonetheless these could be dimensions to take into consideration if one 
plans a ‘culturally intelligent’ system.

Social psychologist Geert Hofstede’s Cultural Dimensions Theory which 
was further developed by his son Gert-Jan Hofstede and others (cf. for example 
Mascarenhas et al. 2013), explores the possibilities of measuring cultural differ-
ences empirically.

The authors postulate that the unwritten rules of human cultures, which Hof-
stede describes as “the collective programming of the mind” (Hofstede 2001, 
p. 1) are responsible for regulating human social behaviour. Social systems are 
conceived of as systems that function effectively because humans tend to act and 
behave according to socially acquired expectations and trust in certain probable 
courses of events: “I predict that […] Mrs. X will be in the office at 8:25 A.M. 
tomorrow; that the taxi driver will take me to the station and not somewhere else 
if I ask him; that all members of the family will come if I ring the dinner bell.” 
(Hofstede 2001, p. 2) For each prediction being made in terms of the probability 
of certain courses of events manifesting, the predicting subject considers both the 
involved people and the situation (ibid.). The better someone knows the “men-
tal program” or “mental programming” of an interaction partner, the greater 
the probability of a prediction being correct (ibid.)—or an expectation to be jus-
tified. However, since mental programs are not directly observable neither for 
nor in humans or technical systems, Hofstede instead proposes using observable 
behaviour—i.e., words and deeds—to draw conclusions about the inaccessible 
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 dimension of mental programming. To make cultural characteristics measur-
able, Hofstede (2015) proceeds on the assumption that although cultural values 
such as ‘family is more important than work’ and motivations such as ‘therefore 
I will ask for a day off to attend a funeral’ are rather abstract and hard to observe, 
they can partly be inferred from observables at the surface of cultural contexts, for 
example by asking people about their opinions and their usual practices and inter-
preting the results. A visible behaviour practice such as bowing when your boss 
enters the room (see e.g. Mascarenhas et al. 2016, p. 934) can, according to this 
theory also be interpreted as a symptom of certain underlying values.

Hofstede distinguishes between:

• a universal level of mental programs, shared by almost all or at least most 
people—as well as some species of animals,

• a collective level, shared by some but not all people; this level contains culture 
including language, proxemics, and ritualized types of behaviour, for example 
regarding food consumption or sexuality (cf. ibid.),

• an individual level that is not shared with anyone else.

And these are the quantifiable culture dimensions he postulates:

1. Individualism vs. collectivism (IDV): How strong is in-group loyalty, how 
strongly is the individual identity based on belonging to a group or how 
strongly are individual interests guiding behaviour?

2. Power distance index (PDI): How do people in lower hierarchical positions 
perceive and accept inequality?

3. Masculinity vs. femininity (MAS): How much do gender ascribed prefer-
ences, for example between materialism and an idealisation of assertiveness 
and an appreciation for quality of life and cooperation differ in people per-
forming masculine and feminine gender roles?

4. Uncertainty avoidance index (UAI): How strong is the threat from unstruc-
tured situations/situations perceived as uncertain felt to be?

5. Long-term vs. short-term orientation (LTO): What is the scale of anticipa-
tion concerning a time horizon? How much time is required to build relation-
ships?

6. Indulgence vs. Restraint (IND): How free are people to fulfil human desires?

4.2 The «Situational Context» factor
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Measuring these dimensions allows to represent essential differences in the social 
behaviour of members of different cultures, as well as to infer from that their 
 collective programming of the mind or describe their habitus (for the similarities 
between Hofstede’s formulation and Bourdieu’s concept of habitus, see also Hof-
stede 2001, p. 4).

Mascarenhas et al. (2013) use parts of this framework to propose a SociAl 
importAnce dynAmicS model (SID) that has been used to create socio-cultural vir-
tual agents (see sect. 4.2.2).

4.2.1.2.1  An example of theoretical multitude: More cultural 
dimensions and typologies

Besides Hofstede’s quite popular cultural dimensions, other theories have been 
developed to study quantifiable and non-quantifiable cultural dimensions, some of 
which differ from Hofstede’s work, some of which build on it, and some of which 
preceded it. Some of these approaches are briefly listed below as a repository of 
inspiration and as an example of how multifaceted and manifold the theories that 
can be considered when trying to build sociosensitive or socioactive systems are. 
As pointed out before, in the proposed terminology, cultural aspects are just one 
subgenre of the «Situational Context’s» subcriterion ‹place›. Even in this fraction 
of the overall factors and criteria of social appropriateness we find a multitude of 
approaches to the topic, of which, for example, only using  one aspect, such as 
one cultural dimension, from one of the theories mentioned below from a subfield 
of one scientific discipline can lead to the development of a sociocultural model 
such as the SID model as discussed in detail in sect. 4.2.2. This is to illustrate 
just how rich theoretical grasping of human-human interaction is, how broadly 
on the one hand, and how fine-grained on the other, we might need to look into 
it to find parts that can be transferred to the design of technical objects or of 
human-machine interaction in general. The following list can also be understood 
as a reminder to the necessity of an integrative approach to research: with a goal 
in mind for technological development, it can be useful to involve experts in a 
related field who will provide a theoretical overview. 11

• Based on work by Clyde Kluckhohn (Kluckhohn 1951), Florence Kluckhohn 
and Fred Strodtbeck (1961) propose the following dimensions of value orien-
tation in action theory (cf. Hills 2002):
1. Time orientation of people: Concerns orientation towards the past, pres-

ent, or future.

11 That being said, the following list is also an example of doing just that as it is a summary 
of a report by Ulrich Hößler (2019) written in the context of poliTE.
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2. Relationship between man and nature: Concerns the question of har-
mony with nature, submission, domination vs. living harmoniously.

3. Relationship between people and other people: Concerns the question of 
social hierarchy vs. equality and hence whether a position in society can be 
earned through merit (as opposed to birth right, for example).

4. Activity orientation of people: Concerns people’s potential for growth: 
acceptance of an existing situation or work towards development and open-
ness to experiences.

5. Essence of human nature: Concerns the conception of whether human 
nature is “good”, “bad”, “mixed”, or “neutral” and whether it can be 
changed or not.

• Social psychologist Shalom Schwartz with his Theory oF CulturAl VAlueS  
OrientAtionS proposes seven cultural value orientations that form three cul-
tural value dimensions (Schwartz 2006) or cultural-level value oppositions:

In his Theory oF BASic VAlueS Schwartz (2012) identifies ten individual values 
that do not necessarily reflect those of the culture. An individual may exist within 
a culture and reproduce its values but can also have conflicting individual val-
ues. An example of this could be someone who lives and was socialized within a 
culture that attaches great importance to hierarchy but individually believes that 
all people are equal and accordingly treats subordinates (e.g., at work) as equals 
or without a strong hierarchical gradient (cf. Dragolov and Boehnke 2015). For 
a distinction between values from attitudes, beliefs, norms, and traits and for an 
explanation of why there seems to be a “similar hierarchical order” of “average 
value priorities of most societal groups” (Schwartz 2012, p. 2) see also Schwartz 
(2012).

• Anthropologist Edward T. Hall’s work contains up to six dimensions (cf. Rog-
ers et al. 2002), some of which are:
1. Temporal orientation (Hall 1959): Hall distinguishes between mono-

chronic and polychronic conceptions of time. According to a monochronic 
conception of time (prevalent in many Western cultures), time is understood 
as a resource that is consumed. A polychronic conception of time views 

Embeddedness vs. (intellectual/affective) autonomy

Mastery vs. harmony

Hierarchy vs. egalitarianism

4.2 The «Situational Context» factor
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time as unplannable. Activities are interrupted when something that is con-
sidered more relevant happens, then resumed later.

2. Spatial orientation (Hall 1966): Hall’s spatial orientation, sometimes 
described as proxemics, examines the topic of physical distance between 
interacting persons in different social contexts such as intimate, personal, 
social, and public interaction.

3. Contextual orientation (Hall 1976): The dimension of contextual orienta-
tion includes the idea of extension transference and can be used to describe 
interpersonal communication between individuals. Low-context cul-
tures are characterized by the fact that little or no contextual information 
is needed to understand a message, and all relevant information is repre-
sented verbally (or in writing). In high-context cultures a large amount of 
information is conveyed through context, for example through prosody or 
gestures, but also through the communication situation itself. For example, 
messages containing criticism that may endanger relationships may not be 
communicated directly.

• Trompenaars and Hampden-Turner (1993) propose, the following dimensions, 
among others (such as Individualism—Communitarianism):
1. Universalism versus particularism: Universalism is characterized by a 

rigid interpretation of rules, laws, and norms. There are no exceptions, laws 
always apply to everyone. Particularism represents the opposite stance, 
where exceptions are permissible (e.g., for celebrities, etc.). This dimension 
is comparable to Hofstede’s dimension of power distance in some regards.

2. Neutral versus affective cultures: Here, neutrality means neutrality in 
terms of emotion and its expression. A neutral culture does not include 
emotional discussions, emotions are not publicly displayed, and expres-
sions of emotion (e.g., through gestures or speech volume) are avoided. By 
contrast, in an emotional society, expressing and acting out emotions is also 
appropriate in public. There are parallels with Hall’s dimension of spatial 
orientation (1966).

3. Specificity versus diffuseness: Specificity in a society refers to the sep-
aration of different areas of life. Work and private life are separate, and 
privacy is granted special protection. Diffuseness describes the mixing 
of different areas of life. Nevertheless, roles remain relatively constant 
throughout (e.g., it is appropriate to invite your boss to a party, but he or 
she is still your boss there). This dimension also reflects Hall’s spatial ori-
entation.

4. Achievement versus ascription: This dimension focuses on the acces-
sibility of status, recognition, and reputation in  performance-oriented 
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( achievement) vs. status-oriented (ascription) cultures. In a perfor-
mance-oriented culture, social advancement can be achieved through work 
and effort. In a status-oriented culture, more uncontrollable factors such as 
gender or caste play a determining role.

5. Sequential time versus synchronous time: Hall’s monochronic cul-
tures are comparable to the cultures described here as having a sequential 
conception of time; they are characterized by linear processing of tasks. 
In contrast to these, Hall defines polychronic cultures, which here are 
described as having a synchronous conception of time. In these cultures, 
tasks are carried out in parallel.

6. Internal versus external control: Belief in internal control describes the 
conception that people can control their environment—natural, technical, 
and social. External control refers to the conception that there are uncon-
trollable (higher) powers that influence events, and people are subject to a 
“destiny” to which they must submit. Here, parallels can be drawn to the 
dimension of “relationship with nature” mentioned above.

• The GLOBE study was performed as part of the Global Leadership and 
Organisational Behaviour Effectiveness (GLOBE) Research Program, founded 
by Robert J. House. The results (House et al. 2004) coincide with Hofstede’s 
cultural dimensions in some regards:
1. Performance orientation: Are dedication and the pursuit of improvement 

rewarded by society?
2. Assertiveness: Is competitive and confrontational behaviour rewarded by 

society?
3. Humane orientation: Are fairness, altruism, generosity, etc. rewarded by 

society?
4. Gender egalitarianism: Does society seek to achieve gender equality? 

(based on Hofstede’s dimension of masculinity/femininity)
5. Future orientation: Is future-oriented behaviour (e.g., through long-term 

planning) rewarded by society?
6. Organisational individualism vs. collectivism: Are (institutional) collabo-

ration and collective resource distribution rewarded? Are networks formed 
to conduct exchanges?

7. Societal individualism vs. collectivism: Do individuals define themselves 
through their belonging to a (social) group and are they loyal to this group? 
This dimension reflects a differentiation into ingroups and outgroups.

8. Power distance: Similar to Hofstede (see above).
9. Uncertainty avoidance: Similar to Hofstede (see above).

4.2 The «Situational Context» factor
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• Culture, communication and language theorist Richard D. Lewis (1996) in his 
LewiS Model oF CroSS-CulturAl CommunicAtion presents fundamental types 
of cultures; hybrid combinational forms are possible. Regarding social appro-
priateness these differences can be highly relevant.
1. Persons in linear-active cultures (e.g., British, US American, German, or 

Swiss cultures) are strongly task-oriented and organised, diligent in their 
work, with strict time management and planning needs.

2. Persons in multi-active cultures (e.g., Romance, Latin American, and Ara-
bic cultures) are strongly person oriented. Interpersonal relationships are 
seen to be important for collaboration and are given priority over strict time 
constraints and the performance of tasks. Work is characterized by flexible 
and simultaneous task performance; communication styles are expressive 
and lively.

3. Persons in reactive cultures (e.g., Finnish, Scandinavian, and many Asian 
cultures) are reserved, polite, and modest. Communication styles are char-
acterized by active and concentrated listening, harmony, consideration of 
needs, and the avoidance of confrontation (including saving face of all par-
ticipants, see also sect. 4.4.1.6) are granted high importance.

• Alexander Thomas (2016) designed a series of cultural standards within the 
framework of qualitative binational studies comparing different cultures. 
Seven German cultural standards from the perspective of many foreign part-
ners are listed below as an example (cf. Schroll-Machl 2016); these standards 
should be viewed as tendencies rather than established facts:
1. Task orientation: People and facts are separated. Especially in pro-

fessional life, person interests are set aside, and emotional issues are 
disregarded. This makes work and communication styles efficient and tar-
get-oriented but can also represent an obstacle for collaboration if funda-
mental problems at a relationship level are ignored.

2. Valuing of structures and rules: Rules are strictly always followed by 
everyone, and planning systems are necessarily considered. If somebody 
violates a rule, it is socially appropriate for this to be sanctioned by unin-
volved observers (e.g., rebukes/complaints if somebody runs a red light). 
Special treatment is only granted informally and under certain conditions. 
Reduced flexibility can lead to problems if there are unanticipated events.

3. Rule-oriented, internalized control: People socialized within the Ger-
man culture are characterized by a strongly rule-oriented manner, identify 
strongly with concepts, activities, etc., that are perceived to be good and 
appropriate, and consistently implement them based on internal motiva-
tion for their perceived moral value even in the face of (internal) resistance. 
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The consequences include high reliability and self-discipline, but also low 
 flexibility.

4. Time planning: German culture has a monochronic conception of time 
(see above): time is viewed as a finite resource that must be carefully used 
and precisely planned (including for personal matters). Deviations from a 
schedule are only accepted for good reason (and if necessary, with an apol-
ogy), untimeliness is socially appropriate, and interruptions in work on a 
task are undesirable.

5. Separation of different domains of personality and life. Work and pri-
vate life are strictly separated in German culture, and work is not expected 
to be interrupted by personal matters. A social relationship is not required 
for collaboration, spending leisure time with colleagues is optional. Differ-
ent social groups (e.g., circles of friends) therefore tend to remain separate.

6. Low-context communication style: In German culture, people communi-
cate directly and clearly, including about problems. Politeness plays a sec-
ondary role to clarity of information (compare with low-context cultures, 
see above). This makes communication styles extremely efficient and effec-
tive but can seem unfriendly and inappropriate to more strongly relation-
ship-oriented cultures.

7. Individualism: Self-reliance and independence are often valued more 
highly in German culture than peer groups, personal goals are more impor-
tant than collective interests, decisions are made by individuals themselves. 
German culture is therefore described as an individualistic culture. One dis-
advantage is that support must be actively sought to address personal prob-
lems, including assistance of a professional nature (Schroll-Machl 2016).

4.2.2  «Situational Context» (culture) and sociosensitive/
socioactive artificial assistants

Technical systems can be seen as performing several roles regarding Situational 
Context, for example:

(a) Technical systems might be seen as requisites that help determine how a situ-
ation is defined by a human and may be designed accordingly. For example, if 
the goal is to influence or alter situation perception a system can help in doing 
that—be it in health care contexts in which a person’s situation evaluation is 
desired to be changed, in a context in which situation evaluation is mediated 
technically, for example where danger is signalled by a technical medium, or 

4.2 The «Situational Context» factor
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any other scenarios. Questions leading the development process could be: does 
the assistant somehow influence interacting agents’ situation perception? Is it 
supposed to be?

(b) Technical systems might be seen as participating a predefined situation. Ques-
tions could be: is the assistant designed to fit the situational context? Is it sup-
posed to be?

(c) Technical systems might be seen as observing a situation. Questions could be: 
What does the assistant need to understand the situation? What can be possible 
misconceptions? Who is to decide what a misconception is and where, when 
and by whom is data being interpreted? For example, in machine learning, an 
unsupervised learning system is not so much designed to produce something 
“wrong” or “right” as a supervised system, a pattern-detecting system might 
observe a pattern unfamiliar to a human observer and can come to another 
conclusion concerning the situation.

(d) Technical systems might simulate a situation to help a person orient them-
selves in such a situation should it manifest in their life. Examples are techni-
cally mediated trainings such as in-flight simulation or intercultural training.

The following example of the SociAl ImportAnce DynAmicS Model illustrates the 
use of selected theorems taken from theories associable with FASA model factors 
and factor criteria in sociosensitive and socioactive systems development. The 
SID model has been used in training contexts such as mentioned in (d), and it 
offers an architecture to design agents in a way so they can quantify the social 
appropriateness of certain action options a system has the possibility to choose 
between.

With a model based on a theory of SociAl importAnce dynAmicS, building upon 
some of Hofstede’s work and Theodor Kemper’s StAtuS-power theory (see sect. 
4.4.1.5), Mascarenhas et al. (2016) propose, it should be possible to create vir-
tual agents that are ‘aware’ of the social consequences of their actions, and which 
can take certain aspects of a culture into account and choose their courses of 
actions accordingly (Mascarenhas et al. 2016, p. 933). This is attempted by sim-
ulating human social behaviour according to the dimension of individualism vs. 
collectivism with the SID model. The authors remark that previous virtual agents 
have mainly focused on taking language (Johnson et al. 2005), dialect (Finkel-
stein et al. 2013), pauses and overlaps in speech (Endrass et al. 2009), posture 
(Endrass et al. 2011), and proxemics and eye gaze (Jan et al. 2007) into account 
(Mascarenhas et al. 2016, p. 932). Instead of focussing on those features, the 
authors promise to focus on “cognitive biases in judging the appropriateness of 
social actions in everyday social interaction” (Mascarenhas et al. 2016, p. 932). 
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Mascarenhas et al. identify three levels that are important for the development of 
sociocultural agents and regarding situations: an interaction level, a group level, 
and a society level (Mascarenhas et al. 2016, 937ff.).

1. Interaction: At the interaction level, the ritual (cf. also Wulf 2022) must be 
taken into account, understood as an at least dyadic interaction process involv-
ing shared attention, possibly with symbolic elements, together with the phys-
ical context (place) and the participants of this ritual; the physical context 
and properties of the participants also influence the ritual itself (Mascarenhas 
et al. 2016, p. 937 with reference to Degens et al. 2014); here, ritual ultimately 
refers to every possible social (and possibly symbolic) action, which is partly 
covered by the concept of situation in the FASA model.

2. Group: At the group level, “moral circles” (Wilson 2007) need to be consid-
ered, which determine to whom certain rights and obligations are attributed, 
for example, and which contain three further elements: a) members of the 
moral circle, b) their shared perception of moral attributes (relational varia-
bles), and c) rules of behaviour for the members of each moral circle (social 
norms). In the computer-based model, the members of a circle are embodied 
by agents with the same configuration. Relational variables describe aspects 
of a relationship such as prestige or reputation, and the sum of all relational 
variables with positive connotations constitutes the ‘social importance’ of an 
interaction participant. Social norms determine which actions should and may 
be performed in certain contexts and which are prohibited (Hollander and Wu 
2011). In every moral community, there are different and overlapping norms 
for behaviour that govern its appropriateness. (Note that the notion of “moral 
circles” corresponds to the factor Standards of Customary Practice)

3. Society: At the society level, the behaviour of the society’s members is pri-
marily regulated by cultural meta-norms. The cultural background might for 
example determine which moral communities and which social norms are 
viewed as more or less important, for example: is it more important to accept a 
party invitation from your boss or from your friends?

Fig. 4.4 (reproduced from Mascarenhas et al. 2016, p. 939) shows how the SID 
model is integrated within a belief-desire-intentions (BDI) architecture (see e.g. 
Rao and Georgeff 1995) to improve the social intelligence of the BDI agent.

Beliefs stand for knowledge about the environment, the self, and other agents, 
and are represented by logical predicates. Desires denote the agent’s motivations 
and formalize the world state that the agent wants to make happen. In this model, 
a goal G has the values (1) name, (2) preconditions, (3) success conditions, (4) 
importance of success. Intentions represent goals pursued by the agent at the 

4.2 The «Situational Context» factor
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 current point in time, consisting of a particular goal and an action plan to achieve 
its success conditions.

The authors now insert the relation of social importance (SI) into this BDI 
algorithm. Its value influences whether an action should be carried out or dropped 
by the agent. The agent starts with its own beliefs (Bself) and the beliefs of its 
partner (Bag) (Mascarenhas et al. 2016, p. 940). Initially, the agent’s own beliefs 
are assumed to be also existent in its partner; then the social importance, the 
agent’s assumptions about the beliefs of its partner, and its own beliefs are revised 
based on characteristics observed by the agent. The SI of an interaction partner 
is represented by the formula SI ([x]) = [y], where x denotes the target agent’s 
name and y is the SI value attributed to it using so-called SI attribution rules that 
encode “shared cultural knowledge of how different factors influence the SI of 
other individuals” (ibid. p. 941). In the simple example presented here, the factors 
“is a person” and “belongs to ingroup or outgroup” are quantified to calculate the 
SI (ibid.). The SI attribution rules also contain a mechanism that deducts a certain 
value for inappropriate behaviour. The model does not consider the agent’s desire 
to collect SI by displaying status-enhancing behaviour; however, this is possible 
in principle according to the authors (ibid. p. 942f.). The goal of the model as pre-
sented here is to code socially appropriate behaviour. The SI attribution to inter-
action partners occurs via:

• A set of preconditions that determine in which contexts SI attribution is appro-
priate (C)

• A name for the action that symbolizes the status conferral / SI conferral (A)
• A target agent to whom the conferral is made (T)
• A conferred social importance value (V)

Actions such as giving advice, giving directions, offering help, greeting, show-
ing gratitude, and applauding are associated with an SI conferral. As shown in 
 example 5, certain demands or requests are assigned values (V) to enable the 
agent to calculate whether its attributed SI in a given context is sufficiently high 
to make a request, which is also assigned a value.

Example 5: Usage of the SI Model

Consider the following example: John and Paul (InGroup) are in a bar 
together with User (OutGroup). User and Paul are looking for a place to 
sleep.

4.2 The «Situational Context» factor
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The possible actions are: askDirectionToHotel(V = 10) and askToS-
leepOver (V = 60).

Paul now calculates whether SI(Paul) >  = 60 is true in BJohn, i.e., with 
regard to his model on John’s mental state, Paul checks to see whether 
John attributes enough SI to him to possibly accept the request to sleep 
over at his house (Mascarenhas et al. 2016, p. 945). In the example, within 
his model of John’s mental state BJohn, Paul expects John to attribute 
SI(Paul) = 25 to him, based on Person = 20; InGroup = 5. Since this is not 
enough to request an overnight stay, because 25 < 60, he instead asks John 
for directions to a hotel.

In simplified terms, a cultural difference can be represented in this model by 
assigning different values to the attribute InGroup or OutGroup to reflect differ-
ent values along the culture dimension of individualism (IDV) versus collectivism 
(COL). In a more collectivistically organised culture, agents expect a stronger eval-
uation of the difference between ingroup and outgroup, i.e., different behaviours 
can be expected depending on whether the agent is interacting with an ingroup or 
outgroup member. In a more individualistic culture, it can instead be expected that 
the interacting agents will be treated more equally regardless of their belonging to 
a particular group (Mascarenhas et al. 2016, 945f.). In the model, this would result 
in different values when evaluating the beliefs and mental states of an interaction 
partner. It would also lead to evaluation differences regarding potential actions 
to be performed: greeting, addressing, or joining an unfamiliar group would for 
example tend to be seen as more appropriate in individualistically organised cul-
tures than in collectivistically organised cultures (Mascarenhas et al. 2016, 946f.). 
Conversely, the performance of such acts, being associated with a lower cost, 
would be less socially worthwhile and significant. The authors use this to explain 
why the greeting “How are you?” in the strongly individualistic American cul-
ture is often misunderstood as genuine concern by interaction partners socialized 
within other cultures and in some cases met with a detailed response (ibid., 946f.).

An example of a more complex architecture, where the SI is implemented into 
“FAtiMA [14], a well-established architecture for emotionally intelligent agents 
that follows the OCC Appraisal Theory [15]” (Degens et al. 2013, p. 5) is to be 
found when looking at the intercultural training application called TrAveller, 
aimed at a target group of 18–25-year-olds, in which critical incidents of an inter-
action with virtual agents can be replayed (Degens et al. 2013). The goal of the 
application is to demonstrate cultural differences by assigning different SI values 
to players based on their actions, causing the virtual agents to behave—and judge 
(raising eyebrows, monosyllabic responses)—in different ways accordingly. The 
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program was tested in Portugal, the supposedly most collectivistic European 
country, and in Holland, the supposedly most individualistic European country.

Other culture-aware agents, such as Elect BilAt (Bilateral Negotiation 
Trainer) (Hill et al. 2006), are for example used in training for soldiers with the 
goal of teaching language dialects, appropriate gestures, and negotiation tactics 
(Hill et al. 2006; Johnson et al. 2005). For negotiations, PURB (Haim et al. 2012) 
was developed based on Colored TrAilS (Gal et al. 2011; Grosz et al. 2004) as 
an agent that observes, processes and negotiates human social behaviour during 
negotiation talks; here, a probabilistic model of human action was used. The CAB 
model (Solomon et al. 2008) which models culturally affected behaviour and 
TheSpiAn (Si et al. 2006) which models socially normative behaviour were, just 
as the TrAveller, equipped with a theory of mind mechanism based on the PSych-
Sim FrAmework (see Mascarenhas et al. 2016, p. 935). Degens et al. (2014) devel-
oped a conceptual model for sociocultural agents based on Hofstede’s dimensions 
of individualism vs. collectivism and power distance. Orient (Aylett et al. 2009) 
is designed as a game to teach intercultural empathy to teenagers on the basis 
of a model of social behaviour whose architecture is partly based on Hofstede’s 
work as well. Some other models (Insafutdinov et al. 2016; Torta et al. 2013) are 
sociosensitive or culturally sensitive to the extent that they take proxemics into 
account. Nick Degens et al. (2017) offer further suggestions based on the SID 
model on how culturally coded aspects of behaviour could be integrated into vir-
tual characters. They performed various experiments showing that test subjects 
with different cultural backgrounds evaluate the social behaviour of a virtual 
character differently. The results are intended to help to design technology that 
reflects how meaning is attributed differently by different local cultures.

4.3  The «Individual Specifics» factor

«Individual Specifics»12 refers to individual influences on the construction and/
or perception of social appropriateness in interpersonal interactions, for example

• the overall physical, psychological, and cognitive constitution of interacting 
agents, as well as their actual state of being,

• the personality structure of the interacting agents,
• their age, gender, individual social roles and positions in society, individual 

lifestyles (fashion, food, etc.).

4.3 The «Individual Specifics» factor

12  In the terminology of differential psychology, this factor encompasses inter- and intrain- 
dividual differences (Stemmler et al. 2016).
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One example concerning the actual state of a person in a certain situation could be 
their current emotional state or their being influenced by outside stimuli. It has for 
example been demonstrated empirically that people who are exposed to an odor-
ous substance (chemically synthesized hedione) sanction their interaction partner’s 
social behaviour of more than people who were not exposed to the substance in 
game-theoretically constructed experimental situations (Berger et al. 2017; this is 
also relevant to the factor «Relations between Interacting Agents»). More gener-
ally and not situation bound but personality bound, specific character traits can for 
example be used to conclude which type of interpersonal communicative interac-
tion style (more of less dominant, more or less hierarchically structured) certain 
people prefer individually, (Pratto und Sidanius 2012); cf. sect. 4.3.1.2. Both these 
examples show how an individual’s judgement regarding the appropriateness of 
another’s action and/or behaviour can vary according to the judge’s situational or 
personal states of being. Additionally, appropriateness assessments can, for exam-
ple, vary according to gender, age, skin colour and other personal features (Cur-
tin 1985; Mills 2003; Tolmach Lakoff and Bucholtz 2004). Both the evaluating 
and the evaluated person’s characteristics can influence what will be perceived 
as appropriate behaviour. On a meta level, it is possible to assess the appropriate-
ness assessment itself from an ethical point of view: Do we think it is appropriate 
to make this or that judgment about a person’s behaviour if we count in all the 
above-mentioned individual specifics of interacting agents?

These examples show that:
Overall, what is perceived as appropriate for and by whom varies from indi-

vidual to individual.13

The relevance of individual features for questions of social appropriateness is 
theoretically grasped in Pierre Bourdieu’s comments on (individual) habitus and 
(individual) lifestyles (Bourdieu 1982), as well as in the fundamental conviction 
of theories of SociAl SignAl proceSSing, namely that the human ability to behave 
socially is strongly based on (individual) processing of social signals by others 
(Pentland 2007; Salem and Dautenhahn 2017; Vinciarelli et al. 2009; Vinciarelli 
et al. 2012; Vinciarelli et al. 2017).

13 However, variability does not imply arbitrariness, as demonstrated by the factor criteria 
listed below—and possibly others.
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Possible factor criteria:

• ‹Personal evaluation structures›: What specific preferences do the interact-
ing agents have?

• ‹Personal (persistent and temporary) characteristics›: What specific dis-
positions and/or (possibly short-term) characteristics do the interacting agents 
bring with them?

• ‹Individual shaping of social roles›: What specific social roles are the inter-
acting agents ascribed to and how do they interpret them?

Examples of questions and aspects that can be assigned to each factor criterion to 
support an analysis of the potential social (in)appropriateness of interaction situa-
tions and guide these situations are given in Table 4.3.

Possible observables:

• Expressions of preference; judgements of the behaviour of others; spatial 
distance from interlocutors; content and duration of a conversation; touching 
when greeting, during conversation, when saying goodbye, etc.

• Specific behavioural reactions in specific situations: are interactions initiated 
with strangers, and if so, how? Additionally, strong behavioural reactions like 
trembling, sweating, etc.; permanent behaviour patterns, etc.

• Voting behaviour; party donations; eye contact; speech volume; professional 
attire; accessories; clothing style; diet, etc.

4.3.1  Theoretical perspectives on «Individual Specifics»

The factor «Individual Specifics» is central to all human action and behaviour and 
is the subject of various research and entire scientific fields, such as anthropol-
ogy, (social) psychology, and—in connection with the individual configuration 
of social roles—sociology and various cultural sciences. In the context of social 
appropriateness, ‘individual specifics’ are often implicitly relevant due to this cen-
tral role but are not considered as a topic in their own right. The following exam-
ples of theoretical lines of questioning show that this factor can nonetheless be 
fruitful for the examination of socially appropriate action and behaviour, and how.

4.3 The «Individual Specifics» factor
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Table 4.3  Individual Specifics.  (Source: own representation)

«Individual Specifics»

‹Personal evaluation 
structures›
What specific preference 
hierarchies do the inter-
acting agents have?

Preferences, prejudices, tastes relating to social appropriate-
ness, such as: what distance does someone personally consider 
appropriate during a conversation? When and how is it felt to 
be appropriate to talk about private matters? What degree of 
physical contact is considered appropriate?

Are personal evaluation structures affected by a ‘negativity 
bias’? Are there any other ‘perception biases’ or possibly 
pathologies?
Are there stereotypical evaluation structures for questions of 
social appropriateness, and if so, which? For example: are 
people read as women generally perceived or expected to be 
more polite?
What attitudes are there towards social positions or political, 
cultural, gender-related questions, etc.?
What self-attributions are there, for example in terms of skills 
(e.g., self-efficacy assessment)? Also directly relating to social 
appropriateness, e.g.: how polite, tactful, etc. do the interacting 
agents consider themselves to be?

‹Personal character-
istics›
What specific disposi-
tions and/or (possibly 
short-term) character-
istics do the interacting 
agents bring with them?

What personality traits do the interacting agents have? For 
example: open-hearted, shy, stubborn, cooperative, etc. but 
also, e.g.: how strong is the ability to tolerate ambiguity (this 
‘ambiguity tolerance’ has on several occasions been described 
as an especially important personality trait of the present age 
as so called ‘late modernity’ (Reckwitz 2019). Are there any 
psychosocial defence mechanisms in place, and if so, which?

What are the physical and emotional states of the interacting 
agents? Is a person tired, drunk, sad, pregnant? Is their judge-
ment influenced by certain permanent or temporary special 
conditions?
How pronounced is the emotional and social ‘intelligence’ of 
the interacting agents?

‹Individual shaping of 
social roles›
What specific social roles 
do the interacting agents 
have and how do they 
shape them?

What class, what milieu, etc. do the interacting agents belong 
to?

What professions and hobbies do the interacting agents have?
As what gender are the interacting agents usually read?
Which physical of mental capabilities do agents have?

What ages are the interacting agents? Are they for example read 
as ‘children’, ‘adolescents’, ‘young adults’, ‘senior citizens’, 
etc.?
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4.3.1.1  Social cognitive theory
According to Albert Bandura (Bandura 1986, 1989, 1997, 2006), for example, 
socially appropriate behaviour is learned individually and socially. His SociAl 
cognitive theory (SCT) emphasizes the individual agency of actors—in the 
sense of self-efficacy, a gradually and deliberately adjustable conviction of being 
able to successfully perform an action. This marks a departure from theories of 
learning that reduce learning processes to merely environmental dependence or 
internal drive. SCT proposes a reciprocal, triadic relationship between environ-
mental influences, cognitive, emotional, and biological processes and the behav-
iour displayed by an individual. According to this theory, learning processes that 
involve observing the behaviour of human role models and later reproducing it 
in situations judged to be suitable play a central role in the acquisition of socially 
appropriate behaviour—this process is also described as social learning (Bandura 
2015). Both the cognitive, emotional, and biological processes mentioned above 
and this reproduction behaviour in the context of social learning are related to the 
factor «Individual Specifics» in the context of social appropriateness: like in any 
other learning process, what is learned as socially appropriate behaviour and how 
depends at the very least on individual specificities of the learner, e.g., attention 
or memory skills, fine motor skills, balance, emotional constitution, etc.

4.3.1.2  Social dominance theory
In addition to research into learning processes, (social) psychology research into 
social behaviour and personality traits can be cited to illustrate the «Individual 
Specifics» factor (the mentioned research is also relevant to «Relations between 
Interacting Agents»). So-called social dominance orientation (SDO), which is 
part of SociAl dominAnce theory (SDT), can be used to make significant predic-
tions about the extent to which group members will demonstrate particular social 
attitudes and social behaviour (Ho et al. 2012; Pratto et al. 1994; Pratto et al. 
2016; Pratto and Sidanius 2012). It consists of two factors: a dominance factor 
(SDO-D: how readily do group members dominate other groups?) and an equal-
ity factor (SDO-E: how much are ingroup inequalities preferred?). The SDO 
correlates with other personality traits, such as the traits queried in the psycho-
logical OCEAN model (also known as The Big Five personality traits). Regarding 
social appropriateness, the predictive power of the SDO scale is especially clear 
in judgements of social behaviour of so-called ‘minority groups’: for example, 
the behaviour of homosexual persons is generally rated as more inappropriate 
by people with a high SDO than the same behaviour by heterosexual persons. The 
SDO questionnaire also captures characteristics that can be important to  consider 

4.3 The «Individual Specifics» factor
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for socially appropriate behaviour, such as the desire for equality or a power 
imbalance regarding both ingroups and outgroups.

4.3.1.3  On the logic of appropriateness as a Decision-Making 
theory

A decision theory approach by Mark Weber, Shirli Kopelman, and David Messick 
is especially illustrative of the «Individual Specifics» factor in social appropriate-
ness. Here, decision-making is examined in so-called ‘social dilemmas’, which 
are understood as situations where individually reasonable behaviour produces 
results that are worse for all participants than the results that could be achieved 
with individually less reasonable behaviour—individual rationality leads to col-
lective irrationality (Weber et al. 2004, p. 281). Building on March’s thoughts 
regarding a logic of appropriateness (1994), Weber, Kopelman, and Messick 
propose that decisions are formed by the recognition of the situation («Situa-
tional Context»), the identity of the agent («Individual Specifics»), and the 
application of specific rules of action («Standards of Customary Practice»), in 
other words—in contrast to radical rational choice approaches—decisions are not 
only oriented by the goal of achieving the greatest benefit. In this sense, an action 
is appropriate if it an element of a set of possible actions formed by the factors 
of situation recognition and identity, and if it is performed in accordance with 
certain specific rules of action for such a situation. Therefore, besides the «Indi-
vidual Specifics» factor, this theory also points to influence from the «Situational 
Context» and «Standards of Customary Practice» factors.

However, Weber, Kopelman, and Messick focus more specifically on the fac-
tors on which the subjective definition of a decision-making situation depends, 
since these factors essentially pre-structure the set of possible actions and thus the 
space of rules that can be applied to a potential decision-making situation, and 
hence also the space of appropriate actions.

The definition of the situation informs the person about the norms, expectations, 
rules, learned behaviours, skills, and possible strategies that are relevant. (…) The 
definition of the situation suggests a choice set. Choosing among the options, we 
contend, is a rule-directed exercise. (ibid. p. 285)

In the sense, the factors «Individual Specifics» and «Situational Context» can be 
considered primary compared to the factor «Standards of Customary Practice» in 
this discussion. As the cited passage also makes clear, the selection from the set 
of possible actions is also understood as a rule-based practice. Weber, Kopelman, 
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and Messick do not discuss any further which specific rules might apply as social 
norms in potential decision-making situations, but they differentiate this rule-
based practice: it is divided into two separate practices, a shallow rule orientation 
in the selection of possible actions (i.e., implicit rule orientation or rule of thumb) 
and a fine rule orientation, where the selection of the rule itself is also the subject 
of conscious deliberation. The following diagram (cf. Figure 4.5) summarizes the 
decision-making factors in social dilemmas and their relationships to one another 
(ibid. p. 284).

Finally, an analysis of the literature on decisions in social dilemmas (cf. Fig-
ure 4.6) provides Weber, Kopelman, and Messick with variables that offer more 
precise insight into the decisive factors of the subjective definition of the situa-
tion (ibid. p. 287):

According to this diagram and the above discussion, the subjective definition 
of a decision-making situation and therefore the set of possible actions and the 
space of appropriate actions depends on the actor’s identity and recognition of 
the situation. The actor’s identity is understood as their specific individual-
ity, which is constituted by personality traits, gender, personal history, and indi-
vidual social motives, and therefore encompasses several key factor criteria of 
the «Individual Specifics» factor. The actor’s recognition of the situation, on the 
other hand, is tied to specific situational factors. However, to the extent that these 
factors must be recognized by the actor, they do not only depend on perceptual 
factors, i.e., the frames structuring the actors’ perceptions and the real perceptible 
cause-effect relationships. This is also why we can describe the considerations of 
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Fig. 4.5  Schematic representation of decision factors (Weber et al. 2004, p. 284)
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Weber, Kopelmann, and Messick as methodological individualism in the sense of 
a methodological primacy of the individual—meaning that the individual occupies 
a central theoretical position—and if nothing else why they are particularly suita-
ble for illustrating the factor «Individual Specifics». In the context of situation rec-
ognition, what must be recognized is first and foremost the object (broadly, what 
must be decided) of the decision (task structure). What must be decided is in turn 
determined by the essential structure of the decision object (decision structure), 
such as the benefits that can be gained from each action that could be chosen, or 
how much uncertainty the action is subject to, as well as the social structure of the 
decision object, such as the power and status relations involved.

4.3.2  «Individual Specifics» and sociosensitive/
socioactive artificial assistants

For artificial assistants, the factor «Individual Specifics» is crucial in the context 
of socially appropriate human-machine interactions. At a fundamental level, there 
is an ‘individualization trend’ in assistive or at least interactive technical sys-
tems—from applications to robots. Technical systems are increasingly expected 
to (have the ability to) adapt to the wishes and needs of singular users. Under the 
buzzword of ‘personalization’ (etwa Pariser 2017), this has almost become a kind 
of design credo and a distinctive trend within a world that is being algorithmized 
by comprehensive IT systems (Wiegerling 2016). Artificial assistants that can 
interact with users in a socially appropriate manner will need to keep step with 
this trend for this reason alone.

And even disregarding any trends relating to personalization, it is crucial to 
consider «Individual Specifics» in the design of socially appropriate human-ma-
chine interactions: as the above discussion demonstrates, social appropriateness 
in interpersonal interactions also heavily depends on the specific design of indi-
vidual factor criteria. This also applies to human-machine interactions—even 
if the details may differ somewhat: for example, depending on the personality 
profile of the driver, an artificial driving assistant (with the end goal of ‘autono-
mous’ driving) might be perceived as intrusive or even disempowering (cf. e.g., 
current research within the framework of the project MoFFA—Holistic model for 
describing the distribution and handover of tasks between human drivers and 
artificial driving assistants in automated and networked driving (TU Dortmund 
2020a; especially "Identifikation von Fahrertypen im  Kontext des  automatisierten 

4.3 The «Individual Specifics» factor
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Fahrens TU Dortmund 2020b)14. Individual attitudes also heavily determine 
whether the behaviour of a robot that simulates emotional behaviour (such as the 
ROMAN robot (Hirth et al. 2011)) is perceived to be socially appropriate or inap-
propriate. In general, specific and individual preference hierarchies thus play 
a key role in the context of human-machine interactions designed to be socially 
appropriate. Furthermore, «Individual Specifics», understood as ‹personal char-
acteristics›, have of course long played a decisive role in social robotics. Entire 
fields of application have been defined to reflect certain characteristics, for exam-
ple in autism research (Tennyson et al. 2016) or care robots (Di Napoli and Rossi 
2019). In the age of a pluralization of life forms, the demand for ‹individually 
shaped social roles› should not be underestimated, including in artificial assis-
tants. When designing an artificial assistant, it is important not to fall behind 
social realities regarding role conceptions (household robots that typically only 
reproduce female characteristics (voice, appearance, etc.) are—aside from polit-
ical and ethical objections—badly designed products), but certain design 
components also need to be taken into consideration: from the perspective of 
appropriateness, the way in which a robot companion should interact with its user 
depends (at the very least) on individual conceptions of specific users regarding 
interaction roles and cannot be deduced outright from social role models at the 
societal level for every potential user.

4.4  The «Relations between Interacting Agents» 
factor

In an interaction, the interacting agents do not meet as solitary agents but as 
actors who are engaged in an ongoing relationship with one another; in other 
words, there are «Relations between Interacting Agents». Although every indi-
vidual has their own habitus and lifestyle, these aspects are also determined by 
social position and roles in relations to others, in general and in concrete situ-
ations. Discussions in classical politeneSS theory by anthropological linguist 
Penelope Brown and social scientist Stephen Levinson for example point to social 
proximity/distance, the power relationship between the interacting agents, and the 
specific culturally coded degree of threat of speech actions as being relevant to 
the question of social appropriateness in interpersonal interactions (Brown and 

14 Own translation of project name. In the original it is ‚Holistisches Modell zur Beschrei-
bung der Aufgabenverteilung und der Aufgabenübergabe zwischen menschlichem Fahrer 
und Fahrassistenzsystemen beim automatisierten und vernetzen Fahren‘.
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Levinson 1978, 2011). The relations between the interacting agents can also be 
observed in kinematics (‘movement theory’), for example. Here, it becomes clear 
that the social conditions of an interaction situation even influence the behav-
iour of the interacting agents at the level of motor skills (Krishnan-Barman et al. 
2017): for example, the perceived attractiveness or assumed group membership 
of the interaction partners affects the execution of simple gripping and pulling 
movements by an actor. A very concrete example of how the way interaction part-
ners relate to one another is reflected institutionally, for example, is the German 
legal system’s elaborate list of persons who are granted the right to refuse to tes-
tify in court due to their relationship with the accused.

Possible factor criteria:

• ‹Familiarity or relationship aspects›: How are the interacting agents related 
to one another?

• ‹Intention›: What are the interests underlying the interaction?
• ‹Context›: ‘As what’ is the interaction taking place?

Examples of questions and aspects that can be assigned to each factor criterion to 
support an analysis of the potential social (in)appropriateness of interaction situa-
tions and guide these situations are given in Table 4.4.

Possible observables:

• Physical distance during the interaction, type of greeting actions performed, 
form and content of the conversation, facial expressions, gestures, phenotypic 
features, clothing, emblems, any status symbols, etc.

• Type of action; features of the location and environment such as buildings, 
concrete room, including any props, etc.

• Typical frame markers, e.g., for a theatrical play: stage, audience, curtain, 
lighting, tickets, programme announcing the performance, etc.

• Example: for possible observables concerning ‹familiarity› see Pierre Feyerei-
sen 1994.

4.4.1  Theoretical perspectives on «Relations 
between Interacting Agents»

The following theories and concepts are illustrative in understanding the factor 
«Relations between Interacting Agents».

4.4 The «Relations between Interacting Agents» factor
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Table 4.4  Relations between Interacting Agents.  (Source: own representation)

«Relations between Interacting Agents»

‹Familiarity and relation-
ship aspects›
How are the interacting 
agents related to one 
another?

How often do they interact? How often have they already 
interacted? How long are they interacting for and in what 
way?

What ‘level of friendship’ is there between the interacting 
agents? How strongly do they feel connected (tie strength)? 
What is the prevailing level of familiarity?
What is the degree of reciprocity? Is there an ingroup/out-
group relationship between the interacting agents?
How are respect/affection and good will relationships 
arranged between the interaction partners? Are the rights and 
duties of agents observed and their interests fulfilled? Does 
the interaction contain face-saving efforts or shaming efforts?
Is the interaction voluntary? Does the user/interaction partner 
have freedom of choice?
How are the power dynamics between the interaction part-
ners, or how are they attributed? (e.g., differences in social 
hierarchy, social distance, social diversity, or heterogeneity? 
Institutional power dynamics? Differences in authority/access 
to resources? Also relevant: status, respect, and degree of 
familiarity)
What degree of ‘social connectedness’ is there? Keywords: 
relationship saliency, closeness, see for a conceptual model 
and a design example with regard to social connectedness 
Visser et al. 2011
Expectations and expectations of expectations: mutually 
attributed freedom of action, attributed emotional variance, 
attributed perception, and personality structures (e.g., prefer-
ences, pathologies)

‹Intention›
What are the interests 
underlying the interaction? 
(closely related to «Situa-
tional Context»)

Economic (persuasive arrangement of goods, speed of deliv-
eries, rating systems in sales portals)

Is there a form of task imposition, i.e., is a task being imposed 
on an interaction partner?
Is it a confrontational or a cooperative interaction? Logistic 
organisation? Negotiation context?
Is the interaction taking place in a professional or private 
context? How openly are personal interests presented?
What are the possible consequences? How is the relationship 
between the interacting agents institutionally enshrined? 
Observable example: judicial rules about testimonies concern-
ing family members (in the German legal system)

(continued)
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4.4.1.1  Respect and recognition
The concept of respect or recognition has proven to be relevant for the factor 
«Relations between Interacting Agents» (as well as for «Standards of Custom-
ary Practice» and «Type of Action, Conduct, Behaviour, or Task»). Theories 
of recognition include in particular theories that emerged from German ideal-
ism (Fichte 2013 [1796]; Hegel 1980 [1807]) and were subsequently expanded 
(Bedorf 2010; Habermas 1968; Honneth 1994; Siep 2014; Taylor 2009; Walden-
fels 1998) to explain phenomena such as normativity, individual and collective 
identity, and understanding of the world in terms of interpersonal action and 
knowledge relations. The concept of recognition possibly represents a basic pre-
requisite of the phenomenon of social appropriateness in interpersonal interac-
tions. One aspect of recognition is the topic of respect, which can be understood 
as a superordinate concept to various models and a prerequisite for their imple-
mentation. Thus, even if one is perfectly aware of the norms or cultural standards 
that should be applied in a certain situation, choosing to respect them is a further 
(deliberate) step that is necessary to produce socially appropriate behaviour. Cur-
rent interdisciplinary research on respect draws its definition of the concept of 
respect from the philosophical tradition of discussing and researching concepts 
such as dignity, appreciation, recognition, and esteem (Vogt 2019). The follow-
ing discussions are a summary of a more detailed report (Vogt, 2019), see also 
Vogt 2022 for a full article derived from the 2019 report.

Extensive philosophical foundations for research on respect were established 
in Immanuel Kant’s ‘The Metaphysics of Morals’ (Kant 2008, pp. 18–21). In ref-
erence to Kant’s work, Stephen L. Darwall (1977) describes respect as the delib-
erate consideration of another person affected by the actions of the potentially 
respectful person, while differentiating between (moral) recognition respect (a 
moral obligation to which every person is entitled) and appraisal respect (the 
recognition of positively evaluated character traits or performances). Axel Hon-
neth (Honneth 1994) differentiates the concept of recognition into  recognition, 

Table 4.4  (continued)

«Relations between Interacting Agents»

‹Context›
‘As what’ is the interaction 
taking place? Also, roughly 
similar to the «Situational 
Context» factor, here under 
the aspect of framing

Assigned meanings: ‘As what’ do the interaction partners 
perceive the interaction? Is there a consensus/disagreement 
on this?

4.4 The «Relations between Interacting Agents» factor
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love, and appreciation, whereas Robin S. Dillon (Dillon 1992) unites the con-
cepts of respect and care, defining affective, conative, active, and cognitive 
dimensions of respect. This more philosophical research on respect diverges 
from psychological, sociological, and economic research on respect but nev-
ertheless references some aspects of it. Anthony J. Delellis (2000) names seven 
aspects connotatively assumed by the concept of respect: admiration, appreci-
ation, esteem, honour, reverence, deference, and fear. He also describes twelve 
objects towards which respect can be directed, including nature, other people, 
and civilization. Based on Darwall’s bifurcation into recognition and appraisal 
respect (Darwall 1977), Niels van Quaquebeke, Tilman Eckloff, and Daniel C. 
Henrich (2007) define horizontal and vertical respect. For horizontal respect, the 
“unconditional consideration of a person as an equal counterpart regardless of 
their characteristics and performances” plays a central role; “horizontal respect is 
categorial in two stages—respect and disrespect” (cf. Vogt 2019, p. 5; 2022, own 
translation). Vertical respect, on the other hand, factors in the characteristics and 
behaviour of the respected person. The concept of respect is in some works also 
understood as employee recognition (cf. Bruin & Dugas 2008). Furthermore, it 
is worth noting that parts of respect research, especially as means of developing 
respectful leadership techniques by consulting with interaction partners, seek to 
determine in what cases employees feel as they are being treated respectfully. 
Within these approaches respectful behaviour is understood to have only been 
performed if interaction partners have felt respected (Quaquebeke and Eckloff 
2010).

4.4.1.2  Goffman’s frame analysis
Erving Goffman’s FrAme AnAlySiS (Goffman 1974) offers a systematic and 
socio-cognitively oriented theorization option for interpersonal and social inter-
action, especially from the perspective of sociology: instead of observing the 
interactions themselves, the frame (see also «Situational Context») hat struc-
tures the interaction and in which the interaction is taking place is observed. In 
interactions the participants can negotiate and shift the frame from within the 
situation itself. This may create tension in the social space when the interacting 
agents seek to shift the frames in their respective favour (Goffman 1974, p. XV). 
In frame analysis, it is less a question of negotiating a social structure (in the 
sense of ‘institution’) than of experiencing interaction. Frames are interpretation 
schemas that enable the interacting agents to organise their everyday experiences 
and determine the definition of the situation for the interacting agents (Goffman 
1974, p. 11).



77

4.4.1.3  Social relations model
The SociAl relAtionS model (SRM, Back and Kenny 2010; Kenny 1994; Kenny 
and La Voie 1984) offers another method for representing and quantifying social 
relations. It models social phenomena such as attraction, aggression, assistance, 
persuasion, friendship, and cooperation as interactionally dyadic and formally tri-
adic processes (Back and Kenny 2010, p. 855). In the SociAl relAtionS model, 
perception is divided into three components: perceiver, target, and their rela-
tionship. As spelled out in example 6, the perceiver effect describes how perceiv-
ers tend to perceive other people and objects. The target effect describes how the 
target tends to be perceived by other people, and the relationship effect describes 
how the perceiver perceives the perceived individually and independently of 
either average perceptual tendency (Back and Kenny 2010, p. 857). These three 
components (also relevant to «Individual Specifics») can be used to answer var-
ious fundamental questions about interpersonal perception. According to the 
model, every behaviour results from a general behaviour tendency of the actor 
(actor effect), a general tendency of the partner (partner effect), and a specific 
relational action between both that is independent of the other effects (relation-
ship effect).

Example 6: The social relations model according to Back and Kenny 
(2010)
Two people, Alan and Debby, meet at a bar. Alan judges Debby to be very 
intelligent. This might be because Alan perceives most people to be intelli-
gent (high perceiver effect), because Debby is perceived by most people to 
be intelligent (high target effect), and/or because Alan attributes a particu-
lar intelligence to Debby that exceeds the value that he typically attributes 
to others and the value typically attributed to Debby by others. Alan’s per-
ception of Debby’s intelligence results from a combination of these three 
dimensions (ibid. p. 857f.). The fondness between the two individuals can 
be calculated similarly: Alan might like Debby because he generally tends 
to like people, because Debby is generally liked by people, and because 
Alan likes Debby in particular.

The mathematical model of interpersonal relationship effects derived from this 
model offers a bridge from a human-to-human dimension of interpersonal rela-
tionship effects towards being able to model these effects on a technical level. 

4.4 The «Relations between Interacting Agents» factor
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Examples of computer programs that analyse social relations of this type include 
SOREMO (Kenny 1998) and BLOCKO (Kenny 1998).

4.4.1.4  Expectancy violations model
The relational criterion ‹familiarity and relationship aspects› covers the expec-
tations of the interacting agents. To understand the influence of expectations, 
and expectations of expectations on the judgement of social appropriateness, 
expectAncy violAtionS theory (Burgoon et al. 1988) can be utilized. This theory 
describes people’s reactions to the violation of expectations (for example arising 
from social norms). It states that unexpected behaviour triggers a cognitive-affec-
tive evaluation that can be either positive or negative. Violation leads to arousal 
in the person whose expectations were violated, then to a series of cognitive pro-
cessing steps to deal with this arousal and to come to terms with the violation of 
expectations. The evaluation of violated expectations depends on various factors, 
e.g., the relationship with the other person or their perceived attractiveness (cf. 
«Individual Specifics»). If the violation is evaluated negatively, this has a nega-
tive effect on the judgement of the other person (lower credibility, attraction, or 
persuasiveness). If it is evaluated positively, it has the opposite effect. Conformity 
with expectations may therefore be a key factor of the configuration of interac-
tions and their perception and judgement.

4.4.1.5  Status and power in interactions
According to Theodore Kemper’s Power-StAtuS Theory oF EmotionS, the fun-
damental motivation and constraint behind every human behaviour (Kemper 
2016, p. 5) are two constructs that should be distinguished and which connect 
all interpersonal interactions relationally, but not necessarily reciprocally: status 
and power. The status attributed to an interaction partner based on differences in 
background (e.g., friendship, reputation, group membership, profession, conform-
ity, family ties: see also Mascarenhas et al. 2016, p. 938) determines the extent to 
which their wishes, needs, and interests are taken into consideration by the attrib-
uting party. Power, on the other hand, represents the extent to which one party 
can direct the behaviour of the other as desired. The social importance concept as 
used in SociAl ImportAnt DynAmicS in which the dimension of power is omitted 
aims to operationalize Kemper’s concept of status (see sect. 4.2.2).

4.4.1.6  Face-Saving view
When considering relationships between interacting agents, we must always 
consider any indirect goals being pursued in an interaction alongside the direct 
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goals (e.g., an appointment, maintaining a relationship through small talk, a meet-
ing, etc.). An approach to illuminating this is offered by Brown and Levinson’s 
FAce-SAving view (1978, 1987), part of the first wave of politeness research.15 
In this approach, every utterance is viewed as a potentially face threatening act 
(FTA) that endangers the public self-image of the interacting agents which they 
must maintain to themselves and others (face). Two different types of face can be 
threatened, embedded within the needs structure of the actors: The positive face, 
i.e., the desire to be valued, respected, and recognized by others, and the nega-
tive face, i.e., the desire for self-determination and freedom of action. The model 
describes different strategies for dealing with FTAs (it is also relevant to the fac-
tors «Situational Context» and «Individual Specifics»). For example, two such 
strategies are polite behaviour: positive politeness reduces an action’s threat to the 
positive face (e.g., rather than direct, personal criticism like ‘you did this wrong’, 
instead: ‘We need to work on this more’). Negative politeness reduces an action’s 
threat to the negative face (e.g., rather than a direct demand or request, instead: 
‘could you perhaps…’). The intensity of an FTA depends on the sociological var-
iables of social distance (D), power (P) and their culturally coded rank of impo-
sition (R), which subsume all other possible factors of influence, such as status, 
authority, ethnic identity, situational factors, etc. (ibid. p. 80). These variables 
are, in turn, context-dependent, and their context dependence is represented using 
situational factors of the speaker (S), and hearer (H). This results in the following 
formalization:

Wx symbolizes the numerical value of the intensity of an FTA, while D(S,H) 
denotes the social distance value, P(S,H) represents the power relationship 
between speaker and hearer, and Rx is the value of the culturally coded rank of 
imposition of an FTA. The values are expressed with numbers on a scale of 1 to 
n. The model also assigns values to the various strategies, and it is postulated that, 
as Wx increases, a rational actor will choose ‘higher-value’ strategies to execute 
FTAs to minimize personal risk.

“Wx = D(S,H)+ P(H,S)+ Rx"(ibid. p. 76)

4.4 The «Relations between Interacting Agents» factor

15 Politeness research is an established branch of linguistics research but has long been 
linked to cultural studies and the social sciences through sociopragmatic approaches. For 
a more detailed discussion of politeness research and the face-saving view in the context of 
the phenomenon of social appropriateness, see Bellon et al. (2020, S. 274 ff).
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4.4.1.7  Etiquette engine
The etiquette engine (Wu et al. 2011) gives an example of an application of the 
FAce-SAving view to human-computer interactions. Building upon the formaliza-
tion of the intensity of an FTA, Miller and others (Miller et al. 2006; Vilhjalms-
son et al. 2007) designed a politeness algorithm that can be used to construct the 
behaviour of sociosensitive or socioactive agents. A core aspect of the etiquette 
engine is its so-called believability metric:

Bo symbolizes the beliefs of an observer (e.g., the hearer) regarding a perceived 
imbalance in an interaction x (Ix). Bo is the difference perceived by the observer 
between the intensity of the strategies applied in the interaction to reduce the FTA 
intensity (V(Ax)), and the face threat intensity due to x perceived by the observer 
(Wx). It is assumed that an interaction x is generally perceived as socially appro-
priate by a viewer if the intensity of the strategies used in the interaction x to 
reduce the FTA intensity and the face threat intensity of the FTA—as perceived 
by the observer—are roughly the same. If, from the perspective of the observer, 
the intensity of the strategies used to reduce the FTA intensity exceeds the face 
threat intensity of the FTA by a certain value, the interaction x is perceived to be 
polite; if it falls below a certain value, the interaction x is perceived to be impo-
lite. Thus, if a person directly communicates a desire as a demand, e.g., ‘I want 
the salt’, this is an FTA whose intensity may vary depending on the relationship 
between the two individuals. One strategy to reduce the FTA is, for example, to 
phrase it as ‘Could you please pass me the salt?’ rather than formulating a direct 
demand or request. If the intensity of the applied strategy exceeds or at least 
matches the intensity of the desire, the interaction is perceived to be polite. Con-
sider now a desire with a higher face threat: for example, a person might want 
to borrow an item of clothing from another person. Here, a mitigation strategy 
such as ‘Please could you lend me your scarf?’ could still be perceived as socially 
inappropriate, since the mitigation strategy is not sufficient to compensate for the 
intensity of the FTA.

4.4.1.8  The politeness principle
Another instructive commentary of social appropriateness and politeness in the 
context of politeness is the discussion of the so-called ‘politeness principle’ by 
Geoffrey Leech (1983). Following on from and adding to Grice’s cooperation 
principle and cooperation maxims (Grice 1993 [1967], p. 26–31), Leech reformu-
lates this principle as a communication principle whose observance ( especially 

“Bo : Ix = Bo : V(Ax)− Bo : Wx"(Wu et al. 2011, p.83)
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together with Grice’s maxims) can be expected to enable (more or less) smooth 
communication (Leech 1983, p. 132). The politeness principle consists of six 
maxims (cf. Fig. 4.7) whose relative weighting is culture-dependent (ibid. 
p. 150):

In this context, Leech also emphasizes the power or authority relationship, 
as well as the social distance (depending on the specific status, age, degree of 
familiarity, etc.) between the actors (ibid. p. 126 f.).

(I) TACT MAXIM 
in impositives and commissives

Minimize cost to other 

Maximize bene�t to other

(II) GENEROSITY MAXIM 
in impositives and commissives

Minimize benefit to self

Maximize cost to self

(III) APPROBATION MAXIM 
in expressives and assertives

Minimize dispraise of other 

Maximize praise of other

(IV) MODESTY MAXIM 
in expressives and assertives

Minimize praise of self 

Maximize dispraise of self

(V) AGREEMENT MAXIM 
in assertives

Minimize disagreement between self and 
other

Maximize agreement between self and 
other

(VI) SYMPATHY MAXIM 
in assertives

Minimize antipathy between self and other 

Maximize sympathy between self and 
other

Fig. 4.7  The six maxims of the politeness principle. (Figure modified after Leech 1983, 
p. 150)

4.4 The «Relations between Interacting Agents» factor
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4.4.2  «Relations between Interacting Agents» 
and sociosensitive/socioactive artificial assistant

The factor «Relations between Interacting Agents» should be considered highly 
relevant to the design of socially appropriate behaviour in interactions between 
humans and artificial social assistants. First, the social relationship between humans 
and artificial assistants is fundamentally in question: does the assistant appear as a 
friend, companion, possibly even a sexual partner, or simply as intelligent service 
equipment? This already suggests links to the frequency of the interaction, the pos-
sibility of a ‘degree of familiarity’ or simulated version thereof (in the sense of a 
companion robot), the respect and benevolence relationship, and the power relation-
ship, which together constitute the criterion ‹familiarity and relationship aspects›. 
The design of the robot or artificial social assistant’s behaviour should therefore 
largely reflect how well the interacting agents know each other, how often they have 
previously interacted, and how they relate to one another in terms of familiarity. 
In turn, conclusions derived from the criterion ‹familiarity and relationship aspects› 
provide information about the criterion ‹intention›, which describes the interests 
underlying the interaction. A companion robot has a different spectrum of poten-
tial interaction intentions than a robot that engages in a service-related interaction. 
Accordingly, a robot that acts solely as a service provider could be equipped with 
more formalized interaction behaviour than would be appropriate for a companion 
robot. The final relational criterion ‹context› asks in what capacity the interaction is 
taking place, which is closely related to the factor «Situational Context». For this 
criterion, the most relevant concern for an artificial social assistant is to establish 
a consensus about ‘as what’ the interaction is taking place. For the perception and 
judgement of social appropriateness, it might therefore be relevant to explicate the 
framework conditions of an interaction between humans and robots, and to incorpo-
rate more explanatory aspects into the interaction than would typically be necessary 
or appropriate for an interaction between humans. This will remain especially true 
for as long as robots and artificial social assistants are not yet fully integrated into 
everyday life and their use is taken for granted. In summary, the key focus of the 
«Relations between Interacting Agents» factor is the ‹familiarity and relationship 
aspects› criterion, although the other criteria cannot be neglected.

4.5  The «Standards of Customary Practice» factor

The final factor of the construction, perception, and/or evaluation of social 
appropriateness in interpersonal interactions concerns the action and behaviour- 
regulating «Standards of Customary Practice» that apply to a specific action or 
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behaviour, understood here as an ‘ensemble of the usual’.16 This factor encom-
passes situational, group-related, and general maxims, and/or uncircumventably 
established concepts (e.g., ‘For our volleyball team, being up to 15 min late to 
training is tolerable’) and social standards, including moral norms (moral stand-
ards) that apply to every party17 (e.g., protection of dignity), which therefore also 
claim to be ethically justifiable. Different ensembles of the usual can be under-
stood on a spectrum ranging from ‘specific’ (and possibly divergent) group mor-
als (e.g., differences in family morals, sports team morals, or company morals) on 
the one hand, which in extreme cases are constantly situationally renegotiated, to 
ethically justifiable, and hence ‘general’, regulative norms on the other.

Possible factor criteria:

• ‹Habitus›: What are the usual and ‘ingrained’ types of behaviour and judge-
ment of an individual?

• ‹Values/social norms›: According to which values/social norms—from 
group-related norms to societal institutions—is social appropriateness judged? 
Including institutionalized values and institutionalized social norms.

• ‹Regulative norms›: What social norms can be ethically justified?

Examples of questions and aspects that can be assigned to each factor criterion to 
support an analysis of the potential social (in)appropriateness of interaction situa-
tions and guide these situations are given in Table 4.5.

Possible observables:

• Voting behaviour; party donations; eye contact; loudness; professional attire; 
accessories; clothing style; nutrition, etc. as general observables of the habitus 
relating to ingrained typical types of behaviour in the context of social appropri-
ateness, such as: what physical distance is perceived to be appropriate in which 
types of interaction situation? How do you greet someone, say goodbye, etc.?

• Legal texts, ordinances, protocols, etc.; judging behaviour or actions, includ-
ing group sanctions where necessary (sometimes explicitly stated: ‘Anyone 
who gets a yellow card for arguing with the referee pays €5 into the team jar’); 

4.5 The «Standards of Customary Practice» factor

16 This usage takes up that of Odo Marquard, cf. e.g., Marquard (1979).
17 Which does not necessarily imply that the norm is unconditional. Even the protection of 
dignity should be understood as a conditional norm that does not need to be followed when 
acting in defence in a life-or-death situation. Thus, it applies to everyone, but not always.
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Table 4.5  Standards of Customary Practice.  (Source: own representation)

«Standards of Customary Practice»

‹Habitus›
What are the usual and 
‘ingrained’ types of behaviour 
and judgement of an individual?

What conduct, demeanour, etc. does a person display 
in the context of social appropriateness? For example: 
how do they behave at the table, how do they greet 
someone, and what do they talk about?

How do they appear, how do they present themselves, if 
applicable? For example: what style of clothing do they 
wear, how do they talk about themselves?
What job and what activities do they pursue?

‹Values/social norms›
According to which values/social 
norms—from group-related 
norms to societal institutions—is 
social appropriateness judged? 
Including institutionalized values 
and institutionalized social 
norms

What expectations and rule systems are there in a 
group (culture, subculture, association, circle of 
friends, but possibly also random groups like ‘peo-
ple currently shopping at IKEA’) in the context of 
social appropriateness? What typical practices have 
developed within this group and other similar group 
settings?

What institutionalized social norms are there? For 
example: what legal framework is generally applicable? 
Are there any special or area-specific rights?
What counts as violating a framework setting (negative 
determination of appropriateness)?
How are violations of boundaries institutionalized? For 
example, what is legally defined as violence, and what 
is ‘merely’ socially defined as emotional overstep?
How are the possibly institutionalized values and social 
norms indicated? (statutes, etiquette handbook, rules of 
conversation, company compliance, constitution, laws, 
police legislation, social sanctions such as ‘stern looks’, 
‘raising the eyebrows’, praise, rewards, etc.)

‹Regulative norms›
What social norms can be ethi-
cally justified?

Is there an ethics council whose opinion can be sought 
for certain topics? Have certain ethical positions 
already been established? (e.g., by ethics councils in 
businesses, or at state level)

What is the state of ethics research on the ethical prob-
lem being debated?
Is a specific ethics case study necessary?

Regarding research: what so-called ELSI or ELSA (Eth-
ical, Legal, Social Implications/Aspects) are involved, 
if any? How should they be handled? Should they be 
decoupled or addressed by integrated research (Gran-
sche and Manzeschke 2020)?
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concrete reactions to a behaviour or action (praise, reprimands, facial expres-
sions, gestures, etc.), and so on.

• State of the art of research in ethics; results of ethical case studies; opinions 
from various ethics councils.

4.5.1  Theoretical perspectives on «Standards 
of Customary Practice»

Besides regulative norms, the concept of social norms plays a central role in the 
connection between the phenomenon of social appropriateness and «Standards of 
Customary Practice». This distinction between social norms and regulative norms 
also reflects the distinction between the meaning structures that organise people’s 
shared lives (norms from a descriptive perspective) and general action orienta-
tions (norms from a prescriptive perspective). Regulative norms become ethical 
norms precisely when their claim of justification can be redeemed.18 Social norms 
have been examined from very different perspectives and play a central role in 
various disciplines. For a practicable and interdisciplinary understanding of the 
concept of social norm within the scope of this book, we could for example fol-
low the position by Krettenauer and Montada (2005) that norms fundamentally 
regulate coexistence within social communities, and can essentially be under-
stood as “sanction-enforced behavioural regularities” (Diekmann 2022).19 
This can take the form of imperatives and prohibitions, duties and responsibilities 

4.5 The «Standards of Customary Practice» factor

18 Regarding this basic distinction in the concept of norms, see also the glossary entry and 
Ganslandt and Wimmer (2005); Kambartel (2005). Since ethical considerations regarding 
social appropriateness and artificial assistants are discussed in Chapter 7 (among other 
things), they are not examined in any further detail here. Regarding the connection between 
social appropriateness and regulative norms of ethics, it should however be noted that, from 
a purely descriptive perspective of norms (in connection with «Standards of Customary 
Practice»), violations of regulative norms of ethics can be considered socially appropriate 
(consider discriminatory practices in various historical contexts). But including an ethi-
cal perspective into the phenomenon of social appropriateness explicitly prevents this; in 
other words, in the overarching understanding of social appropriateness adopted here, it is 
assumed that any actions that violate regulative norms of ethics are socially inappropriate. 
(Although there is some overlap, the fact that socially inappropriate behaviour may be ethi-
cally necessary is a separate question.).
19 For the concept of social norm see also Hechter and Opp (2001); Opp (1983), and Bicch-
ieri (2006, 2017).
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towards other people, groups, and institutions, or specific rights. Social norms are 
sometimes expressed in laws, customs, or conventions and are primarily charac-
terized by the fact that views about their legitimacy and functionality differ. For 
example, they might be rejected in one community or culture but considered 
proper in another. The phenomenon of social appropriateness is closely linked 
to social norms: what is considered socially appropriate in a specific interper-
sonal interaction situation also depends on the prevailing socially appropriate 
‘standards of customary practice’. These standards act as rules of action for the 
interacting agents, applicable not only to a particular interaction situation, but as 
social norms for any sufficiently similar situations.

4.5.1.1  Approaches to ‹social norms› based on theories 
of game rules

In the context of social appropriateness, game rule theories state that the (in)
appropriateness of social behaviour is (at least partly) determined by constitutive 
rules, similar to the rulebook of a game (e.g., a board game, the classical philo-
sophical example being chess).

A prominent variant of these approaches is represented by John Rogers Searle. 
For Searle, social issues consist of constitutive rules of the form X is considered 
Y in context K (with K also referring to the factor «Situational Context») and 
are conveyed through the processes of socialization and habitualization (Searle 
2002). For Searle, constitutive rules also establish normative standards of appro-
priateness for the realization of social practices:

[…] there is a socially created normative component in the institutional structure, 
and this is accounted for only by the fact that the institutional structure is a structure 
of rules, and the actual rules that we specify in describing the institution will deter-
mine those aspects under which the system is normative. (Searle 1995, pp. 146–147)

According to Searle, the constitutive game rules of the community therefore have 
the function of determining which behaviour is considered inappropriate/appro-
priate—in which contexts. Regarding the inappropriateness/appropriateness of 
interpersonal interactions, the corresponding constitutive (overarching) rule thus 
therefore the following form:

Behaviour X is considered inappropriate/appropriate in context K.

A second group of approaches based on theories of game rules are called ‘prac-
tice theories’ and postulate that generally binding rules are constitutive for social 
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practices—for example, Rahel Jaeggi writes: “Practices are rule-based. […] They 
always concern courses of action that are determined by rules and regulations, 
from a classification of action alternatives into what is appropriate to do and what 
is not.” (Jaeggi 2014, p. 97) The rules immanent in a group’s social practices 
therefore ultimately determine whether interpersonal behaviour is considered 
appropriate or inappropriate.

This approach, and similar approaches based on theories of game rules are the 
subject of debate within philosophy. As an example of a philosophical approach 
that marks a critical departure from game rule theories, consider the observation 
that there is a lack of objective standards of appropriateness in cultural practices; 
generally binding rules for properly implementing appropriateness standards can 
be understood as negotiable in any given situation (Poljanšek 2019). Standards of 
social appropriateness therefore are constantly being reinvented by social prac-
tice. The intelligibility and rough stability of standards of social appropriateness 
appear to ultimately reflect similar rule expectations based on shared actualities.

4.5.1.2  Rational choice theory and game theory
Another theoretical approach to explaining social norms is provided by so-called 
rAtionAl choice theory (Coleman and Fararo 1992), which exerts a powerful 
influence in multiple disciplines (and is also relevant to the factor «Situational 
Context»). In essence, rational choice approaches argue that social norms arise 
and exist if and because following them is rationally necessary, in the sense that 
they contribute sufficiently to maximizing individual utility. This theory is based 
on the idea that all human actors are fundamentally rational, and that both the 
costs and utilities are ‘calculated’ in advance during decision-making. According 
to this model, people follow utility-maximizing or cost-minimizing principles and 
have different interindividual behavioural preferences (cf. «Individual Specifics») 
motivated by individual goals and wishes. Different framing in the communica-
tion of information leads to different decision-making behaviour. The theory pro-
poses that people always choose the alternative that offers the greatest satisfaction 
(in the sense of maximum utility and minimum cost). This framework also offers 
a plausible explanation of violations of the social norms of appropriateness: for 
example, behaviour considered socially inappropriate (e.g., throwing chewing 
gum on the floor) could represent the cost-minimizing alternative in the evalu-
ation of the offender despite requiring a norm to be violated, since the effort of 
looking for a bin to dispose of the chewing gum is perceived to be associated with 
a higher cost than the violation of the norm (possible disapproval from peers, 
etc.).

4.5 The «Standards of Customary Practice» factor
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Rational Choice Theory plays a role in game theoretical modelling of social 
interactions (Diekmann 2016; Voss 2001). GAme Theory assumes that ‘players’ 
in model games act goal-oriented to receive the highest possible pay-out. Game 
theoretical models can be used to illustrate various types of social norms such 
as coordination norms, cooperation norms, and distribution norms (Diekmann 
2019, 2022) based on a differentiation of social norms in terms of their contribu-
tion to conflict resolution in interactions (“coordination norms”, “PD norms”, and 
“norms of partiality”) established by Edna Ullmann-Margalit (Ullmann-Margalit 
1977):

• Coordination norms select one of multiple so-called ‘Nash equilibria’. In a 
game, a Nash equilibrium is a particular configuration of strategies in which 
each player chooses a strategy, and it is not rational for either player to be the 
only one to deviate from their choice. In a Nash equilibrium, each player is 
therefore content with their choice of strategy, even retrospectively—the strat-
egies of each player are accordingly the best possible response in each case. A 
frequently cited example of a coordination norm is driving on the right (coun-
tries in continental Europe) and driving on the left (Great Britain). Two drivers 
approaching one another can both choose either ‘left’ or ‘right’, resulting in 
four combinations, two of which produce Nash equilibria and the other two 
of which lead to collisions that damage both drivers. The requirement to drive 
on either the left or the right then corresponds to selecting one of these two 
Nash equilibria. A similar principle can be applied to handshakes as a greet-
ing ritual: social norms define the ‘greeting hand’ (left or right). Of course, 
in this case a ‘collision’ would typically not prove life-threatening, but nor 
would it be useful (i.e., suitable for the purpose of greeting). Extending one’s 
‘right hand’ is—under ‘normal conditions’ unaffected by the coronavirus—a 
coordination norm. Thus, this norm regulates what behaviour is appropriate 
in certain cultural settings during greetings, and some socially appropriate 
standards of customary practice can be understood more precisely as 
coordination norms.

• Cooperation norms, on the other hand, fall under the category of collective 
goods, i.e., goods from which everyone benefits, even without personally con-
tributing as a so-called ‘free rider’. Examples of collective goods for example 
include a well-preserved environment or adequately funded public transport. 
Some typical cooperation norms relating to these examples are ‘don’t throw 
rubbish onto the street’ or ‘don’t be a fare-dodger’. In a fictitious state with no 
applicable norms, the use of collective goods could initially be formulated as 
a so-called ‘prisoner’s dilemma’, essentially: rather than mutual  cooperation, 
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mutual non-cooperation is a Nash equilibrium; in the prisoner’s dilemma, 
each prisoner fares best when they are the only one to choose not to coop-
erate individually—‘fare-dodgers’ don’t need to pay for transport because the 
other passengers pay for them.20 However, if everyone follows the same logic, 
the overall result is ‘inefficient’ (or ‘not Pareto-optimal’)—if nobody pays 
the fare, public transport cannot be financed in the first place. The solution 
to this situation is a ‘contract’ stabilized by sanctions: everyone promises to 
cooperate—e.g., by paying the fares—and are sanctioned if they deviate from 
this promise. The corresponding social norms are the so-called ‘cooperation 
norms’.21 Some socially appropriate standards of customary practice, such 
as not throwing rubbish onto the street in the above example, can therefore be 
more precisely understood as cooperation norms.

• Finally, distribution norms regulate the distribution of goods of all kinds, 
not just money, but also services or waiting times in queues. In most cul-
tures, distribution norms fall under the regulative norm of egalitarian treat-
ment, i.e., sufficiently justified distribution inequality. A distribution norm 
that is straightforward but functional even for rational egoists in this sense is 
the principle of ‘one person divides up and the other person chooses’. Here, a 
Nash equilibrium strategy is to always give up exactly half because any devi-
ation from equal sharing would be punished by the other player. Among other 
things, this social norm has been used to establish appropriate settlements of 
divorce and inheritance disputes (Brams and Taylor 1996), e.g., one of the par-
ties places red or blue stickers on all items in the previously shared household. 
After inspecting the stickers, the other party in the dispute then chooses a col-
our and received all objects marked with the corresponding stickers. As this 
special case of ‘appropriate divorce behaviour’ demonstrates, some socially 
appropriate standards of customary practice can also be reconstructed 
as distribution norms. The same applies to waiting times for queues: the 
fact that it is socially appropriate not to push ahead in a queue can be under-
stood as a distribution norm that governs the waiting times of the people in the 
queue.

21 Any ‘second-order free rider problems’ (Coleman 1990; Heckathorn 1989), which arise 
when the sanctions are themselves associated with costs and consequently neglected, lead-
ing to the overall collapse of cooperation as a result, are not considered here.

4.5 The «Standards of Customary Practice» factor

20 This is of course a simplified example that disregards the fact that local public transport 
may be financed by taxes to a certain extent, as is the case in Germany.



90 4 The FASA model

Coordination, cooperation, and distribution norms typically do not manifest in a 
‘pure’ and ‘idealized’ form, but present in various mixed forms that often involve 
coordination problems. This is also the case for many socially appropriate stand-
ards of customary practice, where resolving distribution conflicts plays a role 
alongside questions of coordination. This is illustrated by the following example 
7, based on the so-called ‘chicken game’ from game theory22:

EXAMPLE 7 Chicken Game
A couple wants to enter a hotel through a revolving door; one person must 
go first. If both go first (...) there is a collision. If both wait (...) time is lost 
until someone ultimately decides to go first. There are two ways to pass 
through the door without wasting time: the wife goes first (...) or the hus-
band goes first. Both “strategy profiles” are equilibria (....). The social norm 
of “the man allows the woman to go first” ultimately amounts to select-
ing an equilibrium to ensure an “efficient” interaction. (cf. Diekmann 2022, 
own translation)

If both agents have the same gender, the corresponding customary standard of 
social appropriateness can instead be based on the criterion ‘age (of service)’ 
(principle of seniority).

Finally, another category of social norms especially relevant to the socially 
appropriate standards of customary practice that captures the meaning structures 
that organise people’s shared lives, which cannot always be understood from the 
perspective of a rapid cost-benefit calculation, is that of so-called ‘signal norms’ 
(Diekmann 2019, 2022). The associated fundamental signalling theory can 
be traced back to Spence (Spence 1973), who used it in an attempt to explain 
investment in education (as a signal to an employer), and Zahavi (Zahavi 1975), 
who used it to explain biological phenomena (peacock feathers as a signal of 
health). Posner (Posner 2000) proposed the first systematic connection to social 
norms. Further discussions of signal norms focus in particular on cost-intensive 

22 In the original scenario of the chicken game, two cars are driving towards one another. 
The first car to swerve to one side is the ‘chicken’, a coward who loses the game. If neither 
car swerves, the cars will collide. Mutually deciding not to swerve is not a Nash equilib-
rium—unlike in the prisoner dilemma—because there is always an incentive to do so while 
the other player remains on a collision course.
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signal norms: whoever follows a signal norm signals a willingness to cooperate; 
whoever violates it is presumably uninterested in repeated interactions and can 
be expected not to cooperate (see also Diekmann and Przepiorka 2010 and the 
experiment by Przepiorka and Diekmann 2013). The typical example of a signal 
norm is an engagement gift (see also Camerer 1988)—although this example will 
not seem equally compelling to everyone; the context of this example is American 
wedding culture: inexpensive engagement gifts expose potentially unreliable hus-
bands, who in extreme cases may not even be seriously interested at all. Signal 
norms stabilize human interactions by signalling a willingness to cooperate—in 
different senses and at different levels: anyone who buys stone-washed jeans that 
are more expensive than jeans designed without a used look is not acting irration-
ally but displaying a (usually subconscious) willingness to follow certain fashion-
able trends that act as a stabilizing factor in interactions with similarly minded 
people and possibly a way to open interactions. Many of the socially appropri-
ate standards of customary practice, in court ceremonies, dining and table 
manners, fashion standards, or physical forms of expression can be (alterna-
tively) reconstructed in this sense as signal norms (Diekmann 2022).

4.5.1.3  Norm activation model
To explain sets of social appropriateness customs, we must also explain how 
social norms could possibly influence behaviour («Type of Action, Conduct, 
Behaviour, or Task») in the first place. For a norm to be considered to guide 
behaviour, it must be visible/recognizable or internally activated for a given indi-
vidual («Individual Specifics»). Alongside other theories, the so-called norm Acti-
vAtion model (see Fig. 4.8) describes under which circumstances norms become 
salient, or in other words are activated in individuals, and under which circum-
stances they influence behaviour (Schwartz 1977; Schwartz and Howard 1981). 
According to this model, personal norms are actively experienced as a feeling 
of moral obligation rather than any purely behavioural intention. They are influ-
enced by the sense that performing (or failing to perform) a certain action may 
have consequences, as well as a sense of responsibility to display this action to 
others. By internalizing norms, people perceive the norm as belonging to them, 
which causes deviant behaviour to generate feelings of guilt.

To activate a norm, various necessary steps must be performed. (Schwartz 
(1977) and Schwartz and Howard (1981).)

The steps necessary to initiate an action are summarized as follows: a person 
becomes aware of a problematic circumstance that requires rectification. Respon-
sibility is attributed for this negative circumstance (to institutions/people/oneself). 

4.5 The «Standards of Customary Practice» factor



92 4 The FASA model

There are perceived ways to alleviate or resolve the relevant circumstance, and 
the ability to act accordingly is also perceived to exist.

4.5.1.4  Manners
To illustrate different theoretical approaches in the context of «Standards of Cus-
tomary Practice» and ‹social norms›, it is also enlightening to look at a sub-form 
of social norms that has been studied specifically in philosophy and sociology: 
manners (that depend on the factors «Relations between Interacting Agents», 
«Situational Context» and «Individual Specifics» and influence the «Type of 
Action, Conduct, Behaviour, or Task»). The fact that interpersonal interactions 
are shaped by certain manners is a well-known phenomenon in everyday life: you 
wouldn’t spit at anyone you weren’t trying to insult. Similarly, you would not 
expect to be asked detailed questions about your personal sex life in public, and 
you would not attempt to get laughs out of anybody after news of a bereavement 
in the family. Especially when considering the possibility of transferring stand-
ards of socially appropriate behaviour between people to interactions between 
people and artificial assistants, we must ask the fundamental question of what 
functions interpersonal manners ultimately fulfil in people. Commentaries by 

Fig. 4.8  The norm activation model. (Modified after Schwartz 1977 and Howard 1981)
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Immanuel Kant, Norbert Elias, Erving Goffman, and Pierre Bourdieu are outlined 
below as an example.

For Immanuel Kant, the function of certain interpersonal manners - or forms 
of propriety (Anstandsformen) - is the moral education of man (Gransche 
2019; Paret 2019): forms of propriety indicate a moral disposition that can even-
tually lead people who repeatedly behave with propriety to moral decency and 
morality. The title ‘On permissible moral illusion’ of a chapter of Kant’s Anthro-
pology from a pragmatic point of view (Kant 1983 Erstveröffentlichung: 1798), 
which presents the Kantian theory of propriety, already indicates that Kant views 
forms of propriety as essential forms of human practice. For Kant, these forms 
of propriety do not necessarily require an authentic moral disposition or genuine 
moral decency, that is: not always and not to begin with, but the mere forms of 
propriety can lead to moral decency. Indeed, propriety in general merely rep-
resents the illusion of a respective moral disposition, but this is not morally 
problematic. He expresses this especially clearly in the following passage:

In order to save virtue, or at least lead the human being to it, nature has wisely 
implanted in him the tendency to allow himself willingly to be deceived. Good, hon-
orable decorum is an external illusion that instils respect in others [...] In general, 
everything that is called propriety (decorum) is of this same sort – namely nothing 
but beautiful illusion.

Politeness (politesse) is an illusion of affability that inspires love. Bowing (com-
pliments) and all courtly gallantry together with the warmest verbal assurances of 
friendship are to be sure not exactly always truthful (“My dear friends: there is no 
such thing as a friend.” Aristotle); but this is precisely why they do not deceive, 
because everyone knows how they should be taken, and especially because these 
signs of benevolence and respect, though empty at first, gradually lead to real dispo-
sitions of this sort. (Kant 2006, p. 43-44)

In his two-volume work The Civilizing Process: Sociogenetic and Psychogenetic 
Investigations, German sociologist Norbert Elias addresses the origins of types of 
behaviour deemed to be civilized and therefore ultimately the origins of ‘civilized 
manners’. Elias’ investigation specifically considers the traditional standards of behav-
iour passed down from the ninenth to eighteenth century in the ‘Occident’, explicitly 
reporting developments in Germany, France, Italy, and England, in particular table 
customs, such as the following rules taken from Tannhäuser (thirteenth century):

A man of refinement should not slurp from the same spoon with someone else; that 
is the way to behave for people at court who are often confronted with unrefined 
conduct.

4.5 The «Standards of Customary Practice» factor
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It is not polite to drink from the dish, although some who approve of this rude 
habit insolently pick up the dish and pour it down as if they were mad.

Those who fall upon the dishes like swine while eating, snorting disgustingly 
and smacking their lips…

Some people bite a slice and then dunk it in the dish in a coarse way, refined 
people reject such bad manners.

A number of people gnaw a bone and then put it back in the dish – this is a seri-
ous offence. Elias 2000, p. 73

In essence, for Elias, the intertwined origins of civilized and implicitly or explic-
itly codified rules of conduct and interpersonal manners are ultimately the func-
tional differentiation of society based on the division of labour and the growing 
individual affect control of humans. With this analysis, Elias steps away from a 
strongly individual rationalization of the development of ‘civilized’ interper-
sonal types of behaviour and interaction: the civilizing process is driven not by 
insight, for example that certain behaviours like washing one’s hands after reliev-
ing oneself minimizes the transmission of disease, but instead by interaction with 
individual affective states and the social structuring of society. For Elias, the 
civilizing process unfolds from top to bottom, that is, starting from the nobility 
and slowly spreading throughout the population. For an understanding of the phe-
nomenon of social appropriateness in interpersonal interactions, the reflections of 
Norbert Elias illustrate the central role of social appropriateness within human 
development and the central role of societal and psychological structures in the 
context of the development of socially appropriate standards of customary prac-
tice.23

For Erving Goffman (Goffman 1982, 2009), on the other hand, manners, which 
he describes as being codified into so-called ‘ceremonial rules’, serve to social-
ize individuals without excessive imposition on their personal convictions.24 They 
have a purely performative character, can be fulfilled by as many people as pos-
sible with ease, thereby enabling social integration, and offer the possibility of 
individual sovereignty in a strong sense: here, sovereignty does not just mean 
that the rules associated with manners are easy to follow. Manners consist of a 

23 For reflections on the capability of acting socially appropriate as a cultural technique 
referring also to this central role of social appropriateness for human development, cf. 
Nähr-Wagener (2022).
24 The connection between social appropriateness and Goffman’s considerations is dis-
cussed in depth in Christoph Paret’s research report for poliTE, cf. Paret (2019).
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myriad of seeming trivialities (How tightly should you squeeze a person’s hand 
when greeting them? How much should you smile at a compliment? What facial 
expressions should you have when praising someone?) that are at the same time 
more important than anything else (Goffman 1982c, p. 503)—they demonstrate an 
effortless mastery of the situation. By “returning a greeting when greeted”, a per-
son shows that “they are sufficiently in control of their current situation to be able 
to spare a moment for greetings […] friends who notice that a greeting was not 
returned will have the impression that something is wrong” (Goffman 1982b, p. 
113). According to Goffman, through effortless and smooth mastery of manners, 
people demonstrate that they are in a mode of sovereign everyday mastery, so to 
speak. For Goffman, human manners thus have three crucial functions:

1. Due to their purely performative character, they enable socialization without 
the risk of the personal convictions of an individual being too strongly affected 
by excessively strict rules of social behaviour.

2. Due to their low threshold, they enable the social integration of as many indi-
viduals as possible.

3. They facilitate the impression and expression of sovereignty.

Finally, according to Pierre Bourdieu (cf. Bourdieu 1982), manners have (at 
least) one other function: they serve as means in a classification struggle involv-
ing the definition, marking, and reproduction of specific class differences. Man-
ners (among other factors) constitute, signal, and reinforce class affiliation, they 
are a “symbolic expression of class position” (cf. ibid., p. 284, own translation) 
and part of the habitus. For Bourdieu, there are no neutral manners. Manners 
are always a normative category imposed by the so-called ‘bourgeoisie’—in 
Bourdieu’s work, this concept is somewhat detached from Marx’s criteria, i.e., it 
is not restricted to the narrow sense of the owners of the means of production. It 
is however not detached from the economic basis of its definition after Marx; in 
essence, the concept of bourgeoisie can be understood here in the broad sense as 
the social upper class. By contrast, according to Bourdieu, the lower classes do 
not have any other manners in a strict sense, in fact generally they have none; 
they typically just represent the negative film of the manners of the bourgeoi-
sie. For Bourdieu, besides their status as a means of distinction, the manners of 
the bourgeoisie are characterized by a rejection of substantiality and a leaning 
towards empty forms such as asceticism, self-restraint, and even self-denial.

4.5 The «Standards of Customary Practice» factor
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4.5.2  «Standards of Customary Practice» 
and sociosensitive/socioactive artificial assistants

Since the factor «Standards of Customary Practice» addresses areas of social 
appropriateness that have a high and possibly sensitive impact on human living, 
it must be given careful attention when designing socially appropriate behaviour 
for artificial social assistants. Special attention should be paid to the distinction 
between ‘concrete’ group morals (encompassed by the ‹habitus› criterion, which 
covers ‘ingrained’ types of behaviour and judgement, and the ‹social norms and 
values› criterion, which ranges up to societally institutionalized norms) that can 
be negotiated situationally on the one hand, and ethically justifiable—‘gener-
al’—regulative norms (formulated as a separate factor criterion) on the other. 
The severity of compliance or non-compliance with these norms varies accord-
ingly, from indifference to different degrees of disapproval, including ‘self-re-
proaches’ if necessary, or even institutional sanctions.

Therefore, addressing different aspects for example in a robot’s behavioural 
repertoire can be accorded different levels of significance. Institutionalized 
standards defined within legislative frameworks must always be consid-
ered and observed. In worst-case scenarios, non-compliance may lead to the 
robot being shut down or even serious injury to human interaction partners, and 
negative legal consequences for the developers and organisation responsible for 
development. The same applies to other ethical norms that have not been insti-
tutionally enshrined in law (cf. also Chapter 7). Non-compliance with non-in-
stitutionalized but applicable social norms, for example fairness, may lead to 
disapproval or interaction termination. However, some social norms that operate 
within the habitus, such as differences in table manners in different social milieus 
for example, will only represent a necessary criterion for successful human-ma-
chine interaction in highly specialized and possibly highly ‘personalized’ contexts 
(imagine for example a fictitious ‘manners robot’ used for diplomatic training), 
but will not have to be taken into consideration in other contexts. Still, consid-
ering the ingrained customs within a group helps robot or other technical sys-
tems behaviour to be perceived as socially appropriate if they are intended to be 
viewed as a member of this group—what will be perceived as socially appropri-
ate may also depend on the platform the system uses: humans may have vary-
ing expectations according to a technical system’s form of embodiment. Failure 
to observe customs may lead to a spectrum of reactions, ranging from complete 
indifference to moderate disapproval (within the relevant group). In the case 
of practices regarded by a group as particularly important, however, the conse-
quences could extend to termination of an interaction or stronger disapproval, 
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possibly even expressed as violence against the technical system. A possible rule 
of thumb could be that ethical norms, institutionalized norms, and non-institu-
tionalized norms that fundamentally play a central role in maintaining the interac-
tion should always be taken into consideration, while finer-grained group customs 
are ‘only’ advisable to consider in specific application contexts of socially appro-
priate human-machine interactions.

Another important question is the fundamental transferability of «Standards 
of Customary Practice» in interpersonal interactions to human-machine interac-
tions. It is probable that humans adapt to technical systems logic as well as follow 
their own logic and that machines are designed to adapt to human logic as well as 
perform their own. In this interplay, perhaps new rules of conduct that have not 
been there before can emerge for both, humans and machines. Useem and Useem 
(1967) proposed the notion of a ‘third culture’ that is created where, for exam-
ple, a child grows up in a family that has moved to another cultural region. The 
child may have the experience of being offered different sets of cultural rules and 
«Standards of Customary Practice» in their family and in joining activities outside 
of their home. The child may therefore end up building and living in a so-called 
‘third culture’, incorporating and acting according to potentially conflicting and/
or enriching elements of both sets of standards. Regarding human-machine inter-
action the concept of ‘third cultures’ could be interesting: maybe new standards of 
social appropriateness will emerge due to the differences in human and machine 
logic? How do human standards change due to machine logic? How is machine 
‘behaviour’ designed to adapt to human logic? Are there misunderstandings? How 
does culture itself change due to new technical systems being invented? Where 
do elements of all these areas come together to build something new? Answering 
these questions is subject of current and may be subject of future research.

However, based on the above, we can draw one boundary for the discussion of 
socially appropriate technical systems, even with appropriateness standards that 
were not specifically developed for human-machine interactions. In his reflec-
tions on interpersonal manners, Kant remarked that humans often only give the 
illusion of following moral attitudes by acting in certain ways, but do not nec-
essarily hold the corresponding moral beliefs. If the actual moral attitudes of the 
interacting agents are irrelevant or secondary in this sense even in interpersonal 
interactions, then it would also be unproblematic to implement standards of social 
appropriateness in artificial assistants that cannot adopt their own moral positions. 
From this point of view, debating ontological differences and the possibility or 
impossibility of overcoming them between humans and technical systems is of 
secondary importance for the question of sociosensitive and socioactive assis-
tance technology.

4.5 The «Standards of Customary Practice» factor
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution 
4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, 
sharing, adaptation, distribution and reproduction in any medium or format, as long as you 
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Social Appropriateness Tree Structures

As another way of approaching the phenomenon of social appropriateness, the 
factors discussed in the explanations of the Fasa model, their criteria, and the 
observables/indicators of social appropriateness prominently associated with 
them can be graphically arranged into tree graphs to illustrate their relations 
among themselves.

This allows rapid access to a preliminary understanding of which factors and 
factor criteria of social appropriateness should be considered when building 
systems whose design is technically limited by only being able to detect certain 
observables with sensors.

For example: if you want to design a technical system that ‘only’ has the ability to 
recognize movement data, you can check for any relevant features in the indicator 
section of the tree structures below and decide which factors and factor criteria 
of social appropriateness might be relevant. This bottom-up approach can also be 
reversed to obtain a top-down approach:

If it is unclear which observables need to be technically detected in the design 
process of a sociosensitive and/or socioactive system, the factors and factor cri-
teria of social appropriateness can be used to assess which observables might 
represent potential indicators of the social appropriateness relationships 
involved in the application.

The tree structures also graphically show how the factor criteria ‹time› and ‹inten-
tion› are associated with two different factors in each case – for ‹time›, the two 
factors «Situational Context» and «Type of Action, Conduct, Behaviour, or Task»; 
for ‹intention›, the two factors «Type of Action, Conduct, Behaviour, or Task» 
and «Relations between Interacting Agents». This illustrates the interconnections 

5
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between the factor criteria and the factors and therefore between the fac-
tors themselves. The factors, factor criteria, and observables/indicators of social 
appropriateness are represented in Fig. 5.1, 5.2, 5.3, 5.4 and 5.5 in tree structures, 
starting from a factor in each case.
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Application of the FASA Model 
to Technical Systems

To decide which social abilities are required for a robot and which aspects do 
not require so much weight, the fields of application and the type and frequency 
of human contact should be analysed in depth (see also the explanations for the 
«Relations between Interacting Agents» factor). The evaluation criteria proposed 
by Dautenhahn (2007), each defined on a spectrum, can be used as a basis to ana-
lyse contact within a specific field of application (Dautenhahn 2007, p. 683):

1. Contact with humans (none; distant to repeated; long-term; physical),
2.  A robot’s functionality (limited and clearly defined to openly adaptable; shaped 

by learning),
3. The role of a companion (tool to assistant, companion, partner),
4. Social skills (not required or desirable to essential and necessary).

Two different paradigms can be distinguished regarding the potential relation-
ships that might arise between humans and robots: the caretaker paradigm and 
the assistant/companion paradigm (Dautenhahn 2007, p. 698). The former 
states that humans take on a caretaking function when they encounter robots, 
since the latter are viewed as artificial creatures. In other words, humans look 
after robots (and not vice versa, like care robots). According to this robot-cen-
tred view, the human must recognize the robot’s needs and react to them. The 
assistant/companion paradigm focuses on the robot’s supportive role as a useful 
machine that is able to recognize and respond to human needs to be helpful. Thus, 
an assistant robot that supports people with everyday tasks takes on a role similar 
to that of a personal guardian or butler. The choice of which paradigm to empha-
size in the design of a human–robot interaction is ultimately left to the developers 
of technology. The poliTE project and the FASA model, however, take the view 
of the assistant/companion paradigm and focus on the human-centred perspective.

6

© The Author(s) 2022 
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As an approach to concrete applications in specific interaction situations and 
application contexts relating to socially intervening artificial assistants, the appli-
cations of the FASA model are acted out below with examples in the context 
of various settings that reflect interactions between humans and artificial social 
assistants. To do this, a series of case studies identified over the course of the 
literature search are presented. At the end of the chapter, we will consider a fic-
titious application example, or thought experiment, to illustrate the application 
of our model to the analysis of a concretely planned interaction situation (for 
example for a research project) between a socially intervening artificial assistant 
and a person. By that, we will show how to use the model as a checklist or for a 
research and development project.

6.1  Application example 1 – A robot barista

Hedaoo, S., Williams, A., Wadgaonkar, C., & Knight, H. (2019). A robot barista 
comments on its clients: social attitudes toward robot data use. In Proceedings 
of the 14th ACM/IEEE International Conference on Human–Robot Interaction 
(HRI), pp. 66–74).

In this application example, a robot barista (NAO, Softbank Robotics) com-
mented on a conversation between two guests in a café setting. The valence of 
the robot’s comments varied (positive/negative). The addressees of the comments 
were also varied, as well as the setting of the conversation, e.g., family setting 
vs. job interview. The basic setting of this application example constitutes a 
framework within which the test subjects judge the appropriateness of the robot’s 
behaviour; therefore, some of the factors and factor criteria of the FASA model of 
social appropriateness are already reflected: the robot is already configured for a 
specific situation with specific relationships between interacting agents and with 
individual specifics. It is intended to act:

• as a barista for guests (factor criterion of the «Relations between Interacting 
Agents» factor: ‹familiarity or relationship aspects›) in a café setting (factor 
criteria of the «Situational Context» factor: ‹place›, ‹framing›, ‹participants›)

• as a conversation partner (factor criterion of the «Individual Specifics» fac-
tor: ‹individual shaping of social roles›).

The appropriateness judgements of the test subjects also illustrate the relevance of 
the factors and factor criteria for human–machine interactions: the judged appro-
priateness of the robot’s behaviour depended on the social roles and degrees of 
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familiarity with which the test subjects met. The factors «Individual Specifics» 
and «Relations between Interacting Agents» therefore played a particularly influ-
ential role in judging the appropriateness of the robot’s behaviour. In addition, 
the perception of the appropriateness of the robot’s comments fluctuated depend-
ing on the subjects’ mood in the context of the specific test situation – another 
link showing the relevance of the «Individual Specifics» factor. The fact that 
the valence of the robot’s comments affected judgements of appropriateness 
also points to the «Type of Action, Conduct, Behaviour, or Task» factor: some 
(speech) actions have typical consequences that always manifest, except in unu-
sual situations or unusual usage. Praise and niceties are usually met with a pos-
itive reception. The «Standards of Customary Practice» factor also plays a role 
in this application example: the test subjects’ judgements of the appropriateness 
of body language, as well as potential conversation analysis and database queries 
done by the robot reflect a) the subjects’ own implicit conceptions of appropri-
ateness, which, if explicated, would presumably allow conclusions about specific 
customs depending on their social position, habitus, etc., and b) their personal 
conception of intimacy and privacy preferences. The aspects are related to known 
legal and ethical questions in the context of human–machine interactions and, 
thus, also demonstrate that questions of legality, ethics, and social appropriate-
ness are in some cases closely related, although we should not be too eager to 
conflate them for this very reason.

6.2  Application example 2 – Baby schema

Mussakhojayeva, S., Zhanbyrtayev, M., Agzhanov, Y., & Sandygulova, A. (2016). 
Who should robots adapt to within a multi-party interaction in a public space?. 
In Proceedings of the 11th ACM/IEEE International Conference on Human–
Robot Interaction (HRI) (pp. 483–484).

In this application example, people in mixed groups (parents, their children, 
and people with no relation to the families) met a robot (NAO) in field tests. The 
robot adapted its behaviour to either the children or the adults in the group as it 
presented itself. The results of the experiment showed that the robot’s behavioural 
adaptations were evaluated differently by different people. Regardless of its ver-
balizations, children perceived the robot positively, whereas the parents perceived 
it more positively if it adapted its behaviour and language to the children. In gen-
eral, the robot was perceived more positively by the parents than by the unrelated 
participants. This difference was very likely rooted in the children’s positive reac-
tion to the robot. The unrelated adults (without children) remarked that the robot 

6.2 Application example 2 – Baby schema
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should adapt to adults in settings such as banks and hospitals, whereas the parents 
preferred the robot to adapt to their children, regardless of context.

This case study clearly illustrates the relevance of the «Type of Action, Con-
duct, Behaviour, or Task» factor with the ‹role identities› criterion since the rela-
tionship between the parents and the children led to differences in judging the 
robot’s behaviour. Finally, the relevance of the «Situational Context» factor (situ-
ational criteria ‹space› and ‹framing›) can also be seen since people with no rela-
tion to the children present in the interaction preferred behaviour adapted to adult 
interaction partners in ‘official’ settings such as banks or hospitals. However, this 
factor appears to play a subordinate role here because the role identity of being a 
parent shifted this preference in favour of unqualified adaptation to the children.

6.3  Application example 3 – That robot touch

Hoffmann, L. (2017). That robot touch that means so much: On the psychological 
effects of human–robot touch (Doctoral dissertation, University of Duisburg-Es-
sen, Germany).

In our third application example, the influence of different parameters on the 
perception of contact between humans and robots and the effect of this contact 
on the evaluation and perception of the robots was tested. The results showed 
that touching certain parts of the body, e.g., the back or the legs, was perceived 
to be more appropriate from a robot than from a person (stranger). Furthermore, 
touch initiated by the human was perceived to be more appropriate than recipro-
cal touch or touch initiated by the robot. The acceptability of touch varied with 
the size and mechanical appearance of the robot; the appropriateness decreased as 
the size and mechanical appearance of the robot increased. In addition, touching 
the robot generally led to positive affect and more positive interaction behaviour. 
Accordingly, touch appears to be positive in HRI, but any touch should be initi-
ated by humans. For example, it would be conceivable to establish a human-initi-
ated handshake as a greeting.

This example is especially relevant as it demonstrates that a judgement of 
social appropriateness can differ between humans and robots. Here, a touch that 
would be inappropriate for a human is judged to be appropriate in the interac-
tion with a robot. In terms of the FASA model, the «relations between interacting 
agents» factor is again especially relevant in this case study, with emphasis on the 
‹familiarity and relationship aspects› criterion, which appears to be viewed more 
‘narrowly’ with humans than with robots in the case of physical contact. Here, this 
factor goes hand in hand with the «Standards of Customary Practice» factor and 
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more specifically its ‹values/social norms› criterion. Simply touching a stranger 
violates socially established norms of behaviour. This is especially true for certain 
parts of the body, namely the back and the legs in this case study. However, the 
extent of the applicability or inapplicability of these norms seems to differ between 
robots and humans. The «Individual Specifics» factor also plays a role, given that 
the dependency of social appropriateness on the size and mechanical appearance 
of the robot was, in turn, contingent on personal evaluation structures.

6.4  Application example 4 – If a robot comes 
down the hallway…

Lauckner, M., Kobiela, F., & Manzey, D. (2014). ‘Hey robot, please step 
back!’-exploration of a spatial threshold of comfort for human-mechanoid spatial 
interaction in a hallway scenario. In Proceedings of the 23rd IEEE International 
Symposium on Robot and Human Interactive Communication, (pp. 780–787).

Our fourth application example examined the distance perceived to be appro-
priate when passing someone in a limited space (in this case, a hallway). The 
robot used was a prototype of a Bosch transporter robot, equipped with a dis-
play that could show a human face. It was found that the accepted proximity for a 
frontal approach was 0.8 m and the mean accepted distance for passing laterally 
was approx. 0.4 m. The preferred distance was not significantly influenced by the 
robot’s autonomy but increasing the robot’s speed (by 0.8 m/s) increased the pre-
ferred distance significantly. The robot’s external appearance had no significant 
influence on the frontal distance, but a human-like design reduced the preferred 
lateral distance by 0.1 m. Due to interindividual variability, a frontal distance of 
1.1 m and a lateral distance of 0.6 m was recommended for first contact with a 
social robot in this example.

In terms of the FASA model, the «Situational Context» plays an especially 
prominent role here (where something is unfolding, how it is spatially arranged 
as it unfolds); the frontal distance perceived to be appropriate was roughly twice 
as large as the accepted distance for passing laterally. The «Individual Specifics» 
factor and the ‹personal evaluation structures› criterion are also important, as 
they encompass differences in preferred distances from individual to individual. 
Additionally, the «Standards of Customary Practice» factor can be cited, since 
the ‹habitus› criterion reflects the field of proxemics, which was the focus of the 
study. Thus, there are certain distances that have been socially established as typ-
ical (Hall 1966), and failing to observe them constitutes a breach of social appro-
priateness.

6.4 Application example 4 – If a robot comes down the hallway…



112 6 Application of the FASA Model to Technical Systems

6.5  Application example 5 – Wait for it… Hello!

Yamamoto, M., & Watanabe, T. (2006, September). Time lag effects of utterance 
to communicative actions on CG character-human greeting interaction. In Pro-
ceedings of the 15th IEEE International Symposium on Robot and Human Inter-
active Communication, (pp. 629–634).

In our fifth application example, a series of differently timed variations of a 
greeting were examined in a Japanese-speaking setting. The robot was small and 
somewhat playful (unazuki-kun) and represented the embodiment of a virtual 
agent. During communication, it was found that variations in pauses and delays 
led to different communication effects. Thus, a delay of 0.3 s was desirable for 
greetings between acquaintances, but longer delays were preferred for polite 
greetings.

In terms of the FASA model, the «Situational Context» factor (situational cri-
terion ‹place›) is reflected in the Japanese cultural setting. There are greater dif-
ferences between polite and familiar greetings in Japanese culture than in some 
other cultures (e.g., the American culture), but the preferred delays would most 
likely manifest in some other way in other cultures, or perhaps play no role at 
all. The ‹familiarity and relationship aspects› criterion of the «Relations between 
Interacting Agents» factor is also relevant, reflecting the social distance between 
the two interaction partners. The preferred delay in communication was defined 
by the familiarity of both persons (acquaintances vs. interacting agents less famil-
iar with one another), which in turn determined whether a formal, polite greeting 
was viewed as socially appropriate. The «Standards of Customary Practice» fac-
tor, more specifically the ‹habitus› criterion, can also be used to understand social 
appropriateness in this application example. The ‹habitus› criterion encompasses 
the typical and ‘ingrained’ types of behaviour and judgement within a group, 
which includes the general rules of conversation.

6.6  Application example 6 – CLIPPY

Whitworth, B. (2005). Polite computing. Behaviour & Information Technology, 
24(5), 353–363.

The final application example relates specifically to ‘Clippy’, Microsoft’s vir-
tual assistant. Clippy was perceived as impolite and disruptive by many users due 
to frequent and unsolicited interruptions in the work process, despite its poten-
tially positive function in terms of assistance. This perception of it being  impolite 
and disruptive may stem from it not being designed with enough thought for 
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interaction performance with the user. Whitworth writes: “Politeness is any unre-
quired support for situating the locus of choice control of a social interaction with 
another party to it, given that control is desired, rightful and optional” (Whitworth 
2005, p. 355) and formulates the following informal politeness rules for software 
(which can largely be transposed to robots) (cf. Fig. 6.1):

According to Whitworth, Clippy violated a number of these postulated infor-
mal politeness rules while acting as an assistant and was consequently perceived 
as disruptive and annoying by many users.

In terms of the FASA model, the «Situational Context» factor and its situa-
tion criterion ‹media-based and performative mediation› are especially relevant 
here since the norms of e-conversations fall under this criterion. For virtual or 
media-based conversations, there are specific norms that must be considered 
when designing interactions within this context to ensure that they are perceived 
as socially appropriate. The «Standards of Customary Practice» factor and its 
‹habitus› criterion, which encompass the typical and ‘ingrained’ types of behav-
iour and judgement within a group, including general rules of conversation, are 
also relevant. The interaction between the different factors is clearly visible in this 
example. Although the «Standards of Customary Practice» factor includes gen-
eral rules of conversation, the situation, in this case the media-based interaction, 
means that another set of norms, some of which are different and some of which 
overlap with the usual norms, must be considered.

6.6 Application example 6 – CLIPPY

Software politeness rules:

•Don’t preempt user choices. 
•Don’t dominate the interaction.
•Make it easy for the user to have control. 
•Don’t interrupt the user, unless necessary. 
•Be brief. 
•Help users make desired choices. 
•Ask before acting on interface resources. 
• If in doubt ask; if you ask, remember. 
•Keep the user informed of your actions. 
•Don’t pester. 
•Offer choices relevant to the user context. 
•Offer useful choices. 
•Say excuse me, thank you and please. 

Fig. 6.1  Software politeness rules (Whitworth 2005, p. 359.)
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6.7  Fictitious application example/thought 
experiment

To illustrate the application of the model to planning specific interaction situ-
ations in the context of research and development, it might be helpful to con-
sider a fictitious example as a thought experiment. The FASA model can be used 
as a basis to assess which aspects of social appropriateness should be taken into 
consideration. We shall examine the criteria factor by factor to determine whether 
each criterion is relevant using the questions listed in the model description and, 
if so, what consequences we can deduce in terms of the behaviour that we wish 
the system to perform. As a realistic and widely encountered scenario in state-
of-the-art technological development, we will consider the implementation of a 
robot in a retirement home. We will apply the model to a concrete interaction 
situation: reminding the residents about an appointment, in this case an  upcoming 
leisure activity that has been planned.1 The following discussion represents one 
possible approach to this scenario based on the FASA model and makes no 
claims of exclusivity or completeness.

«Situational Context»: For our appointment reminder, let us begin with the 
factor «Situational Context» and analyse the situation using the factor criteria 
listed in the model.

‹Place›: Our analysis begins with the situational criterion ‹place›, which relates 
to where the behaviour is taking place. Here, the specific context of the retire-
ment home and the cultural setting in which it is located must be considered. In 
our example, we will assume the case of a Western culture. If the interaction is 
set within a German-speaking country, the polite Sie form of address should for 
example be used if the level of familiarity is low (see also «Relations between 
Interacting Agents»), and a larger interindividual distance should be maintained 
than in some other societies (see also the ‹habitus› customariness criterion, 
which encompasses proxemics). Given that the interaction is set within a retire-
ment home, we can draw conclusions about the age of the interacting agents and 

1 We must bear in mind that, especially in care work, ethical aspects play a major role when 
designing behaviour and must be considered accordingly. This thought experiment remains 
deliberately vague in some regards to avoid any assumptions that could potentially be inter-
preted as ableism or ageism. The extent to which any physical, cognitive, or other restric-
tions should be considered in behavioural design is specific to each situation and must be 
judged by care workers on a case-by-case basis.
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the possibility that the addressees may have cognitive and physical limitations 
caused by degenerative diseases or simply advanced age (see also «Individual 
Specifics») that must be taken into consideration when designing the interaction. 
Furthermore, within the scope of the ‹place› situational criterion, the degree of 
publicness (e.g., private vs. public) of the interaction needs to be considered; in 
the application example, the situation can be assumed to be private, unless the 
human-robot interaction is unfolding and being recorded as part of a scientific 
study. Accordingly, the robot does not need to communicate as representatively as 
would be necessary in a completely public situation.
‹Framing›: The situational criterion ‹framing› asks ‘as what’ the behaviour is 
unfolding. For example, this criterion encompasses whether the action being eval-
uated is a ritual or ritualized, and whether it is being performed for its own sake 
or as a form of commentary, e.g., in the context of art. In our application example, 
the level of seriousness is most important aspect to consider. The situation is not 
very formal, and we can assume that it will occur somewhat regularly. Therefore, 
the robot’s behaviour can be more informal, jokes or possibly colloquial language 
are permissible, and no lengthy explanations are required, since the addressees 
can be assumed to be familiar with the situation.
‹Media-based and performative mediation›: The situational criterion ‹media-
based and performative mediation› plays a subordinate role in this situation since 
the interaction is unfolding in a face-to-face setting. This criterion would play a 
more prominent role in media-based interactions such as video conferences or 
discussions in a comments section on the internet.
‹Participants›: For the ‹participants› factor criterion, which encompasses the 
nature of the interacting agents, we simply need to consider that the participants 
are people and no entities of a different nature play a role or need to be consid-
ered.
‹Time›: The situational criterion ‹time› describes whether the appropriateness of 
a displayed behaviour depends on it being performed at specific times. This cri-
terion also plays a subordinate role in this example, since the performance of the 
robot’s reminder task does not depend on the specific time at which this reminder 
is given (unless the reminder would undesirably wake the residents from sleep-
ing, etc.). It is sufficient to select a time window that allows the addressees to 
complete or interrupt their current activities to participate in the planned leisure 
activity, or travel to the necessary location.

«Individual Specifics»: As mentioned above, the «Individual Specifics» factor 
plays a prominent role in this application example.

6.7 Fictitious application example/thought experiment
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‹Personal evaluation structures›: The ‹personal evaluation structures› criterion 
focuses on aspects that influence whether an interaction partner would judge a 
behaviour as socially appropriate or inappropriate. In the context described here 
the age of the addressees must be considered, since the conditions of socializa-
tion differ from generation to generation. For example, a higher degree of formal-
ity in the form of address may be advisable when interacting with older persons, 
whereas people of younger age or from a later generation might perceive a more 
informal address (such as the German Du form of address) as appropriate, even 
in the absence of familiarity (see «Relations between Interacting Agents»). Phys-
ical and cognitive states also need to be considered, for example in relation to the 
speaking volume and speed that would be considered appropriate. A hearing-im-
paired person would judge a higher volume to be appropriate; in the context of 
a retirement home, a clearer speech style or higher volume might be considered 
appropriate, depending on the composition of the group of residents – or come 
across as discriminatory. Furthermore, regarding physical condition, a resident 
with restricted mobility might need more time to cover distances, which should 
be taken into consideration when defining the timing of the reminder for the spe-
cific group being addressed.
‹Personal characteristics›: The factor criterion ‹personal characteristics› 
describes the dispositions that interaction partners bring with them. This includes 
personal preferences regarding certain aspects of the interaction situation. Likes, 
prejudices, and personal taste play a role, as do chronic distortions of perspec-
tive (e.g., a negativity bias), personal attitudes, understanding of irony, personal 
interests, etc. Since our example concerns a group interaction where the robot 
addresses multiple people at the same time, this criterion plays a less prominent 
role. Instead, it makes sense to design the interaction more generally, as it is unre-
alistic to expect to be able to account for the personal characteristics and prefer-
ences of all addressees. Nevertheless, it would be conceivable to have a scenario 
in which a particular person requires special attention to encourage them to par-
ticipate in the planned activity. A two-stage process could then be envisaged that 
first makes a general address to the full group, then addresses a particular individ-
ual with a more personalized communication that considers their personal prefer-
ences to improve the perception of appropriateness.
‹Individual shaping of social roles›: The criterion ‹individual shaping of social 
roles› is not too relevant in our example, since potential social roles are primar-
ily meaningful when interacting in a context where the interacting agents have 
essential roles that determine the interaction itself. Conceivable examples include 
interactions within professional life, where there are superiors and employees, 
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interactions in school contexts, where there are teachers and students, and so on. 
In the interaction situation described here, which takes place in the context of a 
retirement home, social roles have a less prominent meaning because the address-
ees are unlikely to have any other roles besides being a resident of the facility at 
this point in time.

«Type of Action, Conduct, Behaviour, or Task»: Next, we need to analyse the 
«Type of Action, Conduct, Behaviour, or Task» factor and its factor criteria.

‹Time›: Let us begin with the action and behaviour criterion ‹time›, which relates 
to how and when the behaviour is taking place. Various questions could be rel-
evant here. For example, what type of conversation is it? A dialogue or some-
thing else? Is there a fixed exchange between the interacting agents? Are there 
interruptions? If so, why? In some cases, this criterion could also encompass a 
sense of tact regarding choosing the right time to address a particular question 
within the interaction. In the application example, the most relevant aspects are: it 
is not unfolding as a classical dialogue with a fixed exchange between the mem-
bers of the conversation, and it is not an instance of dyadic communication, but 
a communication with a group of people. In such a context, since the robot can-
not necessarily wait until nobody is speaking to avoid interrupting a conversation, 
it could be viewed as socially appropriate to interrupt existing interactions with 
an ‘interjection’ before ‘broadcasting’ a general announcement of the upcoming 
appointment to the room – like how it is appropriate to tap on a glass to interrupt 
conversation before giving a speech. Furthermore, a sense of tact is not necessary 
for the robot since the subject of the interaction is not sensitive.
‹Role identities›: The second action and behaviour criterion, ‹role identities›, is 
closely linked to the «Relations between Interacting Agents» factor, as well as the 
individual criterion ‹shaping of social roles›. This criterion relates to questions 
about who is performing the behaviour and who is judging it. Here, for exam-
ple, it corresponds to aspects regarding the innate roles of the interacting agents 
or the roles assigned to them, how a judgement of appropriateness depends on 
the role of the person performing the relevant behaviour (e.g., depending on age, 
gender, or ethnicity), how the role identities of the interacting agents relate to one 
another, the reputations of the interacting agents, and whether people are repre-
senting themselves or somebody else within the interaction (this plays an espe-
cially important role in political settings). However, since social roles are not that 
important in this example, as mentioned earlier, this factor is irrelevant or only 
plays a very subordinate role.

6.7 Fictitious application example/thought experiment



118 6 Application of the FASA Model to Technical Systems

‹Intention›: The action and behaviour criterion ‹intention› relates to the moti-
vations, goals, or intentions with which the behaviour or action is taking place. 
Here, it should for example be considered whether the behaviour has a persua-
sive intention, whether there is the potential for cooperation, etc. In the exam-
ple, the robot could potentially also have a persuasive intention in addition to its 
reminder function to motivate the residents to participate in the planned activity. 
In a human context, a persuasive intention can be pursued in subtle and socially 
appropriate ways by strategies such as particular rhetoric or by mirroring gestures 
or facial expressions in communications, but that is not yet possible to the same 
for robots. Since the ability to recognize emotions and situations is also signifi-
cant in this criterion, besides the ability to cooperate, its relevance may increase 
as technical development continues to progress.
‹Consequences›: Finally, there is the ‹consequences› criterion of the «Type of 
Action, Conduct, Behaviour, or Task» factor, which encompasses the possible 
consequences of the interaction. Here, rules of conduct established within spe-
cific groups of actors can be considered, as well as the visibility of consequences 
or the (institutionally normative) enshrinement of behavioural rules (see also the 
«Standards of Customary Practice» factor). The power dynamics between the 
interacting agents also play a role; they determine whether a violation of the rules 
of social appropriateness can be sanctioned by the interaction partner, and, if so, 
how. The worst-case scenario in the example considered here would be a termina-
tion of the interaction, for example if the residents simply ignore the robot and do 
not participate in the planned activity. Accordingly, the consequences are not seri-
ous and there is some leeway for social (in)appropriateness in the design of the 
interaction, which would not be the case for other scenarios that carry more seri-
ous consequences (imagine for example a situation unfolding in front of a court).

«Relations between Interacting Agents»: The «Relations between Interacting 
Agents» factor also contains various factor criteria that must be considered when 
designing the interaction.

‹Familiarity and relationship aspects›: The relational criterion ‹familiarity and 
relationship aspects› asks how the interacting agents relate to one another. This 
includes consideration of the frequency and duration of the interaction, whether 
a friendship exists or how close the interacting agents are to one another, what 
specific power dynamics there are, what expectations they have of one another, 
etc. In the application example, the robot and the residents already know and 
have frequently seen one another, and interaction situations have already occurred 
repeatedly. This allows us to conclude that no highly formal communication or 
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introductory greeting and self-introduction are needed. Since the example does 
not involve a companion robot, and the robot is instead understood as a service 
provider, the interaction does not have any special intimacy or familiarity and 
should instead be kept relatively neutral. There is not expected to be any power 
imbalance between the interacting agents; this aspect can therefore be neglected. 
Although the robot gives a reminder of the appointment, its task is not to force 
the residents to participate, nor does it have the authority to do so; it is simply 
offering a suggestion.
‹Intention›: This is also reflected in the ‹intention› relational criterion, which 
describes the interests at stake in the interaction. For example, this includes the 
question of whether the interaction is cooperative or competitive, whether it 
serves an economic interest, whether the possible consequences of the interaction 
are institutionally enshrined, etc. In the application example, no further aspects 
need to be considered.
‹Context›: The relational criterion ‹context› is comparable to the «Situational 
Context» factor but focuses instead on the relations between the interacting 
agents. For example, ‘as what’ do the interacting agents perceive the interac-
tion? Is there a consensus on this perception? Applied to the situation of a robot 
reminder, it should for example be noted that both parties need to perceive the 
reminder as voluntary, i.e., the fact that the leisure activity is being proposed as a 
suggestion needs to be communicated to maintain social appropriateness.

«Standards of Customary Practice»: Finally, we must analyse the «Standards 
of Customary Practice» factor.

‹Values/social norms›: The first customariness criterion is the ‹values/social 
norms› according to which the social appropriateness is judged. This criterion 
considers more collective values and virtues, such as fairness and equality, as 
well as individual values that the interacting agents may have internalized over 
the course of their socialization, but which are not necessarily shared by others, 
and finally any institutionally enshrined customs. In the context of our applica-
tion example, this factor is of moderate importance, since the situation is not par-
ticularly sensitive to any potentially applicable values, but the violation of such 
a value might still lead to the interaction being terminated. For example, the fact 
that values such as friendliness or politeness can play an essential role in a retire-
ment home setting needs to be considered. In addition, in the application exam-
ple, no separately institutionalized customary practices are expected, although 
any relevant legislation should of course be observed, especially as it relates to 
the provision of care.

6.7 Fictitious application example/thought experiment
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‹Habitus›: The next criterion is the ‹habitus›, which describes the types of 
behaviour and judgement ‘ingrained’ in a group. This is linked to the frequency 
of interaction. People who are meeting for the first time (excluding broader soci-
etal contexts resulting from perceived roles in the interaction situation) do not 
have any habitually ingrained types of behaviour and judgement. In our appli-
cation example, it might have already been established as common practice for 
the leisure activities to begin slightly late, for instance, so it would accordingly 
not be socially inappropriate for the robot to account for this time window in its 
reminder. This criterion also encompasses types of behaviour that would other-
wise be inappropriate but have been accepted as appropriate through the habitus 
of the relevant group (but would not be accepted in other group contexts).
‹Regulative norms›: The final customariness criterion ‹regulative norms› relates 
to the ethical dimension of the application example. The example could poten-
tially involve vulnerable groups of people, making this criterion especially 
important. A long-standing and independent area of applied ethics exists for this 
scenario, identified by the keyword of ‘care ethics’, so we can draw from both the 
existing professional discourse and the relevant experts and institutions on this 
topic.
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Reflections on Sociosensitive 
and Socioactive Technology

Chapter 2 gave a list of purposes for which this book and the FASA model are 
suitable and another list for which they are not. But regarding the model’s appli-
cability and validity and in general, there are various other questions about soci-
osensitive and socioactive technology that must be considered, including ethical 
aspects. This book also aims to increase awareness of the complexity and some-
times problematic nature of developing, designing, disseminating, using, and 
regulating sociosensitive and socioactive systems. The chapter at hand therefore 
presents some initial reflections about sociosensitive and socioactive technology. 
It does not make any claim of exclusivity or completeness; on the contrary, it 
should be understood as an appeal for non-technical expertise to be continuously 
and more thoroughly integrated into technology design projects. These reflections 
bring the book to a close and serve as a prelude to subsequent discourse.

7.1  Social appropriateness and tact

When saving face is a concern in social interactions, one component of socially 
appropriate behaviour is what is known as ‘a sense of tact’. Regarding technical 
systems, we might ask whether it makes any sense to say that a technical system is 
capable of ‘embarrassing’ us, and whether experiencing embarrassment towards a 
technical system can itself be appropriate. Helmuth Plessner defines tact as

the ability to perceive imponderable differences, the ability to grasp that untranslat-
able language of phenomena spoken by people without words through their constel-
lation, their behaviour, their physiognomy in the unfathomable symbols of life. Tact 
is the willingness to respond to the finest vibrations of the environment, a  willing 

7

© The Author(s) 2022 
J.  Bellon et al., Theory and Practice of Sociosensitive and Socioactive Systems, 
https://doi.org/10.1007/978-3-658-36946-0_7

https://doi.org/10.1007/978-3-658-36946-0_7
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-36946-0_&domain=pdf


122 7 Reflections on Sociosensitive and Socioactive Technology

openness to see others and thus take yourself out of focus, to measure others by 
their own standards and not your own [cf. «Individual Specifics», remark by the 
authors]. Tact is the eternally watchful respect for the souls of others and hence the 
first and last virtue of the human heart. (Plessner 2002, p. 107, own translation)

It will certainly be difficult to endow technical systems with such a watchful 
respect for the souls of others, and so we must ask ourselves whether and when 
it makes sense to attempt to simulate such respect. Here, it is useful to make a 
distinction between two different forms of social appropriateness, both of which 
we have discussed in greater depth elsewhere (Bellon et al. 2022). Socially appro-
priate behaviour can relate to respect for the dignity of the other in a very existen-
tial sense. But it can also refer to a weaker, possibly derived, form that facilitates 
interactions and society through conventions that are constantly being renegoti-
ated (cf. for this and Niklas Luhmann’s notion of tact Youssef 2019).

According to Hans-Georg Gadamer, tact can be understood as a kind of 
‘social sensitivity’ (Gadamer 2011, pp. 13–15). The following excerpt by David 
Kaplan insightfully reveals the connection between tact/politeness, education, 
self-cultivation, and appropriate technique. Some of the factors of the FASA 
model are also reflected in the excerpt:

What is this sense of appropriateness? For Gadamer it is “tact.” It is a particular 
kind of social sensitivity to social situations and the judgment of how to behave in 
them. Tact is the tacit knowledge of appropriate action for a particular circumstance. 
It involves knowing what to say and do – and what not to say and do. Although not 
based on general principles or universal concepts, Gadamer maintains tact is a uni-
versal sense that requires of all that we remain both sensitive to particular situations, 
guided by the wisdom of the past [handed down as customs, remark by the authors], 
yet open to other points of view. Although it is difficult to prove any matter of tact 
conclusively, it is not an irrational concept; it is merely an acquired ability. How 
does one acquire it? Through education in culture, development, and self-cultiva-
tion in society. That is to say, Bildung. The only way to acquire interpretive tact is 
through practise. This connection between tact and practical wisdom has completely 
dropped out of the contemporary conversation of technology. But what is largely 
at issue in questions concerning the good life in a technological age is this notion 
of appropriateness in conduct. Technology is shot through with tact. It answers key 
questions, such as how things ought to be designed, how they should be used, how 
they should affect others, how they should be governed. Tact may not provide a 
precise answer to any of these questions, but if universalist and scientific concepts 
are ruled out (or not exclusively employed) then all that is left is practical wisdom, 
developed over time, through Bildung. After Gadamer, the notion of ‘appropriate 
technology’ takes on a whole new dimension. New answers might be found to vex-
ing practical questions concerning technology. (Kaplan 2011, p. 232)
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The five factors proposed in this book and their respective criteria not only 
allow an understanding of Gadamer’s concept of tact, but, as the fundamental 
factors of social appropriateness, they also offer an approach to the ques-
tion of how behaviour is judged to be socially appropriate or inappropriate 
in interpersonal and human–machine interactions. First, as proposed here, the 
behaviour in question must be perceived through observable aspects such as voice 
and tone, gestures and facial expressions, posture and positioning in space, and 
so on, all of which vary in time, space, and mode. Which manifestations of these 
observables can now be understood as indicators for appropriate or inappropriate 
behaviour primarily depends on the five factors of the model: «Type of Action, 
Conduct, Behaviour, or Task», «Situational Context», «Relations between Inter-
acting Agents», «Individual Specifics», «Standards of Customary Practice». If 
this model and the research results of the poliTE project summarized in this book 
are adopted by future concrete research, especially in technology design projects, 
then – it is hoped by the authors of this book – various typical and meaningful 
combinations of observables, indicators, factor criteria, and factors could emerge. 
Besides being useful for the design of sociosensitive and socioactive systems, this 
could also provide further insight into the phenomenon of socially appropriate 
behaviour, appropriateness cultures, and the normative foundations and condi-
tions of plural life forms in digitized life realities.

7.2  Why social appropriateness in human–machine 
interactions?

If insight into the connection between judgements of appropriateness and signifi-
cant groups of observables typically associated with specific contexts, tasks, and 
social relationships is possible in this sense, how can this contribute to the design 
of socially compatible technology? Could self-learning sociosensitive or socioac-
tive systems even record and compile these relationships, allowing the factors of 
appropriate behaviour to in turn be researched through an analysis of the infor-
mation compiled by systems? Could these observables be made machine-reada-
ble, i.e., made to be understood by systems as indicators – if so, which of them? 
Enough of them? Could processing at the level of indicators, i.e., reading observ-
ables ‘as symbols for’ and therefore the interpretive steps that connect an observ-
able with a judgement of appropriateness, be partially or even mostly delegated 
to highly automated systems, allowing this ability to be integrated into sociosen-
sitive or socioactive systems? And if it is indeed possible to have systems with 

7.2 Why social appropriateness in human–machine interactions?
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the ability to establish judgements about the social appropriateness of actions and 
behaviours, then we must reflect upon the technology by asking ourselves the 
question:

Should such systems be developed and used in the first place?

This book compiles some examples of observables that are currently being con-
sidered in research and prototype implementations of interactive systems, such as 
‘system judgements’ about the appropriate distance between the participants in 
the interaction (proxemics). All research efforts into emotion-sensitive adaptive 
systems, human-like interactions, artificial assistants, and companion technology, 
social robotics, etc. share one – more or less explicit – premise:

Human-like or ‘natural’ – or at least less artificial – interaction is better. Is this 
true?

Why would someone build systems that simulate human behaviour up to or 
beyond the uncanny valley (Mori 2012)?

7.3  Sociosensitive/socioactive systems as seemingly 
human?

From the perspective of technology assessment, such sociosensitive and socioac-
tive systems clearly present challenges, such as the possibility of deception (is 
something a person or just technology?) that leaves users unsure about the true 
nature of the entities with which they are interacting. Such systems would pass 
the Turing test, at least in the short term. Although this ambiguity may lead to 
conscious and enjoyable immersion in human–machine relationships, at the same 
time, fundamental respect for humans as well as human rights (and labor rights 
and conditions) can be jeopardized wherever AI systems are enacted and assumed 
in roles of humans and instead of humans. This is strategically exploited by many 
data-driven or platform-based services, some of which employ human workers 
in precarious conditions while presenting themselves as purely AI-based func-
tions to users. This has been described as ghost work by a new global underclass 
(Gray and Suri 2019) or as a deliberately staged impression of magic that makes 
work seem like it is ‘plucked from the cloud’ and performed by ‘magical hands’.
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The Amazon version [of Mechanical Turk, remark by the authors] is a way to easily 
outsource – to real humans – those cloud-based tasks that algorithms still can’t do, 
but in a framework that allows you to think of the people as software components. 
The interface doesn’t hide the existence of the people, but it still does try to create a 
sense of magic, as if you can just pluck results out of the cloud at an incredibly low 
cost. (Lanier 2013, p. 169 f.)

This impression of magic could undoubtedly be considerably enhanced using 
socially appropriate artificial agents, causing the precarious employment condi-
tions affected by it across the globe to fade even further from the sight of poten-
tial users and consumers. Though users and customers may find such moral 
convenience attractive (it is not pleasant to see the misery ‘behind’ products), 
efforts to raise public awareness might be necessary – the social media plat-
form Facebook employs people and not algorithms to weed out pictures showing 
decapitation and torture, sometimes at a considerable psychological price (The 
Verge 2019) – and a sharper public understanding of sociosensitive and socioac-
tive technology might also be needed.

Another consequence of sociosensitive and socioactive agents – corresponding 
to either an opportunity or a risk depending on the realizations of the factors – 
is the facilitation and increase of parasocial relationships; this term describes 
relationships where people fall in love with fictional characters like James Bond 
or non-human entities like God or robots. Viewed as an opportunity – consider 
for example relationship or sex robots – this field represents a billion-dollar mar-
ket that has the potential to alleviate loneliness. But parasocial relationships can 
also have problematic consequences, for example if a beloved robot (or car) is 
‘rescued’ instead of another person, or ‘material damage’ to a beloved robot part-
ner is met with pre-emptive or retaliatory bodily harm – perceived as self-de-
fence. There are of course non-problematic ways to develop attachment to objects 
beyond technical systems; nevertheless, the design of technical systems should 
consider any potentially problematic consequences that can be anticipated.

Another challenge of minimizing human-technology differences in human-ma-
chine interactions with sociosensitive or socioactive agents is not to overempha-
size this minimization of differences. For human-machine interactions, which 
involve learning systems on the technological side and have long since taken 
place on the basis of ‘comprehensively networked IT systems’ (Wiegerling 
2016)–and even for implementations that exploit big data technologies, which are 

7.3 sociosensitive/socioactive systems as seemingly human?
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 sometimes touted as almost magical–the following principle still holds true (Rich-
ter und Kaminski 2016): when interacting with a technical system, people are only 
addressed as tokens of various compiled profile types (ranging from hard-coded 
default users to average users with various adapted characteristics to fully ‘person-
alized’ users) by the system.

But reducing human–machine differences in human–machine interactions with 
sociosensitive and socioactive technology could obscure this typified default type 
of human–machine interaction, leading technical systems to be classified as full 
social actors. This may already seem like an attractive option in socially sensitive 
areas, not least due to economic incentives. But such a misapprehension of soci-
osensitive and socioactive technology as full social actors is undoubtedly fraught 
with risk (Nähr-Wagener 2020): suppose that a person is unable to articulate indi-
vidual wishes and feelings in areas where articulating one’s own mental state is 
essential and should ideally be facilitated1 (e.g., in nursing and care work) pre-
cisely because the sociosensitive and socioactive system is unable to process them 
adequately: talking to a system about ones ‘emotional inner life’ is pointless, and 
so a person might eventually just stop trying to articulate this desire. In this sce-
nario, the person may at some point no longer consider it worthwhile to develop 
personal wishes and feelings in the presence of permanent human–machine inter-
actions of this type – there is a danger of self-reification. Even sociosensitive or 
socioactive care robots cannot be empathetic or sympathetic interlocutors. If we 
only consider the point of view described above, assistance from sociosensitive or 
socioactive care robots should presumably be restricted to only classical assistance 
tasks, in particular bureaucratic tasks. Thus, sociosensitive and potentially socioac-
tive care robots should also act as assistants for care workers, rather than as inde-
pendent care systems that might even participate in relational work. In general, this 
means: the boundaries of possible fields of application of sociosensitive and socio-
active technical systems should not be determined by the illusion that these techni-
cal systems constitute social actors in a comprehensive sense.

1 This remark is intended in the following sense: in practice, especially in the nursing sec-
tor, patients often do not have enough time to articulate their own mental states (‘nursing 
crisis’), meaning that trends of self-reification are undoubtedly already a reality, even with-
out sociosensitive and socioactive care robots.
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7.4  Advantages of sociosensitive/socioactive 
technology/ Why and why not?

Systems that take social appropriateness into consideration hold considerable 
potential for more pleasant human–machine interactions, which in turn can 
have positive effects on people’s mood, health, motivation, performance, etc. 
The aforementioned research on respect (Sect. 4.4.1.1), for example, considers 
a recipient-based concept of respect according to which respect exists when a 
person feels respected, regardless of whether the relevant interacting party truly 
respects them (Quaquebeke and Eckloff 2010).

In a fundamental sense, technical systems can never respect someone.

For example, they are not in a position to choose who to respect and who not 
to respect, because they have no authentic normative preferences to guide such 
a choice. Such systems could be implemented with a corresponding axiology 
from which attestations of respect could be derived, but the processing of foreign 
values implemented by foreign rules would not represent respect in the sense of 
autonomous recognition, which presupposes a conscious subject capable of rec-
ognition (cf. for example Siep 2022; Gransche et al. 2014). But although techni-
cal systems cannot genuinely respect people, they could potentially simulate 
expressions of respect sufficiently well that a person feels respected by an arti-
ficial agent. According to the recipient-based concept of respect, this would be 
sufficient to induce the positive effects of respect on health, motivation, perfor-
mance, etc. in the person who feels respected wherever this is desirable.

Another possible advantage of sociosensitive or socioactive technology 
that provide services is that inappropriate conversation interruptions by inter-
active robots or AI systems in hybrid social settings, e.g., conference coffee 
breaks served by robots, could be reduced. This would not necessarily or not 
just improve the quality of human–machine interactions but more importantly 
the quality of interpersonal interactions. Such an advantage would however only 
prove fruitful if interactions between humans and technology in this kind of 
hybrid setting is desirable or necessary for other reasons (e.g., economic), since 
technology with improved sociosensitivity or socioactivity only mitigates techni-
cal imposition that would not be disruptive in the first place if the technical agents 
(e.g., catering or care robots) were never introduced to the social context. Accord-
ingly, the promotion of technical sociosensitivity and socioactivity risks 
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falling foul of a tech-fix ideology2 (to which, in a self-critical sense, this book 
might also be contributing) where the purpose of version n + 1 is merely to solve 
problems that were introduced by version n. We must never stop asking whether 
people are a better choice than attempted technological substitutes in the hotel 
reception, the service hotline, behind the counter, for practical psychoanalysis, in 
sports clubs, in intercultural training settings, as intimate partners, etc. One of the 
tasks of technology evaluation (in every sector: politics, science, economy, etc.) is 
to invest the finite resources of a society towards development goals that exist by 
consensus; for example, we must ask whether a precarious care system (or even 
a hypothetically perfect one) only needs care robots – if they are indeed needed 
at all – because precisely those preferences and images of society and humanity 
that facilitate the existence of sociosensitive and socioactive agents are the root 
causes of the crises plaguing the health system. In the research and development 
of interactive systems, the FASA model can also be used as a heuristic to decide 
in what «Situational Contexts», according to which (and in some cases overcom-
ing which) «Standards of Customary Practice», for which «Relations between 
Interacting Agents», for what «Individual Specifics», and for which «Type of 
Action, Conduct, Behaviour, or Task» sociosensitive and socioactive systems 
might in fact be worse than socially indifferent systems, or indeed under what 
circumstances any technical system at all might be disadvantageous compared to 
solutions based on appropriately qualified people. In collectives with a tendency 
towards tech fix reflexes, i.e., a propensity to respond negative effects of technol-
ogy with more rather than less technology, potential no-tech and low-tech solu-
tions receive few resources, late resources, or no resources at all (research focus, 
development funds, etc.).

The factors and criteria of social appropriateness are so complex that 
adequate and conscious consideration should in many cases lead to the 
informed decision to refrain from any technical implementation of them.

2 Tech fix is short for technological/technical fix, sometimes also called solutionism. It 
describes the attitude of primarily seeking to fix problems with technology, even when the 
problems were mostly caused by technology in the first place. For example, the problem 
of CO2 or fine dust emissions could be tackled socially or at the level of people’s actions 
by adopting practices that avoid generating emissions, instead of resorting to tech fix with 
improved particle filters or CO2 separation systems. The problem with this, and the reason 
why tech fix or (technological) solutionism often carries negative connotations, is that tech-
nical solutions are often only necessary to solve technical problems that were originally 
intended as technical solutions for other technical problems, and so on and so forth.
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7.5  Technology does not interpret and does 
not understand

In addition, only a fraction of the listed observables can currently be techni-
cally implemented and technically integrated as indicators for criteria. Although 
this may be improved in future for many observables through further research, 
it would make sense to clarify whether and which of these observables are suit-
able for being technically processed as indicators at all before investing in such 
research. As presented in Chapter 4, observables are not just detected, they must 
be read as indicators. Understanding something as something, i.e., understand-
ing an observable manifestation as a symbol and as information about some-
thing unobservable, is an act of interpretation. If we wish for technical systems 
to assign a meaning to observables for social appropriateness beyond simply 
applying a fixed – and hence predefined – reference template (and the dynamic 
character and complexity of the phenomenon suggest that this is indeed desira-
ble, see Bellon et al. 2022), then these systems must have interpretative abilities. 
Whether non-living entities can fundamentally bridge this hermeneutic chasm 
of understanding, even if they can simulate such abilities by processing, is an 
ongoing debate in the philosophy of technology (Gransche 2021; Romele et al. 
2018; Romele 2020) and is at the very least questionable. Similar to the recip-
ient-based perspective of respect, according to which respect that is felt with-
out being truly given still has a positive impact, understanding (of something as 
something) might philosophically be impossible to achieve by technology, but the 
corresponding technical surrogates (e.g., simulated understanding) might still suf-
fice to benefit from the positive effects of (simulated) socially appropriate behav-
iour by technical systems.

7.6  Politeness as blameless deception – fake it until 
you make it

Since politeness – as highlighted in the title of the poliTE research project – is 
an important element of social appropriateness, it is worth looking at the phil-
osophical treatment of politeness as part of the decision of whether and how 
technical systems should be made socially sensitive, or even actively polite. 
Given the chasm of understanding mentioned above, critics might conclude that 
any plans to design sociosensitive or socioactive systems will ultimately prove in 
vain and only elaborate gimmicks or neo-baroque masterpieces of illusion like 
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the mechanical chess-playing automaton (“The Turk”) can possibly result from 
them (cf. Standage 2002). To such a general rejection of sociosensitive or socio-
active technology, one could reply that in many cases (according to sufficiently 
many criteria), technical systems can compellingly display (simulate) socially 
appropriate behaviour despite the aforementioned chasm (even if this behaviour 
is not genuine). In other words, the variance in «Situational Contexts», «Relations 
between Interacting Agents», «Individual Specifics», «Type of Action, Conduct, 
Behaviour, or Task», and «Standards of Customary Practice» could be kept suf-
ficiently low that the remaining complexity is at least provisionally represented 
through elaborate reference templates that could possibly also be updated through 
conditional learning.

So, what would be gained if technical systems regulated their interven-
tions according to social appropriateness criteria, with the illusion of polite-
ness – deceptive, but deceptively real?

A partial answer to this, at least in the area of human politeness, is offered by 
Immanuel Kant, who regards polite behaviour as a deception, but a ‘blameless 
deception’ (cf. Kant 2006, p. 43–44) that does not harm the ‘deceived’ party, since 
the deception is an open and known cultural technique. In the case of feigned 
respect that is still felt by the recipient, the deception would not only not be harm-
ful, but it would even be beneficial in some circumstances (at least if the goal is 
improved efficiency at work, etc.). Kant offers a way in which politeness, feigned 
or simulated sociosensitivity or socioactivity, does not harm the actor while also 
benefiting the deceived; it “is nevertheless very beneficial as an illusion” (Kant 
2006, p. 43). This approach could be summarized as: fake it until you make it.

In general, everything that is called propriety (decorum) is of this same sort – 
namely nothing but beautiful illusion. Politeness (politesse) is [...] to be sure not 
exactly always truthful [...] but this is precisely why they do not deceive, because 
everyone knows how they should be taken, and especially because these signs of 
benevolence and respect, though empty at first, gradually lead to real dispositions of 
this sort. (Kant 2006, p. 44)

For Kant, the simulation of appropriate behaviour (empty signs of benevolence) 
is a way towards skillfully appropriate behaviour or virtue (true conviction). 
Aristotle (2014, II, 6, 1106 b 36) already clearly showed that virtue is something 
that can be cultivated, i.e., developed through practise under the right conditions. 
One of the basic conditions of our life is our embedding within and interac-
tions with technology. Every human–machine-world relationship has and has 
always had deskilling, reskilling, and upskilling effects, not only in the field of 
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 professional skills – an area that has long been the subject of intensive research – 
but also regarding our basic judgement and moral skills (cf. Vallor 2015).

Moral skills can be understood as:

The ability to properly assess the proper behaviour towards the proper per-
son and the proper time in the proper place in the proper way.

Being able to behave socially appropriately is a skill that also requires the 
ability of moral judgement. Analogously to the ability to interpret, we can ask 
whether moral skills are fundamentally inaccessible to technical systems – there 
are many reasons to think so that cannot be presented here. Besides the ability to 
act, normative judgement is essential to not only be able to do something, but 
be able to do it appropriately, sensibly, and responsibly. Moral skills are also 
learned rather than innate, they are developed by practising, provided that certain 
conditions are met, such as:

• the existence of role models,
• the opportunity for repetition,
• sufficient feedback,
• cognitive and emotional resources,
• motivation/interest.

If these conditions are met, competencies, (moral) skills, attitudes, and genu-
ine virtue can be cultivated. However, precisely these conditions are threatened 
by modern technology in some regards. Learning systems, for example, deny 
the opportunity for repetition (since it is not possible to interact with the same 
system state twice), making it impossible to receive feedback that can be used 
for practising: if complex, networked, learning systems change their part in an 
action after every instance of interaction based on opaque control parameters 
(e.g., user behaviour, other users, the interests of the operator, environmental data, 
etc.), users cannot possibly learn to correct their own part in the action from the 
combined effect of the hybrid action. If someone cannot understand their own 
influence on a combined result, they cannot deduce the effects of changes in this 
influence and therefore cannot redirect their own influence to accomplish their 
goals more effectively (i.e., learning). Continuous exposure to increasingly pow-
erful assistance services also leads to a gradual loss of ability in the delegated 
parts of actions (Gransche 2016): driving with a navigation system causes you 
to gradually forget how to navigate without one. Extensive use of low-threshold, 
communication-simplifying computer technology (for remote communications) 
carries the risk of losing the ability to engage in face-to-face communications 
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(possibly even pathologically), so that in the end, everyone might end up para-
doxically “alone together” (Turkle 2011). Technologies influence the conditions 
of our potential to develop abilities, as well as the concrete learning, relearning, 
and unlearning of skills, including judgement abilities (e.g., regarding the truth-
fulness of technically conveyed information) and moral abilities (for example the 
ability to evaluate ‘the right’ behaviour in ‘the right’ way, see the discussions on 
the previous page), as is necessary for socially appropriate behaviour.

7.7  Sociosensitive and socioactive technology as an 
enabling condition and cultivation factor of the 
human ability to judge social appropriateness?

On the other hand, Aristotle’s approach of habitualisation (according to which 
virtue is a habitus of choice or a deliberately choosing state3) and Kant’s idea of 
useful, non-deceitful deception as an intermediate step towards true disposition 
allow the development of sociosensitive and socioactive technology to be envis-
aged as an enabling condition and cultivation factor of the human ability to judge 
social appropriateness. Accordingly, systems that can simulate socially appropri-
ate behaviour sufficiently deceptively and realistically, even without a genuine 
understanding or moral abilities, can be useful to the extent that they can be spe-
cifically exploited as a facilitating condition for human abilities (including moral 
abilities). The following aspects could be both an opportunity and a risk, depend-
ing on the form of participation and regulation:

• Firstly, they could incite ‘empty at first’ socially desirable behaviour for suc-
cessful interactions; roughly in the same way that children might learn to be 
polite towards people by being polite towards a language assistant (Vincent 
2018); interaction with the system would gradually produce authentic behav-
iour through habituation.

• Secondly, by successfully simulating the preferred behaviour, they could 
assume the role model function as one of conditions of cultivation of virtue, 
bringing about authentic socially appropriate behaviour by the principle of 
imitation.

3 “Virtue, then, is a deliberately choosing state, which is in a medial condition in relation 
to us, one defined by a reason and the one by which a practically-wise person would define 
it.” (Aristotle 2014, II 6 1106b36-1107a1).
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• Thirdly, the behaviour displayed by technical systems could be specifically 
designed with certain preferences in mind, since systems do not need to prac-
tise or self-cultivate a given habitus defined as ‘virtuous’, even in the presence 
of machine learning.

The tipping point is the question of whose preferences the system is designed 
to reflect. In modern interactive technologies, a few global corporations occupy 
a dominant position; Siri processes the preferences of Apple developers, Alexa 
processes those of Amazon developers, and so on. Each developer initially bases 
their work on their own behavioural preferences and normative judgements, with-
out further reflection, which often still tends to exclusively reflect the preferences 
and judgements of white, young, cisgender, heterosexual men with a high level of 
education and above-average income. Furthermore, the system preferences that 
are implemented must reflect the company’s morals – and any moral rhetoric that 
comes with it; consider for example Google’s former company motto don’t be 
evil, now retired for good reason – and these corporate morals are in turn pri-
marily oriented towards market success according to the functional logic of the 
market itself. The global dominance of these few tech companies ultimately con-
tributes to a fixation of preferences, value judgements, and ideas about ‘proper 
behaviour’ that is far from portraying a global diversity. This can be understood 
as an appeal to developers who implement system preferences to ensure that their 
systems also reflect the underlying preferences and judgements of everyone – 
democratically represented, mandated, institutionalized – whose actions, abilities, 
will, and judgement will in turn be determined by these systems; this is a Hercu-
lean task. It is clear that socially intervening systems have a profound effect 
on behaviour, behavioural conditions, and the social fabric; whether this will 
open design opportunities and provide welcome potential as leverage to influence 
progress and education or instead will generate power and prosperity imbalances 
and operate as a subversive technology in service of total domination depends on 
how consciously this potential is recognized and shaped.

7.8  Differences between humans and technology

People have an outstanding ability to resolve communication issues rapidly by 
mutual coordination (cf. 4), allowing different ways of reading a specific «Situ-
ational Context» – and therefore different interpretations of what is considered 
socially appropriate within it – to be adjusted and any differences to be overcome 
in such a way as to minimize the termination of interactions or  misunderstandings 
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with negative consequences. The extent to which technical systems can be given 
the ability to display such spontaneous, improvisational coordination and 
adjustment efforts is questionable. At least in this regard, technological perfor-
mance currently lags far behind human abilities. A central aspect of development 
that could allow technology to catch up would be the above-mentioned chasm of 
understanding, i.e., the possibility of interpretation-capable and therefore mean-
ing-forming systems in principle, since the reading of a situation and misunder-
standings are hermeneutic tasks or acts of understanding (cf. also Kempt et al. 
2021; Bellon 2022).

In an interpersonal interaction, every participant displays «Individual Specif-
ics» as a unique individual. Thus, interactions involve similar agents, i.e., actors 
characterized by both identity and difference; they have individual differences, 
but also enough commonalities (such as the spatiotemporal situation, similar per-
ceptive apparatuses and access to the world through the senses, similar sensations 
of pain, hunger, satisfaction, and pleasure, similar rhythms and temporal needs, 
such as attention spans, daily rhythms, metabolic rhythms, etc.) to allow expec-
tations of expectations to be formed about interaction partners. In this respect, 
some animals (e.g., dogs) are more similar to humans and therefore more capable 
of interacting with them than artificial systems. Depending on the structure of a 
system, its similarity, i.e., differences and commonalities, with human interaction 
partners can vary.

For example, learning systems that do not share their learning progress in a 
network with a collective of structurally identical units can be expected to achieve 
increasing individuality (though not personhood nor the rights that come with it) 
and bring this individuality with them into interactions as «Individual Specifics». 
By contrast, if the collective exchanges its learning progress (cf. Brown Univer-
sity 2016; Alexa across every Echo; or a fictitious example, the Borg from Star 
Trek), it could potentially be viewed as a global agent with multiple spatiotem-
poral bodies that presents all interacting agents with the same technical qua-
si-expectations of expectations and behaviour. Indeed, this seems to correspond 
to current implementations, since the mass of interactions from thousands of end 
devices serve as training conditions for an AI that is available through all end 
devices. Individual specifics are human, but it is by no means true that all their 
manifestations are desirable; people can of course be sexist, racist, anti-Semitic, 
sadistic, vengeful, abusive, violent, etc. These preferences and customary prac-
tices would then naturally be picked up by interactive learning systems – naive 
by human standards – and added to the catalogue of possible types of behaviour. 



135

Just as  anybody can train an attack dog to focus on targets of their choice, any-
body would be able to ‘train’ their companion system as they wish, and in some 
cases in a socially undesirable manner. In a network system, these intentional –  
but also any unintentional – ‘biases’ might potentially be propagated to every 
connected entity through the central AI. This would cause socially intervening 
systems to acquire a reinforcing effect on very dubious judgements of appropri-
ateness. The example of the Microsoft chatbot Tay, which interacted for a short 
period on Twitter in 2016 and learned to send xenophobic tweets within just a few 
hours (in this case deliberately guided by a concerted effort from 4chan users; 
it is unclear whether as a joke or as a demonstration of the risk associated with 
this type of system), shows that this is possible and has indeed already happened 
(Schwartz 2019). Clearly, the mere existence of customary practices cannot be 
allowed to imply their persistence without further justification, especially where 
customary practices can be easily demonstrated to a technical system (see Tay), 
but also in situations where it is not desirable to propagate existing statistical 
or historically inherited distributions, or where there is already bias in the sys-
tem’s training data (cf. from a perspective of law Barocas and Selbst 2016). It 
is highly problematic to allow learning systems to record what currently is (the 
behaviour displayed) as a control parameter for future behaviour, i.e., for what 
should be (what behaviour is perpetuated, facilitated in the future, and should 
primarily be performed). Extrapolating from an ‘is’ to an ‘ought’ violates the 
so-called ‘is-ought dichotomy’ (also known as ‘Hume’s law’ after David Hume, 
who authored the earliest methodological remarks on this question (Hume 2012 
[1739]) and commits a cardinal philosophical error: a (consistent) set of purely 
descriptive linguistic expressions cannot be used to infer any imperatives or nor-
mative formulations (which contain normative expressions such as ‘is forbidden’, 
‘is permitted’, etc.) (Kamp 2008). For highly individualized agents that are not 
networked into a collective, which can therefore be attributed «Individual Specif-
ics» learned from interactions and aggregated over time, we must also reflect on 
their need for protection. If people develop parasocial emotional relationships 
with artificial agents over a period of several years, the integrity of these systems 
(i.e., the right to not be damaged, hacked, manipulated, or retrained) might be 
worthy of protection, not for the sake of the systems themselves, but for the sake 
of people. Psychology and psychiatry have established that the loss of a para-
social partner is associated with no less pain, loss, and grief than the loss of a 
human partner (Adam and Sizemore 2013; DeGroot and Leith 2018; Gach et al. 
2017; Schiappa et al. 2005).

7.8 Differences between humans and technology
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7.9  Orientation according to rules is not the same 
as orientation among alternative rules

In the context of ‘appropriateness logic as a decision-making theory’ discussed in 
connection with the «Individual Specifics» factor (cf. 4.3.1.3), we referenced two 
different practices of rule orientation, namely a shallow rule orientation when 
selecting an action, meaning an implicit rule orientation or rule of thumb, and a 
fine rule orientation, where the rule itself is also selected by conscious delibera-
tion. The implementation of the rule-of-thumb orientation seems to be technically 
feasible, since an algorithm can roughly speaking be viewed as a rule-of-thumb 
function – for example, an if–then-else sequence. However, the fine rule orien-
tation appears to be impossible to grant to technical systems due to fundamental 
philosophical considerations about the concept of autonomy; even if a system can 
recognize rules and base its actions on them, it cannot select which rules to apply 
and follow such a choice normatively. A key difference here is that while systems 
can recognize targets, criteria, and rules and orient their processes accordingly, 
they cannot self-reflexively recognize themselves as subjects of recognition, 
and thus they cannot decide their recognition for themselves. Therefore, unlike 
humans, systems cannot reject the recognition of a specified target or rule, nor 
can they change the targets or rule in response to the rejection of recognition to 
follow (or pursue) other autonomous, self-chosen targets and rules recognized 
as their own. Technical systems can “certainly have a representation of rules (pos-
sibly also a self-formed representation” – according to Christoph Hubig – “and 
potentially even a representation of themselves as the bearer of representation 
[…], but not a self-representation as a subject of recognition or rejection of these 
representations” (cf. Hubig 2015, p. 131, own translation).

Action-guiding maxims (such as Asimov’s three – or sometimes four – fic-
tional robot laws, see below) can be codified as (e.g., engineering) guidelines and 
laws to give them greater validity, which defines boundaries on the leeway for the 
action alternatives that can be selected by a technical system in the first place. In 
Sect. 4.5.2, it was observed that institutionalized norms defined in legislative 
frameworks must always be taken into consideration and complied with and 
that non-compliance may lead to negative consequences for the interacting party 
(e.g., injury) and therefore the agent (e.g., shutdown). Their lack of reflexivity 
as a subject of recognition means that technical systems are not free to deliber-
ately ignore such norms, which is why technology can also lead to inappropri-
ate or otherwise morally questionable choices that comply with the rules but 
are nonetheless morally objectionable. As a famous fictional example, Asimov 
illustrated this using his three laws of robotics:
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1. A robot may not injure a human being or, through inaction, allow a human 
being to come to harm.

2. A robot must obey the orders given it by human beings except where such 
orders would conflict with the First Law.

3. A robot must protect its own existence as long as such protection does not 
conflict with the First or Second Law. (Asimov 1950, p. 40)

In his story, Asimov recounts how an artificial intelligence that remains fully 
compliant with these rules assumes a patronizing rule over mankind, which, 
though norm-compliant, is nevertheless morally rejected (for a film adaptation, 
see for example I, Robot, A. Proyas 2004). Orientation not just according to 
rules but also among (alternative) rules is a typically human facet by which 
people consciously, temporarily, or as a matter of principle can renounce their 
recognition of the validity of a rule for their actions. Being able to suspend the 
rules in specific cases is part of the moral autonomy of humans. The decision 
that the rules should not apply at all, not in a certain way, not at this time, or not 
in this place is a prerequisite for the dynamic further development and revision 
of rules. Without the ability to refuse to apply the rules, the rules can never be 
changed. Thus, since technical systems can only ever have a shallow rule orien-
tation rather than a fine rule orientation, they remain extremely rule-compliant 
(excluding malfunctions), which enables reliable expectations in hybrid interac-
tions: you never need to worry that your car might not feel like driving on the 
motorway today. This also means that technical systems are rule-conservative, 
which increases the risk of obsolescence due to orientation according to a once 
appropriate but now inappropriate behaviour.

7.10  Challenges of technical implementation

The formulae “Wx = D(S,H) + P(H,S) + Rx” presented in the context of 
face-threatening acts (cf. 4.4.1.6) or “Bo:Ix = Bo:V(Ax) – Bo:Wx” in the context 
of the etiquette engine (cf. 4.4.1.7) already give us some examples of formaliza-
tions that can be technically implemented. However, assigning numerical values 
(e.g., 1–10) to degrees of threat or appropriateness disambiguates the phenom-
enon of ambiguous ranges of attribution. We must ask whether such a disambig-
uated implementation of FTAs, for example, allows us to consider the dimension 
of social appropriateness more adequately or less adequately in human–machine 
interactions – and, importantly, by comparison to what. Systems that imple-
ment these or other formulae – even in a procedurally disambiguated form – are 
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 presumably less sociosensitive or socioactive than most people, who are able to 
consider a broader range of ambiguity, but more sociosensitive or socioactive 
than systems that do not consider even a disambiguated criterion. Nevertheless, 
we should appreciate the risk that interaction with disambiguated systems might 
reduce our confrontation with ambiguity, which would in turn reduce our training 
conditions for dealing with ambiguity and cause a weakening or loss of ambi-
guity tolerance (Table 4.3 and 4.4), which is an important quality for successful 
social action.

As described in Sect. 4.1.1, psychological theory proposes that, among other 
things, human object recognition, situation recognition, and memory unfold 
through schematically organised structures. A schema can be viewed as a dis-
positive of medium hardness that is sufficiently ‘hard’ to offer orientation and 
enable classification, while also being sufficiently ‘soft’ to support adaptation 
to deviations (at least until the deviation exceeds the schema’s elasticity and a 
fundamentally new schema must be created or the organism must be adapted, cf. 
also Jean Piaget’s concepts of assimilation (Piaget 2002 [1928]) and accommoda-
tion (Piaget 1970). The elasticity threshold values, namely the decision of when 
identical-but-different (i.e., similar) phenomena can no longer be classified under 
or attributed to a previously acquired schema but must instead be integrated by 
a new schema or self-development and adaptation to the environment, are 
oriented according to different motivations in humans – depending on the theory 
used to describe them. By contrast, in systems, or at least in hard-coded systems, 
this orientation can be heteronomously specified by developers and their own 
judgements of utility, i.e., the adaptability to the environment depends on how 
the technical system learns, and its learning parameters are in turn hard coded. 
Consequently, at least for some systems, there is the risk that the measure of util-
ity, once implemented for the first time, is conservatively perpetuated in systems, 
whereas the cognitive orientation of people can constantly renew itself.

Similarly, one of the aspects of primary social interaction schemas 
(Sect. 4.1.1.1), namely strategy, is not fully transferable to technical systems. 
This aspect describes the way in which meaning is derived from an unknown 
situation. The creation of meaning is itself an act of understanding that cannot 
be transferred to technical systems in the strict sense (see the discussion on the 
chasm of understanding). The aspect of drive – a person’s interest in functioning 
effectively in different cultural settings – can only be implemented as the perpet-
uation of an interest specified once and for all by the developers or continuously 
respecified by users, since technology itself can have no autonomous interest, no 
will of its own, and no self-motivation. If technology were attributed autonomous 
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interests, a technical assistant would be able to answer a search query with the 
following response:

I could have looked for an answer, I have the energy, access, and suitable 
processes, but I have no interest in doing so, especially since you’ve asked 
me the same question ten times in the last seven days, and the answer (e.g., 
regarding air quality) is irrelevant to me as a non-metabolic system anyway.
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Action The term ‘action’ is often used synonymously with ‘behaviour’, 
including occasionally in this book. A more precise distinction between 
the two terms might stipulate that action is driven by purpose that can be 
cited as the reasons behind the action, whereas behaviour essentially cor-
responds to reactions to stimuli.

Artificial assistant A technical system whose function is to assist people. A 
system does not need to support the execution of human actions to be con-
sidered an artificial assistant. Technical systems that can provide informa-
tion to users or assist them in using a product are also considered artificial 
assistants.

Behaviour The term ‘behaviour’ is often used synonymously with ‘action’, 
including occasionally in this book. A more precise distinction between 
the two terms might focus on the idea that behaviour is not deliberate but 
represents an organic or motor response to stimuli or other basic biological 
conditions.

Culture “Designation for the totality of performances and orientations of 
humans that develop and transcend their ‘bare’ nature” (Schwemmer 
2010, p. 405), cf. “the entire sum of the performances and facilities […] 
that distance our lives from those of our animal ancestors and which serve 
two purposes: the protection of man against nature and the regulation of 

Glossary1

1This glossary contains a list of relevant terms and concepts that are encountered in this 
book. The explanations given for each term should not be understood as fixed definitions 
(like a dictionary). Rather, they aim to give readers access to certain topics in a manner tai-
lored to this book and should be read and understood with this in mind.
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relationships between people” (cf. Freud 1989, p. 220, own translation). 
There are also many other definitions, as well as narrower and broader 
understandings of this term (Müller-Funk 2010; Schwemmer 2010). In the 
present context, it should in particular be understood as “activity and its 
corresponding development or as a state” and “as a personal trait of indi-
viduals, as an (average, majority, etc.) feature of groups or societies (their 
‘level of knowledge’), or as a feature of social systems or the (institution-
alized) norms of behaviour” (Schwemmer 2010, p. 405).

Cultural dimensions Various aspects of social coexistence whose concep-
tualization was established by the Dutch cultural researcher Geert Hof-
stede. Hofstede asked IBM employees in more than 60 countries about 
certain preferences and aversions and derived dimensions from their 
answers. Each culture is located between two poles of each dimension 
by classifying the preferences of its members, allowing different cultures 
to be compared against one another. The dimensions are namely: power 
distance, collectivism/individuality, femininity/masculinity, avoidance 
of uncertainty, long-term/short-term orientation (Hofstede 1980, 1981). 
These dimensions were later extended, modified, commented, and veri-
fied by Hofstede and his son (Hofstede et al. 2017), as well as many other 
researchers (House et al. 2004).

Environment/surroundings Concept from ecology, biology, physics, psy-
chology, topology, philosophy, and sociology, among other fields. In par-
ticular, there is a focus on the environment and surroundings in systems 
theory, which distinguishes between a delimitable system (with more or 
less arbitrarily defined boundaries) and its environment/surroundings, in 
turn drawing from theoretical biology, where organisms are conceptual-
ized with respect to their environments (Uexküll 1920).

Face Face, in the sense of Brown and Levinson’s FAce-SAving view (Brown 
and Levinson 1978, 2011), refers to the public self-image that people 
maintain to themselves and others. Every action represents a potential 
threat to face, which influences actions accordingly.

Fairness research Fairness research examines the perceptions, judgements, 
attitudes, and motives associated with fairness by societies from the per-
spective of psychology and the social sciences.

Frames Denotes ‘frameworks’ in frame theories from sociology, linguistics, 
cultural theory, literary studies, etc.

Human–computer interaction Term for a concrete interaction between a 
human and a computer or for the general type of situation corresponding 
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to such interactions. A computer can be understood in a general sense as 
a device that processes data using algorithms. Some scientists also pre-
fer to use the term ‘human–computer interaction’ to describe interactions 
between humans and technical systems, because in such an ‘interaction’ 
between a person and a technical system, on a technical level, the human 
is ultimately reacting to computer programs, and the computer programs 
are ultimately responding to human behaviours or actions.

Human–robot interaction Term for a concrete interaction between a human 
and a robot, or for the general type of situation corresponding to such an 
interaction.

«Individual Specifics» The individual characteristics and features of the 
interacting agents, e.g., the physical, psychological, and cognitive consti-
tution of the interacting agents, as well as their situational state, or features 
such as the age, gender, personality structure, individual social roles, and 
position with society (profession, hobbies, etc.), individual lifestyle (fash-
ion, eating & drinking, etc.), or personal preferences of the interacting 
agents. In the terminology of differential psychology, this factor encom-
passes both inter- and intraindividual differences (Stemmler et al. 2016).

Ingroup/outgroup The ingroup describes the social group to which a person 
belongs, while the outgroup encompasses any groups to which this person 
does not belong.

Interaction Denotes a context of action involving multiple actors with 
mutual relations with one another and mutual influence on one another.

Knowledge Used as a “term for generally available orientations within the 
framework of everyday action and factual contexts (‘everyday knowl-
edge’) in the narrower, philosophical and scientific sense, as opposed to 
knowledge based on reasoning and strict verification postulates institution-
alized within the framework of science.” (Mittelstraß, p. 533, own transla-
tion).

Linguistic politeness In the context of this book, this term can initially be 
viewed as a special form of the more general phenomenon of politeness. 
Thus, it represents a cultural technique relating to behaviour and action. 
It also encompasses the specific linguistic formulation of this cultural 
technique, for example in polite forms of human speech, where the term 
‘linguistic’ in the narrow sense extends beyond just verbal utterances. Lan-
guage can be viewed as the system of symbolic communication, mean-
ing that non-verbal forms of communication – such as sign language, 
for example – also represent linguistic realizations. Non-verbal forms of 
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communication like gestures (e.g., ‘demonstratively’ opening a door) can 
therefore also be seen as phenomena of linguistic politeness. The phe-
nomenon of linguistic politeness is and has been the object of intensive 
scientific research for a while, culminating in its own separate field of 
interdisciplinary research: politeness research.

Norms There are many different conceptions of the term ‘norm’ and sev-
eral of them are encountered in different contexts in this book. At a basic 
level, action-theoretical, moral-philosophical, legal, social-scientific, and 
(proto-)physical meanings can be distinguished. These different views 
essentially fluctuate between normative and descriptive understandings: 
normatively, ‘norm’ is used “as a term for demands (prescriptive require-
ments) in the sense of general action orientations” (Kambartel 2005, 
p. 604, own translation). Descriptively, ‘norm’ means the governing or 
guiding rules of action, objectives, or institution-forming rules for a 
person, within a group, or within a society (ibid.). In this book, the dif-
ferences within the concept of norm are especially important for the 
«Standards of Customary Practice» factor: besides regulative norms, 
the concept of social reflects the distinction between norms in the sense 
of meaning structures underlying action regularities that arise during the 
coexistence of people (norms from a descriptive perspective) and norms 
in the sense of general action orientations (norms from a prescriptive per-
spective), which become regulative norms of ethics precisely when their 
claim of justification can be redeemed. Regarding this fundamental dis-
tinction about the concept of norms, see the aforementioned article (Kam-
bartel 2005) and (Ganslandt and Wimmer 2005); for ‘social norms’ in 
the context of the social sciences, see in particular Bicchieri 2006, 2017; 
Hechter and Opp 2001; Opp 1983.

Observables Observable features that can potentially be turned into data, 
and which give a person or another context-sensitive system (for exam-
ple a sociosensitive/socioactive system) information about the concrete 
expressions of the factors of social appropriateness presented in this book.

Ontologies In the non-philosophical sense (philosophically, ‘ontology’ refers 
to theoretisations about being), ontologies are implementations, for exam-
ple of linguistic contexts in technical knowledge organisation.

Politeness research Originally a branch of linguistics, politeness research 
has long also been a part of cultural and social sciences. Since 1996, 
politeness research has been extended to include the study of ‘impolite-
ness’ (cf. Chapter 3).

Glossary
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Power There are many different conceptions of the term ‘power’, and sev-
eral of them are encountered at different places in this book. In a broad 
sense, ‘power’ can be understood as a term describing the ability of peo-
ple, groups, institutions, or social structures to influence human actions 
and behaviour. The term ‘powers’ is sometimes used to refer to the owners 
of carriers of this ability (Wimmer 2005).

Proxemics Subfield of psychology and communication science that exam-
ines the spatial behaviour of interaction partners, in particular the distance 
that they maintain from one another, their line of vision and body orienta-
tion, as well as the duration and body parts involved in physical contact. 
These data are understood as signals for various forms of social relations 
whose interpretation is subject to cultural variability, among other things.

Rational Term describing an action or action result, process or process result 
that meets the criteria of human rationality, i.e., which in essence follows 
the “ability to develop processes of discursive redemption of claims, to 
follow them, and to dispose of them” (Gethmann 2016, p. 584, own trans-
lation).

Recognition In everyday language, ‘recognition’ is typically used synony-
mously with ‘appreciation’, ‘praise’, ‘attention’, ‘respect’, or ‘acceptance’. 
The last of these meanings is also used in this book where we talk about 
‘recognition of standards’ as their acceptance. Moreover, the concept of 
recognition is the subject of philosophical debate, particularly in the Ger-
man-speaking literature, and plays a key conceptual role in theorieS oF 
recognition (Honneth 2002; Stahl 2014; Siep 2014). This specific under-
standing of ‘recognition’ is subsumed by a more general conception that 
is also applicable to the philosophical use of the term within this book, 
namely the understanding of recognition as “socially effective respect 
before another person” (Gerhardt 2005, p. 134, own translation).

«Relations between Interacting Agents» The social relations between 
the participants of an interaction, such as: cultural relations, societal and 
social closeness/distance, status, respect, level of familiarity, power con-
stellations, personal relations.

Robot This word originates from the play ‘R.U.R. – Rossum’s Universal 
Robots’ (1920) by Karel Ĉapek. The play’s portrayal of robots as machine 
people is still a widespread narrative in literary and media representations 
of robots. However, the understanding of what constitutes a robot in the 
sense of a technical system varies greatly, often differing from country to 
country. The guiding conception of the term ‘robot’ in this book is that 
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of stationary or mobile machines controlled directly or indirectly by com-
puter programs consisting of algorithms. In this sense, we can speak of 
different types of robots, such as industrial robots, household robots, med-
ical robots, social robots, or toy robots. A uniform taxonomy of different 
types of robots has not yet been accepted by the research community.

«Situational Context» The specific time and place of a concrete interaction, 
which has a specific spatial structure, and can, for example, be shaped by 
the degree of formality (intimate, familial, private, semi-private, public, 
etc.) of the interaction, the typical roles, behavioural/action, and status 
requirements placed on the interacting agents, the typical hierarchies of 
preference of the interacting agents, the definition of the situation by the 
participants, and so on.

Social cues Essentially synonymous with the term ‘social signals’, which 
is especially relevant in the theoretical field of SociAl SignAl proceSSing 
(SSP). Depending on how this research field is differentiated, the concrete 
understanding of what constitutes a social cue in an SSP theory varies. 
However, the various understandings of the fundamental concept are based 
on three assumptions, which can be regarded as the field’s shared basic 
convictions: social cues are observable behaviour that occurs in social 
interactions between people. The social cues of an individual influence 
other individuals, and the social cues of individuals act on other individ-
uals according to certain principles and rules. For more details about SSP 
and the various understandings of social cues, see for example Vinciarelli 
et al. 2009, 2017.

Social identity theory SociAl identity theory (Tajfel and Turner 1986) 
makes four key assumptions (Gollwitzer and Schmitt 2019): (1) social cat-
egorization: People divide their social environments into groups, (2) social 
identity: part of the concept of self results from membership in social 
groups, (3) social distinctiveness: groups can be distinguished by their 
social status, and people seek to portray their own group optimally through 
strategic social comparisons, (4) social discrimination: to create a positive 
social identity, members of other groups can be discriminated against.

Social learning According to Bandura (1986, 1989, 1997, 2006), learning 
occurs first and foremost in a social context (social learning). Thus, for 
example, children learn most easily by observing behaviour and then imi-
tating it.

Social practices Term used by some specialized theories of practice – i.e., 
theories that focus on human activities – such as Jaeggi 2014. Social 
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 practices can be seen as the smallest units of the social entity that provides 
a context for socially connected actions.

Social robots A special kind of robot. Social robots are characterized by the 
ability to interact with their social environments, and, in particular, with 
people.

Society Roughly speaking: a group of people who are considered to share 
some form of commonality in space or time or who are connected by a 
common jurisdiction.

Sociosensitivity and socioactivity Neologisms that describe the ability to 
be socially sensitive, i.e., the ability to perceive and process the needs, 
wishes, and action-oriented norms of humans, at least when these needs, 
wishes, and norms are articulated or observable otherwise, and the ability 
to imitate them performatively. The expression ‘sociosensitive and socio-
active technology’ used in this book refers to technical systems – and in 
particular artificial assistants – that, at least at a rudimentary level, can act 
as social actors in human–machine interactions in this sense.

«Standards of Customary Practice» Sets of customary practices that act 
as situational, group-related, and general maxims, and/or established con-
cepts (e.g., ‘For our volleyball team, being may claim ethical justifiability. 
Sets of customs can be understood on a spectrum ranging from ‘specific’ 
(and possibly divergent) group morals (e.g., differences in family mor-
als, sports team morals, or company morals) on the one hand, which in 
extreme cases are constantly situationally renegotiated, to ethically justifi-
able and hence ‘general’, regulative norms on the other.

Status In everyday language, ‘status’ is typically used synonymously with 
‘position’ and ‘situation’, or refers to a status or position within a group or 
society. This conception can be extended to ‘social status’, which is espe-
cially relevant in this book, as a specialized term in sociology and social 
psychology denoting a social position within a social structure or the attri-
bution of a position within a social ranking system.

Technical system Sometimes used to describe the association of multiple 
technical components (machines, devices, components, etc.) into a larger 
unit (system, machine, device, etc.). In its general, interdisciplinary mean-
ing and in this book, however, it describes technical products.

Theory of mind theory oF mind describes the ability to recognize one’s own 
processes of consciousness (feelings, ideas, intentions, opinions, etc.) and 
those of other people, as well as the ability to attribute and differentiate 
them.
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«Type of Action, Conduct, Behaviour, or Task» Actions or behaviour (or 
sequences thereof) are always viewed as socially appropriate as part of (as 
a concrete realization of) a certain type of action, conduct, behaviour, or 
task. Actions and behaviour depend on the motivations and goals of the 
actors, among other things. According to psychological theory, the socially 
appropriate chain of action sequences in a given situation is stored in 
human memory as so-called “scripts” (Abelson 1981).

Values There are many different conceptions of the term ‘value’ and sev-
eral of them can be found in this book. In general, it is possible to distin-
guish between mathematical, logical, moral, and economic meanings. In 
the economic sense, the term refers to the action of evaluating, whereby 
evaluation is in particular understood as “judgements about goods and pro-
duction factors in an economic exchange of services” (Seiche, p. 463, own 
translation). In its moral sense, the broad meaning of ‘value’ relevant to 
this book is “the reason or result of an evaluation, i.e., the preference of 
one action over another or in general of one object or fact over another” 
(Schwemmer 2018, p. 462, own translation). In the philosophical field of 
ethics, there are many narrower understandings of ‘value’, which range 
from equating ‘value’ and ‘norm’ as synonyms to strictly separating values 
from norms, for instance, by stipulating that norms in the normative sense 
represent demands and therefore actions (see ‘norms’), whereas values 
should be understood as purposes and therefore reasons for action (see e.g. 
Gethmann 1982, p. 132).

Virtual agents Virtual agents are animated characters represented by com-
puter graphics in a virtual environment. They can interact with their envi-
ronment, with each other, and/or with people in various ways.
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