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Key Messages

• Intensive care unit (lCU) scoring systems provide case mix adjusted bench­
marks which can be used to compare mortality rates among hospitals

• Differences between observed and predicted hospital mortality are often due
to factors other than the quality of ICU therapy

• Patient characteristics that have a significant influence on hospital mortality
are not fully accounted for in current ICU scoring systems

• The prognostic impact of identical patient risk factors varies within the health­
care systems of different regions and countries

• Future ICU prognostic systems will be more complex and more accurate; they
will require automated data collection and periodic adjustment for changes in
therapy over time

Several years ago an international course was developed to assist in the planning and
optimal use of intensive care. The course was organized in response to rising costs
and increasing demands for lCU services in the host country, and was attended by
lCU physicians and government officials representing national and regional health
funding agencies. The participants described and compared patient demographics,
clinical characteristics, and lCU resource use for 7,609 to 16,662 lCU admissions; and
then compared observed and predicted mortality rates for the three countries. lCU
admissions from the host country were significantly more often nonoperative, had
more comorbid conditions, particularly metastatic cancer, and a higher severity of
illness. The host country's lCUs provided less technologic monitoring and similar
amounts of therapy on the first lCU day, but lCU stay was twice as long as in the two
other countries. Observed hospital mortality was similar to predicted in two coun­
tries but significantly higher (21.2%) than predicted (19.6%) in the host country.

Many lCU physicians from the host country questioned the possibility of com­
paring patients and practices from three different countries; and the accuracy of
the equation used to predict mortality. They emphasized that differences in lCU
length of stay and in observed vs. predicted mortality might be accounted for by
differences in duration ofprior therapy, interhospital transfer practices, diagnoses,
comorbidities, lCU discharge practices, and the infrequent use ofdo not resuscitate
(DNR) orders. Many expressed concern that the government officials in attendance
would not recognize these limitations.
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Introduction

To evaluate critical care services, outcome data must be collected and then com­
pared to a performance benchmark or standard. The outcomes that are examined
include mortality, complication rates, hospital and ICU length of stay, staffing lev­
el, or the use of treatment resources. A simple comparison of these outcomes,
however, is frequently unsatisfactory because the characteristics of patients treat­
ed in different ICUs are not the same. In addition, the ICUs that are compared will
often differ because of variations in hospital referral patterns, teaching status, and
location. To meaningfully evaluate ICU performance, therefore, data comparisons
must be adjusted for variations in both patient and hospital characteristics.

When comparing ICU outcomes, three approaches have been used to adjust for
patient and institutional characteristics. First, the outcomes of a single ICU can be
examined over time. If there is no significant change in patient characteristics,
differences in performance can be meaningfully compared. Examples of change
over time comparisons include assessments of mortality and resource use before
and after changes in ICU organizational structure [1,2]. Second, an ICU's out­
come data can be compared with that of units with similar characteristics. Useful
comparisons are possible when the hospitals, ICUs, and patients are similar. For
example, comparing length of stay and the process of care after cardiac surgery
has been possible because the hospitals, ICUs, and operative procedures are rea­
sonably similar [3,4]. Third, an ICU scoring system can be used to compare
observed outcomes to a case-mix adjusted standard. ICU scoring systems use sta­
tistical techniques to predict outcomes that are prospectively adjusted to reflect
differences in hospital and patient characteristics such as diagnosis, severity of
illness, and other known outcome determinants. The patient data on which these
case-mix adjusted outcome predictions are based provide a standard or bench­
mark which is then compared to the observed measure of ICU performance. In
addition to comparing ICU outcomes to an average standard, benchmarking can
also identify ICUs with the best outcomes and provide insights about the clinical
practices associated with their superior performance.

Background

The 1970s: You Can't Predict Mortality

Variations in severity of illness are a major reason why comparison of outcome
data across ICUs requires adjustment for patient differences. In the early 1970s,
methods for adjusting clinical outcomes for patient differences were limited to a
few specific disorders. For trauma patients severity was defined by the type and
extent of injury using the Injury Severity Scoring System [5]; for burn injuries by
the extent of third degree burn area using the Burn Index [6]; and for head injury
patients by the impact of the injury on neurological function using the Glasgow
Coma Score (GCS) [7). Each of these severity measurements correlated with hos­
pital mortality rates, but each was limited in explanatory power and patient appli­
cability.
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In the late 1970s the use of physiological measures was a new approach to
defining severity. Using physiological measurements was helpful because
abnormalities are common to many acute diseases and the extent of derange­
ment represented an objective and reproducible way to measure severity. Two
major approaches were used to choose the physiological measures and decide
on the importance or weight for each one. The first approach was to collect
physiological information during treatment. The physiological patterns of sur­
vivors and non-survivors were contrasted and the measures weighted based on
how often specific physiological values were associated with survival versus
death. These methods were used by Siegal et al. [8] in septic shock, by Shoe­
maker et al. [9] for postoperative patients, and by Teres et al. [10] in developing
the Mortality Prediction Model (MPM I). The second approach was to select and
weight the physiological measures before treatment. Selection and weighting
was based on prior studies and expert opinion. This was the method used in
developing the Acute Physiology, and Chronic Health Evaluation (APACHE I)
system [11].

In addition to measuring severity of illness, APACHE I was also used to predict
group mortality [12]. To do this a multivariate regression equation was developed
using information on age, gender, chronic health status, a 34 item acute physiolo­
gy score, and the organ system dysfunction responsible for ICU admission.
Regression coefficients were obtained using data for 613 ICU patients at the
George Washington University Hospital and used to predict the number of deaths
among 795 ICU patients at five university hospitals [12]. There was close agree­
ment between observed and predicted death rates at the five hospitals. These
results were later confirmed by similar analyses for 1,260 emergency ICU admis­
sions at five United States and seven French tertiary care hospitals [13], and at 14
hospitals in the United States, France, Spain and Finland [14].

The 19805: We Must Simplify

Knowledge gained in the 1970s produced reliable methods for severity measure­
ment and risk stratification. These scoring systems, however, required multi-insti­
tutional validation; and APACHE I was too complex for use in clinical trials or for
evaluating performance in individual ICUs. APACHE II was introduced in 1985
and incorporated major changes to the original APACHE system [15]. The num­
ber of physiological variables was reduced from 34 to 12 and higher scores were
assigned to renal and neurological variables; scoring for emergency operative sta­
tus was added, and chronic health evaluation was changed to reflect the impact of
aging, and chronic cardiac, pulmonary, renal, or liver disease. The APACHE II
score ranged from 0 to 71 with an increasing score reflecting an increased sever­
ity of disease and a higher risk of hospital death. In addition, an equation to pre­
dict risk of death was developed and coefficients published to reflect the prog­
nostic impact of the APACHE II score, emergency surgery, and 49 disease cate­
gories.

The Simplified Acute Physiology Score (SAPS) was introduced in 1984 and
measured severity using weights for physiologic variables similar to those used in
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APACHE II. SAPS, however, emphasized simplifying severity scoring rather than
predicting hospital mortality [16J. The 14 variable MPM 24 hour model and an 11
variable MPM 48 hour model also emphasized simplicity, but focused on predict­
ing risk of death rather than severity scoring [17J. MPM also used a different ana­
lytic approach. Instead of using an expert panel to select and weight predictor
variables, MPM used objective statistical reduction techniques to identify a small­
er subset of the strongest outcome predictors.

During the later part of the 1980s and early 1990s APACHE II, MPM, and SAPS
were used to describe ICU populations, to predict mortality for ICU patient
groups, and to compare severity in clinical trials. There were growing concerns,
however, about errors in prediction caused by differences in patient selection
[18,19] and lead time bias [20]. There were also concerns about the size and rep­
resentativeness of the databases used to develop the three systems, and about
poor calibration within patient subgroups [21,22] and across geographicalloca­
tions [23].

Table I. Variables used by the APACHE Ill, MPM II admission, MPM II 24,48,72 hour, and SAPS
II systems for predicting hospital mortality

Prior Health Status

APACHE III
MPM II admission
MPM II 24, 48, 72 hr.
SAPS II

Physiological Measures
APACHE III
MPM II admission
MPM II 24,48,72 hr.
SAPS II

Timing and Selection for ICU
APACHE III
MPM II admission
MPM 24, 48, 72 hr.
SAPS II

leu Admission Diagnosis
APACHE III
MPM II admission
MPM II 24, 48, 72 hr.
SAPS II

Other Information
APACHE III

MPM II admission
MPM II 24, 48, 72 hr.

SAPS II

7 comorbidities plus age
3 comorbidities plus age
2 comorbidities plus age
3 comorbidities plus age

6 vital signs, 11 laboratory tests
3 vital signs
2 vital signs, 3 laboratory tests
5 vital signs, 7 laboratory tests

7 locations; length of stay before ICU
CPR, ventilator at or before ICU
not used
not used

78 diagnoses or disease categories
5 acute diagnoses
2 acute diagnoses
not used

4 hospital characteristics
medical, elective, or emergency surgery
medical or unscheduled surgery
medical or unscheduled surgery
constants for 24, 48, and 72 hours
medical, scheduled, or unscheduled surgery

APACHE III, Acute Physiology and Chronic Health Evaluation; MPM II, Mortality Probability
Models; SAPS II, Simplified Acute Physiology Score; CPR, cardiopulmonary resuscitation.



Comparing ICU Populations: Background and Current Methods 125

The 1990s: The Limits of ICU Comparisons

Between 1991 and 1993 the three major scoring systems were refined and updat­
ed using the knowledge and experience gained during the 1980s. As a result of
these refinements each system became more complex. The increase in complex­
ity is shown in Table 1which displays the type and number of predictor variables
used in APACHE III, MPM II, and SAPS II [24-26]. The reference databases on
which predictions are based reflect more contemporary (1988-1992) treatment
results, include more patients (12,997-19,124), and more ICUs (42-140).
Although each system predicts hospital mortality rate, the capabilities of
APACHE III were expanded to include outcomes such as ICU and hospital length
of stay, TISS score, risk for active therapy, use of pulmonary artery catheters, lab­
oratory studies, and duration of mechanical ventilation. Each system was inter­
nally validated using a development and validation set, and within each database
the systems demonstrated excellent discrimination (ability to identify patients
who live or die), and calibration (correlation between predicted and observed
mortality).

During the late 1990s studies using APACHE III [27-32], SAPS II [32,33-37],
and MPM II [36,38] frequently revealed an observed mortality that was different
from expected. Each system predicted a mortality rate that was adjusted for dif­
ferences in the variables included in each system. The predicted mortality pro­
vided a benchmark that was based on the effectiveness of therapy at the time and
places where the systems were developed. These predictions, however, were not
adjusted for unmeasured variables, for the passage of time, or for differences in
the process, amount, or timing of treatment. Most of these studies detected dif­
ferences between observed and predicted mortality which were explained using
one or more of the following approaches:
1) Inadequate predictive equations. If the observed and predicted mortality were

not uniform across all ranges of risk the system was poorly calibrated and it
was concluded that the system is inaccurate.

2) Predicted mortality was treated as a 'gold standard'. When observed mortality
exceeded predicted it was concluded that care must be suboptimal.

3) Observed outcome was treated as a 'gold standard'. When multiple prognostic
systems were tested, the 'best' system had a predicted mortality that was clos­
est to observed. Unfortunately APACHE II, a benchmark based on 1979 to 1981
treatment standards, was often selected.

4) Factors that might account for differences between observed and predicted
mortality were analyzed and, if possible, identified.

Fortunately, most studies used the later approach and as a result have provided
information that should lead to improvements in comparing ICU patients and in
prognostic accuracy. Based on available information, the ability to accurately pre­
dict hospital mortality is based on the following factors: First, data must be avail­
able and reliably collected. Second, data collection must be accurate and repro­
ducible. Third, there must be adequate adjustment for variables known to influ­
ence mortality, such as patient selection, lead time bias, diagnosis, physiologic
reserve, physiologic abnormalities, and environmental factors such as geograph-
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ic location, hospital characteristics and practices. Fourth, the reference database
must be broadly representative and the predictive equation accurate with regard
to discrimination, calibration, and ability to account for mortality differences
among subgroups. Fifth, the patient sample must be large enough to avoid ran­
domness and have the power to detect clinically significant differences between
observed and predicted mortality. Sixth, average treatment results must be simi­
lar to those for patients within the reference database. It is unlikely, however, that
treatment results will be identical because quality of therapy differs among hos­
pitals, before and after ICU admission, and over time. Nonetheless, when a prog­
nostic system satisfies the first five criteria it can be used to compare effectiveness
with the benchmark established by the reference database.

Which Variables Should Be Compared?

Based on the knowledge and experience gained from the studies using APACHE
III [27-32], SAPS II [32,33-37] and MPM II [36,38), it is possible to identify prog­
nostic variables that may require modification or should be investigated in future
studies (Tables 2-4). Some of these variables have been shown to influence hos­
pital mortality, but are not included in each of the current models. Others have
not yet been tested in multi-institutional studies, but on the basis of recent stud­
ies appear to be strong candidates for future testing. Some variables reflect
patient characteristics, others are environmental, but none should directly reflect
the type, process, or amount of treatment. This is because comparison of
observed and predicted mortality is intended to reflect the outcome from treat­
ing a single episode of critical illness.

Patient Characteristics That Influence Outcome

Chronic Health Status

APACHE III, SAPS II, and MPM II each account for the adverse impact of increas­
ing age on hospital mortality. Compared to physiologic abnormalities and other
prognostic factors the weighting and relative explanatory power of age is rela­
tively small, a finding that has been demonstrated in multiple studies of survival
from critical illness. Each prognostic system also considers comorbid conditions
(Table 1). Metastatic cancer is common to each system, and cirrhosis and hema­
tologic malignancy (leukemia/multiple myeloma) are included in both MPM II
and APACHE III. During model development, 34 comorbid conditions were test­
ed for inclusion in APACHE III and 12 for inclusion in SAPS II. Conditions such
as diabetes, severe impairment of activities of daily living; and chronic cardiovas­
cular pulmonary and renal diseases were tested for their independent impact on
hospital mortality, but did not meet statistical requirements for inclusion.
Although each of these variables are known to influence hospital mortality, it is
likely that their significance was diminished by the impact of physiological vari­
ables or diagnostic information that either directly or indirectly reflect these
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comorbidities. It should be noted that the comorbidities included in each prog­
nostic system have an impact on immunologic status and their prognostic impor­
tance probably reflects the association of infection with ICU and hospital mortal­
ity. Based on past findings it seems unlikely that future scoring systems will be
substantially improved by adding items reflecting chronic health status.

Physiological Measures

In contrast to age and comorbidities, physiological measures account for the
largest proportion of explanatory power of APACHE III and SAPS II for hospital
mortality. In aggregate, APACHE III, SAPS II, and MPM II use a total of 21 physi­
ological measurements, but only heart rate, blood pressure, and a modified GCS
are common to each system. The MPM II models are less reliant on physiological
measures and in aggregate use only three vital signs and three laboratory tests.
APACHE III uses 17 physiological measures compared to 12 measures for SAPS II.
Variables that are unique to each system include hematocrit, albumin, glucose,
and creatinine in APACHE III; and potassium and prothrombin time in SAPS II.
It is unlikely, however, that simply adding measures that are unique to another
system will improve accuracy. This is because, except for hematocrit and pro­
thrombin time, the remaining unique variables were tested and did not meet sta­
tistical criteria for inclusion during model development. Future studies, therefore,
should test hematocrit and prothrombin time as potential predictor variables. In
addition, measures such as platelet count [39] and pupillary reactions [40] have
been shown to have an independent impact on mortality and also deserve future
testing.

Improving the weighting and accuracy of measuring the GCS would greatly
enhance prognostic accuracy for each system. Recent evidence suggests that the
GCS requires additional weighting for head trauma patients [28]. In addition, sev­
eral studies have demonstrated scoring difficulties in measuring GCS for as many
as 43% of patients [28, 31, 32]. The GCS measurement problem appears to be
caused by the wide variation across ICUs in the use of deep sedation and paraly­
sis, treatments that can make accurate scoring impossible. Because no severity
weighting is applied when GCS cannot be assessed, the effect is to underpredict
hospital mortality for patients whose GCS might otherwise reflect a substantial
neurological deficit. Such problems are particularly common among trauma, neu­
rological, and respiratory patients [28,32]. Because there is no better measure of
neurological function, data collectors should use the following approach to min­
imize errors in recording GCS:
1) The GCS should be obtained for as many patients as possible. Frequent inabil­

ity to record GCS due to sedation is often a sign of poor data reliability.
2) Carefully adhere to definitions provided in the original description of the GCS.

Avoid scoring until hypotension or hypoxemia have been stabilized, and use an
ocular score of 1 for patients with severe periorbital swelling.

3) If the patient is sedated or paralyzed but an accurate GCS was previously
recorded use that score. This approach was specified for SAPS II and should
now be used for each system [26].
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4) If there is a suspicion that neurological status has changed and sedation or
paralysis can be safely reduced, repeat GCS assessment after therapy is
reduced.

5) If direct measurement is impossible, record a GCS of 15. Although risk will be
underestimated, it will cause a systematic error that might be corrected by
recalibration.

Diagnosis

Tables 2-4 demonstrate that insufficient diagnostic data or inaccurate disease
labeling were frequently proposed as reasons for differences between observed
and predicted mortality [28,30,33-37]. This reflects a widely held belief that
a patient's ICU admission diagnosis provides important prognostic informa­
tion. For example, a recent study of 37,668 ICU admissions reported an
observed hospital mortality rate of 3.3% for asthma compared to 37.5% for
noncardiac pulmonary edema, and 18.2% for gastrointestinal bleeding due to
varices compared to 8.4% for bleeding due to diverticulitis or angiodysplasia
[28]. For each of the above diagnoses, specific disease labeling provided more
accurate prognostic information than could be achieved by aggregating
patients into medical, respiratory, or gastrointestinal subgroups. The same
study also demonstrated improved prognostic accuracy when mortality rates
for combined diagnoses such as unstable angina and acute myocardial infarc­
tion or bacterial and viral pneumonia were predicted separately, and when
residual organ system categories were disaggregated into specific diagnostic
categories [28]. Unfortunately, developing coefficients for specific diseases
requires a very large reference database. In addition, imprecise diagnostic
labeling and difficulty choosing a single diagnosis are also a source of error
in predicting mortality risk. These issues will be discussed further in the sec­
tion on data reliability.

Selection for ICU Care

When a prognostic system is used to predict mortality in a new population it
is important that the reference database from which the estimated patient
risks are derived contains only patients chosen by similar selection criteria.
The APACHE III, SAPS II, and MPM II databases were all created using con­
secutive ICU admissions to a diverse group of hospitals in the US, Canada, and
Europe. Unfortunately, the decision to admit a patient to ICU is not uniform
among hospitals, and admission source, particularly the transfer of a patient
from another hospital to an ICU, is associated with a higher mortality rate [41,
42].

Several studies have suggested that variations in selection criteria for ICU
admission may have caused differences between observed and predicted mor­
tality (Tables 2-4). One study suggested a selection bias due to frequent admis­
sion of low severity patients because of the ready availability of beds [27], but
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others suggested that selection bias was caused by too few beds and conse­
quent delays in ICU admission [29-31, 37]. Selection bias has also been
attributed to differences in the frequency of interhospital transfer [31,36,37]
and in the reasons for transfer [32]. In an independent US database, APACHE
III adjusted well for the prognostic implications of the selection differences
reflected by patient location before ICU admission [28]. Studies from Europe
and developing countries, however, suggest that the selection variable of
APACHE III does not adequately adjust for international differences in selec­
tion for intensive care.

lead Time Bias

When data for all ICU admissions are not obtained at approximately the same
time in the course of an acute illness or within a similar time period after major
surgery, prognostic estimates will be inaccurate because physiological measures
reflect different phases of critical illness [18, 19]. Adjustment for differences in
patient location before ICU admission (selection) allows for some of these dif­
ferences, but cannot account for delays in interhospital transfer, or for extensive
amounts of intensive care therapy on hospital wards before the patient physical­
ly arrives in ICU [20,43]. Based on this knowledge, adjustments for prior loca­
tion and for the length of hospital stay before ICU admission were included as
prognostic variables in APACHE III [41]. These adjustments work well in the US
[28], but international differences in lead time have been proposed as a potential
explanation for differences between observed and APACHE III predicted mor­
tality in Europe and Brazil [29-32]. Failure to account for selection and lead time
bias were also proposed as reasons for miscalibration in studies using SAPS II
and MPM II [33,36,38]. Based on this knowledge, prognostic systems should
account for location before ICU admission and the length of hospital stay before
ICU admission. It seems likely that adjustment for these variables will be
required at the national level. At present, however, no method has been proposed
to adjust for differences between observed and predicted mortality that might be
related to the quality or process of care before ICU admission [30,44] or after
ICU discharge [45]. Accounting for such treatment differences, however, should
not be necessary since the outcome of interest is mortality from a single episode
of critical illness.

Environmental Factors that Influence Outcome

Hospital Practices

Hospital practices that are not directly related to the quality of ICU and hospital
care also influence hospital mortality. One example is the discharge of ICU
patients directly to skilled nursing or long term acute care facilities. These ICU
patients are typically stable, but at discharge still require mechanical ventilation
or dialysis and skilled nursing care. The number of long term acute care facili-
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ties in the US has increased substantially during the last 10 years, but their avail­
ability and the transfer practices of individual hospitals vary widely. Direct
transfer of these patients from ICU to long term acute care facilities can marked­
ly reduce observed hospital mortality [27]. This is because these 'chronically crit­
ically ill patients' are at high risk for death after transfer [46]. Frequent transfer
of such patients, therefore, can result in substantial overprediction of hospital
mortality.

Variations in the frequency of limiting or withdrawing therapy must also be
considered when comparing observed and predicted hospital mortality. These
practices vary among hospitals [47], and have also increased over time [47,48].
Interhospital differences in treatment withdrawal practices can have a marked,
but variable influence on observed mortality. Among otherwise identical patients,
observed mortality will be higher at hospitals where lifesupport withdrawal is fre­
quent compared to hospitals where withdrawal is infrequent. In two recent anal­
yses, differences in the frequency of treatment withdrawal, and in withdrawal
among high versus low risk patients were thought to have a marked and varied
impact on observed versus predicted mortality [28,49]. Studies in the US using
APACHE III have also shown a small but significant difference in hospital mor­
tality that is associated with hospital size and teaching status [28,41]. The exact
reasons for these differences are uncertain, but should be examined in future
studies.

Hospital Length of Stay

An ICU patient's risk of dying in the hospital is influenced by how long that
patient remains in the hospital. APACHE III mortality predictions are adjusted
for this influence using coefficients derived from a regression analysis of hospi­
tal length of stay among survivors [41]. This analysis incorporated all patient
specific predictor variables, forecast a predicted hospital length of stay, and then
calculated the mean difference between observed and predicted hospital length
of stay for each ICU. Compared to hospitals where mean length of stay for sur­
vivors was within 1.6 days of predicted stay, shorter stays (1.6 days < predicted)
decreased the multivariate odds ratio of death to 0.7; and longer stays (1.6 days
> predicted) increased the odds ratio of death to 1.2.

Because this adjustment is unique to US hospitals it has not been possible
to adjust for the impact of hospital length of stay on mortality in internation­
al studies using APACHE III. The potential importance of this adjustment is
emphasized in Figure 1 which displays as much as a four fold difference in
mean hospital length of stay after acute myocardial infarction in six countries.
That similar variations exist within large ICU databases is suggested by
reports of a 11.6 to 12.0 day mean hospital length of stay in the US [27,28],
17.1 days in Brazil [31],25.6 days in Germany [32], and 14.8 to 22.8 days in 10
European countries [26]. This information suggests that future studies of mor­
tality among ICU patients should report hospital length of stay, and also inves­
tigate the impact of differences in hospital length of stay on mortality.
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Fig. 1. Mean hospital length of stay in 1996 for patients with acute myocardial infarction (from
the Organization for Economic Cooperation and Development)

Geographical Location

Many of the studies shown in Tables 2-4 either explicitly or implicitly suggest that
APACHE III, SAPS II, and MPM II do not adequately adjust for national differ­
ences in intensive care. In addition, studies in the US [28,41] and Italy [33] have
demonstrated differences in hospital mortality across geographic regions despite
adjustment for patient differences. It is uncertain whether these mortality differ­
ences reflect national and regional variations in critical care practices, socioeco­
nomic differences, variations in disease labeling, patient selection and lead time
bias, frequency of treatment withdrawal, or duration of hospital stay. For exam­
ple, in the US differences between observed and predicted hospital mortality
evaporated after adjustment for hospital length of stay for survivors. It seems
doubtful that each of the above differences could be accounted for by simply cus­
tomizing current systems using national databases [36,50,51]. Instead, national
and regional differences in each prognostic variable should be reported; exam­
ined for a significant independent impact on hospital mortality, and if significant
added to the predictive model.

Changes Over Time

Reductions in mortality from critical illness are usually related to the introduc­
tion of new drugs (e.g., thrombolytic agents), new technologies (e.g., non-invasive
positive pressure ventilation [NIPPV]) or new techniques (e.g., low tidal volume
ventilation in acute respiratory distress syndrome [ARDS]). We all believe in
medical progress, but attributing a lower observed versus predicted mortality to
changes in treatment effectiveness over time is overly simplistic. Reductions in
mortality due to improvements in treatment effectiveness are usually disease spe­
cific, e.g., thrombolytic therapy for acute myocardial infarction. For some dis­
eases, however, it may be difficult to attribute improved mortality to therapy
alone. For example, should the improved outcome for parasitic pneumonia [28]
be attributed to better ICU therapy for Pneumocystis carinii pneumonia, to
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improved therapy for human immunodeficiency virus (HIV) infection, or to
recent changes in the definition of acquired immunodeficiency syndrome
(AIDS)? Although medical progress usually improves survival, some changes over
time tend to increase observed mortality, e.g., the recent increase in frequency of
withdrawal of life support. In the United States we now adjust for the prognostic
impact of changes in practices and therapy everyone to two years by examining
observed and APACHE III predicted mortality for each ICU admission diagnosis
and adjusting coefficients as needed.

Data Accuracy and Reliability

If a prognostic scoring system cannot be applied reproducibly in a different pop­
ulation it will not perform accurately, irrespective of how well the system exam­
ines the variables that influence outcome [52]. The accuracy of outcome predic­
tion is therefore in part determined by inter (between) observer reliability, i.e., the
difference in quantifying data when different individuals score the same patient.
A high degree of interobserver reliability was reported by the developers of
APACHE III [24], SAPS II [26], and MPM II [25]. Interobserver reliability was
excellent for discrete measures such as age and other demographic information;
and for physiological measures that require little or no judgement on the part of
data collectors. In contrast, interobserver reliability was lower for variables that
require choosing the most deranged physiological measurement (e.g., tempera­
ture), or calculation (e.g.. Pa02/Fi0 2); and even lower for agreement on GCS
parameters. Independent studies that have used APACHE III, SAPS II, and MPM
II [27, 34, 36] have also reported good interobserver reliability during data collec­
tion, but have confirmed that interobserver reliability deteriorates for measures
such as GCS [32,53], ICU admission diagnosis, and physiological variables that
require calculation [53,54].

We believe that the reliability of data collection can and has been improved [27,
28,55]. Because current prognostic systems have become more complex it is no
longer possible to replicate methods directly from journals [56]. It is our experi­
ence that a comprehensive instruction manual is needed to precisely describe
methods and definitions. This instruction manual is supplemented by on-site data
collector training, an instructional video, training exercises, direct data collection
supervision, and ongoing telephone assistance. After data for 100 to 200 patients is
collected, formal interobserver reliability testing is performed for a 10% random
sample. In addition, emphasis is placed on careful design of data collection forms,
the use of software based error checking for manually collected data, and auto­
mated data collection. A recent study of prognostic scoring using an automated
ICU information system versus manual data collection showed that automation
improved the detection of physiological abnormalities [57]. This resulted in
increased severity scores, which in turn increased predicted mortality. Automation
improves the reliability of collecting laboratory data; and of recording comorbidi­
ty and ICU admission diagnosis through the use of computerized pick lists. Com­
puter software also calculates mean arterial pressure and Pa02/Fi0 2 and oxygen
delivery values and assists in identifying the most abnormal physiological values.
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Conclusion

During the past three decades there has been significant progress in predicting
group mortality for ICU patient groups. Although simplification of prognostic
scoring is a desirable goal, current information suggests that improvements in
prognostic accuracy will require the addition of more prognostic variables. As in
the past, independent studies have suggested a substantial number of variables
that require further testing. We believe that each prognostic model should adjust
for variables that significantly influence outcomes, and that simple re-calibration
is insufficient to adjust for the absence of proven outcome predictors. Unfortu­
nately, as the number of predictor variables increase, data reliability and ease of
use decreases. We believe that technology, not simplification, is the answer to this
challenge. Accurate predictive models, however, can only provide a benchmark
not a true 'gold standard'.

The Rest of the Story

The course participants believed that a common data set made it possible to com­
pare patients' resource use and outcomes in the three countries. Because the cul­
tures, ICU policies, and health care systems varied markedly across the different
countries, the participants believed that country-specific efforts were essential to
provide national standards, which could then be compared internationally. Short­
ly after the course, leaders of the host country's national and regional governments
met with the course's ICU physician organizers and representatives of the national
intensive care society. Subsequent to this meeting the government and intensive
care society supported collection of a nationally representative ICU data set and
the development of a customized mortality predictive equation. In 1999, the host
country's ICU society made data collection instruments and automated calculation
of predicted mortality available over the Internet. ICUs now compare their
observed and predicted mortality rates and use this information to assess individ­
ual ICU performance.
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