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Abstract. Denoising of Magnetic Resonance images is important for
proper visual analysis, accurate parameter estimation, and for further
preprocessing of these images. Maximum Likelihood (ML) estimation
methods were proved to be very effective in denoising Magnetic Reso-
nance (MR) images. Among the ML based methods, the recently pro-
posed Non Local Maximum Likelihood (NLML) approach gained much
attention. In the NLML method, the samples for the ML estimation of
the true underlying intensity are selected in a non local way based on the
intensity similarity of the pixel neighborhoods. This similarity is gener-
ally measured using the Euclidean distance. A drawback of this approach
is the usage of a fixed sample size for the ML estimation and, as a result,
optimal results cannot be achieved because of over- or under-smoothing.
In this work, we propose an NLML estimation method for denoising MR
images in which the samples are selected in an adaptive way using the
Kolmogorov-Smirnov (KS) similarity test. The method has been tested
both on simulated and real data, showing its effectiveness.

Keywords: Image denoising, Kolmogorov-Smirnov test, MRI, Noise,
Rice distribution.

1 Introduction

Denoising algorithms play an important role in the enhancement of MR images.
Noise in MRI can be naturally minimized by averaging images after multiple
acquisitions. This, however, may not be feasible in clinical and small animal
MR imaging where there is an increasing need for speed [7]. Thus, post pro-
cessing techniques to remove noise in the acquired data are important. Also, in
time-sensitive acquisitions or studies with limited imaging time (diffusion MRI,
functional MRI etc.), experiments cannot be repeated to do averaging. In the
early days, many authors applied the conventional classical denoising techniques
to denoise MRI [5]. These methods assumed the noise in the image to be Gaus-
sian distributed. The major drawback of these methods is that the biasing effects
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of Rician noise, which characterizes magnitude MR images, were not taken into
account. This bias increases with decreasing SNR. Later many methods were pro-
posed to denoise MR images. Most of these methods exploited the second raw
moment of the Rice distribution to reduce the bias in the denoised images[7,8].
That is, the image is denoised with the methods based on the Gaussian assump-
tion and to reduce the bias, 2σ g2 is subtracted from the squared denoised image
(where σ g2 is the variance of the noise in the complex image). However, in [14]
it is shown that the sample size and SNR have a significant influence on the pro-
cess of estimating the true underlying signal using this approach. ML methods
were proved to be better than the aforementioned methods[9].

ML based denoising methods applied to magnitude MR images incorporate
the Rice distribution to estimate the true underlying signal from a local neigh-
borhood within which the signal is assumed to be constant. However, if this
assumption is not met, such filtering will lead to blurred edges and loss of fine
structures in the image. As a solution to the blurring issue of the local ML ap-
proach, the non local ML (NLML) estimation method [6] was proposed. In the
NLML method, the samples for the ML estimation of the true underlying inten-
sity are selected in a non local (NL) way based on the intensity similarity of the
pixel neighborhoods. This similarity is generally measured using the Euclidean
distance[6]. In that method, however, the number of NL pixels to be considered
for ML estimation is fixed and is determined in a heuristic way. This fixed sam-
ple size can introduce under- or over-smoothing in the images. In this work, we
propose a non local ML estimation method for denoising MR images in which
the samples are selected in an adaptive way using the Kolmogorov-Smirnov sim-
ilarity test.

This paper is organized as follows. Section 2 gives a short overview about
the noise characteristics in MR images. In Section 3, the signal estimation using
conventional NLML is discussed. Section 4 elaborates the proposed method. Sec-
tion 5 presents the experimental results, comparative evaluation and discussion.
Finally, conclusions and remarks are drawn in Section 6.

2 Noise Distribution in MR Images

The acquired complex valued MR signals in the k-space are characterized by a
zero mean Gaussian probability density function (PDF). The k-space data are
then (inverse) Fourier transformed to obtain the magnetization distribution. Af-
ter the inverse Fourier transform, the noise distribution in the real and imaginary
components will still be Gaussian distributed due to the linearity and the orthog-
onality of the Fourier transform. However, due to the subsequent transform to
a magnitude image, the data will no longer be Gaussian but Rician distributed.

Let R and I represent the real and imaginary parts of the noisy complex
MR data (corrupted by zero mean Gaussian, stationary noise with the standard
deviation σg) with mean values μR and μI , respectively. Then the PDF of the
reconstructed magnitude data M will be [12]
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Proper estimation of the noise variance, σ2
g , is important for effective denoising

of MR images. Noise can be estimated from an MR image in a number of ways
[15,16,1,11,10]. A survey of these methods is given in [2]. In this work, we used
the object based methods proposed in [10] for the estimation of noise.

3 Signal Estimation Using NLML Method

Let M1,M2, ...,Mn be n statistically independent observations within a region
of constant signal intensity A. Then, the joint PDF of the observations is:
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The ML estimator of A can now be computed by maximizing the likelihood
function L(A) or equivalently lnL(A), with respect to A [13]:
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and
ÂML = argmax

A
(lnL) (4)

Nevertheless, to estimate the true underlying intensity ÂML for each pixel i in
the image using Eq. (4), samples {Mi} with similar underlying intensity need to
be selected. The straightforward approach to select samples {Mi} is to select all
pixels from a local neighborhood of i. However, it is clear that around edges and
fine structures the assumption of uniform underlying intensity is violated, and,
as a result, blurring will be introduced in the image. An alternate approach is
to use non local (NL) pixels instead [6]. Conventionally, NL pixels are selected
based on the intensity similarity of the pixel neighborhoods. If the neighborhoods
of two pixels are similar, then their central pixels should have a similar meaning
and thus similar gray values [19]. The similarity of the pixel neighborhoods can
be computed by taking the intensity distance (Euclidian distance) between them
[6]:

di,j = ‖Ni −Nj‖ (5)

where di,j is the intensity distance between the neighborhoods Ni and Nj of the
pixels i and j. For each pixel i, the intensity distance d between i and all other
non local pixels j as defined by Eq. (5), in the search window are measured.
The first k pixels are then selected as {Mi} after sorting the NL pixels in the
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increasing order of the distance d for the maximum likelihood (ML) estimation.
This method is more effective in terms of preserving edges and fine structures
than the local ML estimation. However, one major concern with this approach
is the proper selection of k. In the conventional NLML method[6], k is fixed and
generally determined in a heuristic way. Low or high values of k can cause under
or over smoothing. In the section below, we discuss an alternative approach to
select the samples for ML estimation.

4 NLML Method Based on Kolmogorov-Smirnov (KS)
Similarity Test

The research presented in this section is motivated by the study in [18]. In [18],
it is observed that the PDF of an image S, resulting from the difference of
two images R1 and R2 (S = R1 − R2) with the similar underlying intensity
and corrupted with Rician noise, is symmetric and can be approximated with a
Gaussian distribution of mean μs and standard deviation σs given by

μs = 0, σs =
√
2σr (6)

where σr is the standard deviation of the Rice distribution. When the SNR
increases, σs approaches

√
2σg since σr approaches σg for high SNR.

In this work, we make use of the above knowledge, instead of using the Eu-
clidian distance, to find the samples for estimating the true underlying intensity
for each pixel in the image. For every pixel i, difference patches Di,j with other
NL pixels j, based on the neighborhoods of i and j, are first created. If the
neighborhoods Ni and Nj of the pixels i and j are similar, then the distribution
of the difference patch Di,j can be approximated with a Gaussian distribution
with the parameter values as given in Eq. (6).

To test the normality of the distribution of D, the KS test was employed.
The KS test was used to compare the distribution of D to a standard normal
distribution after standardizing D. The null hypothesis of the KS test is that the
difference patches D are normally distributed, and this hypothesis is rejected if
the p-value of the KS test statistic is below 0.05 (i.e., the result of the KS test is 1
if the test rejects the null hypothesis at the 5% significance level, 0 otherwise)[18].
So for each pixel i, the NL pixels with a p-value>0.05 are selected as the samples
{Mi} for the ML estimation.

The parameter, σr, can be computed directly from the neighborhood of the
pixel of interest if the underlying intensity of the selected neighborhood region
is constant. Also, σr will be always less than or equal to σg. The relationship
between σr and σg is given as [10]:

σr =
σg√
ϕ

(7)

where ϕ is a correction factor depending on the SNR and is in the range [1; (2−
π/2)−1]. If the selected neighborhood contains pixels from more than one region,
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then the estimation of σr will be difficult. However, if the estimated σr is greater
than σg, we can assume that the neighborhood contains more than one region
and in those cases, in Eq. (6), we replaced σr with σg. For the estimation of σg,
we used the object based method proposed in [10].

5 Experiments and Results

To evaluate and compare the proposed NLML (NLMLKS) with the conventional
NLML method, experiments were conducted on both synthetic and real MR im-
ages. For the experiments on the synthetic data, we used the standard MR image
phantom of the brain obtained from the Brainweb database [4]. The phantom
image was degraded with Rician noise for a wide range of noise levels and the de-
noising efficiency of both algorithms were evaluated based on the Peak Signal to
Noise Ratio (PSNR), the mean Structural Similarity Index Matrix (SSIM)[17],
Bhattacharrya coefficient (BC)[3] and the Mean Absolute Difference (MAD).

(a) (b) (c)

(d) (e) (f)

Fig. 1. Visual quality comparison: (a) Ground truth (b) Ground truth corrupted with
Rician noise of σg = 25 (PSNR : 21.8, MSSIM : 0.5905) (c) denoised with conven-
tional NLML method (PSNR : 28.4, MSSIM : 0.8626)(d) denoised with the proposed
method (PSNR : 28.7, MSSIM : 0.9022)(e) NLML residuals (f) NLMLKS residuals.
The residuals are scaled in the range 0-25.
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Fig. 2. Quantitative analysis of the proposed method with NLML based on (a) PSNR
(b) SSIM (c) BC and (d) MAD for image corrupted with Rician noise of σg varying
from 10 to 40

Fig. 1 shows the visual quality comparison of the image denoised with the
NLML method and NLMLKS method. This experiment was conducted on the
brain image after corrupting the image by noise with σg = 25. It can be seen
from the denoised images and from the corresponding residuals that the image
denoised with the NLMLKS method is closer to the ground truth than the image
denoised with the conventional NLML. Fig. 2 shows the quantitative analysis
of both methods in terms of PSNR, mean SSIM, BC and MAD. Both filters
were executed with the following parameters: search window size = 11× 11× 5,
neighborhood size = 3 × 3 × 3. For NLML, the sample size k was chosen as 25
(as recommended in [6]). It can be observed from the plots that the proposed
NLMLKS performs better than the conventional NLML based on the quality
matrices used for the evaluation.

For the experiments on the real data, we acquired an MR image of a cherry
tomato using an experimental MRI scanner (Bruker 7T scanner). The proposed
NLMLKS and the conventional NLML method were then applied on the acquired
image. The results of this experiment is shown in Fig. 3. It can be seen from the
images in Fig. 3 that the visual results are much better for the image denoised
with the NLMLKS in the sense that these images are less blurred than the
images denoised with conventional NLML. This experiment on the real data set
additionally indicates the effectiveness of the proposed method.
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(a) (b) (c)

Fig. 3. Experiments on the MR image of cherry tomato. (a) Original image (b) denoised
with NLML method (c) denoised with NLMLKS

6 Conclusion

We have proposed an NLML method based on the KS test to denoise the MR
images. In the existing NLML method, the number of samples to be selected for
ML estimation was based on heuristics. The proposed NLML method based on
the KS test is statistically convincing and performs better (in terms of image
quality) than the NLML method based on the Euclidian distance. Through the
proposed KS test approach for the sample selection, the over and under smooth-
ing caused by the conventional NLML can be reduced. Experiments have been
carried out on simulated and real data sets. Quantitative analysis at various noise
levels based on the similarity measures, PSNR, SSIM, BC and MAD shows that
the proposed method is more effective than conventional NLML. Experiments
were also performed on real MR images to prove the efficacy of the proposed
method. However, it might be also possible to select the samples adaptively for
the conventional NLML method based on a χ2-test on the squared neighborhood
differences. We are also working in that direction.
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