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Abstract. Designing reliable computer-aided diagnosis (CADx) systems based 
on data extracted from breast images and patient data to provide a second opi-
nion to radiologists is still a challenging and yet unsolved problem. This paper 
proposes two benchmarking datasets (one of them representative of low resolu-
tion digitized Film Mammography images and the other one representative of 
high resolution Full Field Digital Mammography images) aimed to (1) model-
ing and exploring machine learning classifiers (MLC); (2) evaluating the impact 
of mammography image resolution on MLC; and (3) comparing the perfor-
mance of breast cancer CADx methods. Also, we include a comparative study 
of four groups of image-based descriptors (intensity, texture, multi-scale texture 
and spatial distribution of the gradient), and combine them with patient’s clini-
cal data to classify masses. Finally, we demonstrate that this combination of 
clinical data and image descriptors is advantageous in most CADx scenarios.  

Keywords: Breast cancer, image-based descriptors, clinical data, machine 
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1 Introduction 

According to the World Health Organization, breast cancer is the second most com-
mon form of cancer in the world, with a prediction of over 1.5 million diagnoses in 
2010 and causing more than half a million deaths per year [1]. At present, there are no 
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effective ways to prevent breast cancer, because its cause remains unknown. Howev-
er, efficient diagnosis of breast cancer in its early stages can give women better 
chances of full recovery. Screening mammography is the primary imaging modality 
for early detection of breast cancer because it is the only method of breast imaging 
that consistently has been found to decrease breast cancer-related mortality [2].  

Double reading of mammograms (two radiologists read the same mammogram) 
has been advocated to reduce the proportion of missed cancers. But the workload and 
costs associated with double reading are high. Therefore, many research institutions 
have focused their efforts in applications of Computer-Aided Diagnosis (CADx) ap-
proaches combining mammography image-based descriptors and associated metadata, 
being the correct patterns classification of breast cancer an important real-world med-
ical problem. For this reason, the use of Machine Learning Classifiers (MLC) in 
breast cancer diagnosis is gradually increasing [3]. MLC can explain complex rela-
tionships in the data and constitute the backbone of biomedical data analysis on high 
dimensional quantitative data provided by the state-of-the-art medical imaging and 
high-throughput biology technologies [4].  

While several produced mammography-based breast cancer databases (public or 
private) have been reported [1], [5-12], currently, the information included in these 
databases presents some undesirable issues: a) lesions are not exactly identified; b) 
are incomplete in terms of available features (pre-computed image-based descriptors 
and clinical data); c) have a reduced number of annotated patient’s cases; and/or d) 
the database is private and cannot be used as reference. Altogether, these issues make 
it difficult producing golden standard datasets assembling properly extracted informa-
tion of breast cancer lesions (biopsy proven) for assessing and comparing the perfor-
mance of machine learning classifiers (MLC) and Breast Cancer CADx methods. 

In preceding works, first we made an exploration of mammography-based MLC 
[13] and hereafter we made an evaluation of several groups of mammography image-
based descriptors, clinical data, and combinations of both types of data for classifying 
microcalcifications, masses and all lesions together on two different Film mammo-
graphy-based datasets [14]. As result, we obtained MLC with high performance and it 
was proposed a novel image-based descriptor that is especially designed for round-
shape objects, such as masses, the Histograms of Gradient Divergence (HGD).  

This paper proposes two benchmarking datasets (one of them representative of low 
resolution Film Mammography images and the other one representative of high reso-
lution Full Field Digital Mammography (FFDM) images) aimed to: (1) modeling and 
exploring machine learning classifiers (MLC); (2) evaluating the impact of mammo-
graphy image resolution on MLC; and (3) comparing the performance of breast can-
cer CADx developed methods. Also, it is included a comparative study of four groups 
of image-based descriptors (intensity, texture, multi-scale texture and spatial distribu-
tion of the gradient), and their combination with patient’s clinical data to classify 
masses. The two benchmarking datasets used in this work are available for public 
domain at the Breast Cancer Digital Repository (BCDR – http://bcdr.inegi.up.pt) and 
it is the first experiment made on the FFDM-based dataset (BCDR-D01). 
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2 Materials and Methods 

2.1 Benchmarking Datasets 

The two benchmarking datasets proposed here were extracted from the Breast Cancer 
Digital Repository (BCDR). The BCDR is a wide-ranging annotated public repository 
composed by Breast Cancer patients’ cases of the northern region of Portugal.    

BCDR is subdivided in two different repositories: (1) a Film Mammography-based 
Repository (BCDR-FM) and (2) a Full Field Digital Mammography-based Repository 
(BCDR-DM). Both repositories were created with anonymous cases from medical 
archives (complying with current privacy regulations as they are also used to teach 
regular and postgraduate medical students) supplied by the Faculty of Medicine – 
Centro Hospitalar São João, at University of Porto (FMUP-HSJ). BCDR provides 
normal and annotated patients cases of breast cancer including mammography lesions 
outlines, anomalies observed by radiologists, pre-computed image-based descriptors 
as well as related clinical data.  

The BCDR-FM is composed by 1010 (998 female and 12 male) patients cases 
(with ages between 20 and 90 years old), including 1125 studies, 3703 mediolateral 
oblique (MLO) and craniocaudal (CC) mammography incidences and 1044 identified 
lesions clinically described (820 already identified in MLO and/or CC views). With 
this, 1517 segmentations were manually made and BI-RADS classified by specialized 
radiologists.  MLO and CC images are grey-level digitized mammograms with a 
resolution of 720 (width) by 1168 (height) pixels and a bit depth of 8 bits per pixel, 
saved in the TIFF format. 

The BCDR-DM, still in construction, at the time of writing is composed by 724 
(723 female and 1 male) Portuguese patients cases (with ages between 27 and 92 
years old), including 1042 studies, 3612 MLO and/or CC mammography incidences 
and 452 lesions clinically described (already identified in MLO and CC views). With 
this, 818 segmentations were manually made and BI-RADS classified by specialized 
radiologists. The MLO and CC images are grey-level mammograms with a resolution 
of 3328 (width) by 4084 (height) or 2560 (width) by 3328 (height) pixels, depending 
on the compression plate used in the acquisition (according to the breast size of the 
patient). The bit depth is 14 bits per pixel and the images are saved in the TIFF for-
mat.  

The BCDR-F01 dataset is built from BCDR-FM and is formed by 200 lesions: 100 
benign and 100 malignant (biopsy proven) and it is composed by a total of 358 fea-
tures vectors (184 instances related to the 100 benign lesions and 174 instances re-
lated to the 100 malignant lesions).   

The BCDR-D01 dataset is built from BCDR-DM and is formed by 79 lesions: 49 
benign and 30 malignant (biopsy proven) and it is composed by 143 features vectors 
(86 instances related to the 49 benign lesions and 57 instances related to the 30 malig-
nant lesions).  

Both datasets (currently, available for download at the BCDR website) are com-
posed by instances of the same clinical, intensity, texture, multi-scale texture and 
spatial distribution of the gradient features. Clinical features include the patient age, 
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breast density and a set of selected binary attributes for indicating abnormalities ob-
served by radiologists, namely masses, microcalcifications, calcifications (other than 
microcalcifications), axillary adenopathies, architectural distortions, and stroma dis-
tortions. Thus, the clinical data for each instance of the datasets is formed by a total of 
8 attributes per instance: 6 binary attributes related to observed abnormalities, an or-
dinal attribute for breast density, and a numerical attribute that contains the patient 
age at the time of the study. The same group of image-based features (intensity, tex-
ture, multi-scale texture and spatial distribution of the gradient) that we reported in 
[14] were utilized here, namely, Intensity statistics, Histogram measures, Invariant 
moments, Zernike moments, Haralick features, Grey-level run length (GLRL) analy-
sis, grey-level differences matrix (GLDM), Gabor filter banks, Wavelets, Curvelets, 
Histograms of Oriented Gradient (HOG), and Histograms of Gradient Divergence 
(HGD). For the sake of brevity, the reader is addressed to [14] for a formal descrip-
tion of the descriptors and the range of parameters evaluated. All descriptors were 
computed from rectangular patches of the lesions that were generated by extracting 
the part of the mammogram within the bounding box of the outlines provided by both 
datasets. 

2.2 Evaluation of the Benchmarking Datasets 

For evaluating the datasets, and delivering baseline benchmarks for CADx, an expe-
riment was conducted for classifying masses.  

Classification was performed using several machine learning classifiers available 
on Weka version 3.6 [15], namely Support Vector Machines (SVM), Random Forests 
(RF), Logistic Model Trees (LMT), K Nearest Neighbours (KNN), and Naive Bayes 
(NB). For all classifiers with the exception of NB (which is parameterless), 3-fold 
cross-validation was performed on the training set for optimizing the classifiers para-
meters. Linear SVM was chosen for simplicity and speed with regulation parameter C 
ranging from 10-2 to 103. The number of trees of RF was optimized between 50 and 
400, with each tree having log2(A) + 1 randomly selected attributes, where A is the 
number of attributes available in the current dataset. On LMT the number of boosting 
iterations was also optimized. Finally, the number of neighbours (K) of KNN varied 
from 1 to 20, and the contribution of each neighbour was always weighted by the 
distance to the instance being classified. For all classifiers, attribute range normaliza-
tion [0..1] was performed as pre-processing with the minimum and maximum values 
of the attributes found in the training set and then applied to both train and test sets.  

The evaluation measure used was the Area Under the Curve of the Receiver Opera-
tor Characteristic (AUC). Resampling without replacing was performed 50 times for 
each view (MLO and CC) resulting in 100 runs per experiment to provide different 
splits across training and test sets, with 80% of the cases randomly selected for train-
ing the classifier, and the remaining 20% used for test. The two views were trained 
and tested independently to prevent biasing results and finally the AUCs from both 
views were merged resulting in a total of 100 evaluations per experiment. When com-
paring descriptors, the best combination of parameters’ values and classifier was used. 
Comparisons between the experiments were based on the median AUC of the 100 
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worst results with performances ranging from 0% to 3% of the wins. When clinical 
data is not included in the datasets, the frequence of wins is equaly distributed by all 
the remainder classifiers on BCDR-D01 with 24% of wins, while on BCDR-F01 
ranged from 21% (LMT) to 32% (RF). When clinical data is present, wins are 
dominated by LMT on both datasets (46% on BCDR-F01, and 44% on BCDR-D01), 
as well as SVM in the the film dataset with 42% of wins. 

4 Conclusions 

The main contributions observed in this work are: (1) Histogram of Gradient Diver-
gence (HGD), a descriptor of shape through the gradient of the image that is naturally 
invariant to rotation and that was recently proposed in [14] was the only image de-
scriptor scoring best or comparable to best on both datasets; (2) Haralick features 
despite being a texture descriptor and not a descriptor related to shape, scored best on 
BCDR-D01 and second on BCDR-F01, suggesting that texture information may be 
important for evaluating masses; (3) clinical information enabled to significantly in-
crease the performance of image descriptors in 92% of the cases; (4) the relative per-
formance of the classifiers is similar for the two datasets, then it is possible to expect 
that image resolution is not critical; and (5) the Breast Cancer Digital Repository 
(BCDR) demonstrated to be a suitable reference for exploring machine learning clas-
sifiers and breast cancer CADx methods.  

Future work will be aimed at increasing the BCDR with new annotated patients 
cases and exploring the combination/selection of features from different groups of 
image-based descriptors for improving the performance of Breast Cancer CADx 
methods.  
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