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Abstract. In this paper we present an ultra-low cost eye gaze tracker specifical-
ly aimed at studying visual attention in 3D virtual environments. We capture 
camera view and user eye gaze for each frame and project vectors back into the 
environment to visualize where and what subjects view over time. Additionally 
we show one measure of calculating the accuracy in 3D space by creating vec-
tors from the stored data and projecting them onto a fixed sphere. The ratio of 
hits to non-hits provides a measure of 3D sensitivity of the setup. 
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1 Introduction 

In this paper we present a method for constructing an ultra-low cost eye gaze tracking 
system aimed at use in visual attention studies within 3D virtual environments. The 
motivation behind the development of low cost eye gaze tracking systems for virtual 
reality lies in the use of spatial analysis, human behavior research, and neuroscience 
to uncover how the structure and material of a space affects the understanding and 
cognition of space. Virtual reality has been used in the field of space syntax [1] to 
study the paths people take in a new environment. Eye tracking could be used to look 
deeper into the motivating factors of features of the space that entice people to take 
specific directional queues. Virtual reality has also been used in neuroscience [2] to 
replicate maze and visual puzzle experiments traditionally performed on mice. Eye 
tracking has been used in these instances as well. In museums, artifacts have been 
shown to be grouped both spatially as well as visually to create a rich set of connec-
tions [3]. These types of visual pairings and groupings could also be better understood 
through the use of eye gaze tracking. When the building no longer exists, the building 
was never constructed, the layout of the museum or building has changed through 
renovation, or for testing hypothetical spatial structures, eye tracking can be combined 
with virtual reality to gain understanding beyond what is available in the built  
environment. 

Tracking eye movements allows us to see a fairly involuntary human response to 
an environment. Eye movements provide a more quantitative method of studying 
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human behavior and perception [4]. The eye moves in patterns of fixations and rapid 
saccades based on what is being view, when, and where. Capturing these movements 
allows us to see underlying structures in complex objects and patterns in the surround-
ing environment. 

Eye tracking is used for a myriad of purposes including advertising and marketing, 
training, assistive technology, and psychological studies. Inspection and training both 
in the physical environment [5] and in 3D virtual environments [6, 7] can utilize eye 
tracking. Within the realm of virtual environments, eye tracking is used for object 
manipulation [8, 9] and user movement. It can also be used to show predicted eye 
movements based on visual attention cues [10]. Experiential effects, such as depth of 
field, can be improved using eye tracking [11]. A user’s anticipation of a turn in ac-
tive navigation of a virtual environment can be determined by observing eye move-
ments [12]. Salient maps of features in an environment can be used to improve the 
accuracy of eye trackers [13-15] by applying attention theory [16]. Several devices 
also employ two eye trackers for binocular tracking to determine precise 3D location 
[6, 7, 17] and user movement [18]. 

Eye trackers are used for people with motor impairments or other disabilities, al-
lowing them to interact with the physical and virtual environment [17, 19]. Along 
these lines, others have developed methods of reducing the size and weight of porta-
ble eye trackers [17, 20] and for making low-cost eye trackers [17, 21, 22] to increase 
the general accessibility of the technology. 

2 System 

Our system is composed of eye tracking hardware, eye tracking software, and a 3D 
virtual environment model with network messaging and analytics for processing and 
post-processing of the input data streams. 

2.1 Eye Tracking Hardware 

The eye tracking hardware is made from a camera, a lens, a filter, a clamp, a helmet 
mount, and infrared LEDs. The selection of each element was a balance among cost, 
availability, weight, and expected accuracy. The overall design was a helmet or head 
mounted eye tracker in which the image of the eye could be maximized for better 
accuracy. Other designs, such as a remote monitor mounted tracker, were considered, 
but the distance is an issue for maintaining spatial accuracy with the limited hardware. 

Construction of an eye tracker generally requires a camera or two. For virtual reali-
ty that is presented on a single monitor, so only one camera is necessary for most 
setups. While binocular eye trackers exist for some virtual reality setups, they are not 
very useful for a single screen without true 3D capability. Tracking both eyes allows 
the capture of the user’s focal plane. However, in using a single display screen, the 
focal plane can be assumed to be the screen itself. We selected the Sony PlayStation 
Eye camera, as it is possible to get speeds up to 187 frames per second (fps) at a reso-
lution of 320x240 or 60fps at 640x480. The higher frame rate allows us to test higher 
temporal resolutions in capturing human eye movements than traditional web cameras 
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running at 30 frames per second. The high frame rate capability of the PlayStation eye 
was developed by Sony by the maximizing the use of the USB 2.0 bandwidth limits. 
This limitation of data bandwidth is what distinguishes most low cost commercial off 
the shelf product (COTS) USB 2.0 color web-cameras from higher-end more expen-
sive (>$500 USD) industrial application [23] single band cameras which use IEEE 
1394 FireWire, Camera Link, or the new USB 3.0 specification  with higher data 
transfer rates. 

The camera was disassembled, and the plastic cover removed. The plastic lens 
holder was removed, and replaced by a lens mount with threading for m12 lenses. An 
infrared (IR) band-pass filter was inserted into the new camera lens mount to only 
allow IR light onto the imaging array. An 8mm optical lens was screwed into the new 
lens mount. This lens provided a larger, zoomed in view of the user’s eye when 
mounted to the helmet, allowing more space for pupil view analysis, while keeping 
some distance from the user’s eye. 

Infrared light is typically used in eye tracking, because it is not in the visible spec-
trum and does not interfere with the user’s vision. Additionally the human iris reflects 
infrared light, making the iris appear lighter regardless of the visible eye color.  
 

 

Fig. 1. Camera assembly and helmet mount 
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This provides a way to easily discern the pupil from the iris. The pupil center can be 
more easily determined, which is a feature used for comparison in most eye tracking  
methods. An infrared light source was constructed from IR LEDs to illuminate the 
eye for use in indoor environments. 

There are several options when it comes to mounting the camera assembly for 
monitoring computer display interaction. The typical setups include mounting to the 
bottom of the monitor as a remote camera, and mounting to the user’s head using 
glasses or a helmet. We chose a head mounted approach using a helmet in order to 
increase the spatial resolution of the eye movements and to minimize calibration is-
sues associated with large zoom lenses. Metal alligator clips on rods were taken from 
an electronics magnifier and used to hold the camera assembly onto the helmet while 
allowing for the slight adjustments needed for different users. 

2.2 Eye Tracking Software 

The core of the system relies of the work of the ITU GazeGroup [24]. The ITU Gaze 
Tracker is an open source eye tracker developed at IT University of Copenhagen [22] 
aimed at providing low cost alternatives to commercial systems and making it more 
accessible. The software is extremely flexible in terms of input hardware, hardware 
setup, and feature tracking. Their system also allows for control over the sensitivity of 
each feature. Additionally, there are several levels of calibration available. The ele-
ment that is most important for our system is the ability to stream out the view loca-
tion in screen coordinates over the network via Universal Datagram Protocol (UDP). 

In addition to the ITU Gaze Tracker software, we also used drivers developed by 
Code Laboratories [25] specifically for the Sony PlayStation 3 Eye Camera. These 
drivers provide access to the higher frame rates available through the camera. 

2.3 Virtual Environment 

The Unity Game Engine [26] is a popular 3D video game engine used for developing 
and publishing video games on many platforms. It is free for non-commercial use, and 
extremely flexible with three powerful scripting languages, and the ability to bind to 
external libraries. We developed a set of scripts to capture the view points as well as 
the position, location, and field of view of the user along with the current system 
timestamp. The data is saved to a file, which can be loaded, analyzed, and visualized. 

The user’s view is captured by the ITU Gaze Tracker, which sends the coordinates to 
Unity via UDP. During each frame of the virtual environment, the position, rotation, and 
field of view of the user’s camera is captured. If there has been a new view coordinate 
received since the last frame, then the 2D screen coordinates from the ITU Gaze Tracker 
are concatenated with the 3D camera data, and the entire data set is stored to file. This 
ensures that there is always 3D camera data associated with a 2D view coordinate. For 
this association we assume that the virtual environment operates at a higher frequency 
than the eye tracker. In our tests, this was the case, as the environments were highly op-
timized, and the limiting factor was the frequency of the eye tracking camera. However, 
we do record both the camera data and the eye tracking data separately as well for cases 
where a custom post-synchronization step is necessary. 
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Fig. 2. Overall software architecture. Eye tracking software passes eye tracking data through 
UDP. The 3D Virtual Environment receives the eye tracking data and records it to a file. It also 
captures the current camera matrix and saves the 3D position and view data to a file. 

2.4 Visualization 

One typical method for analyzing eye tracking data in two dimensions is through the 
use of a heat map. A heat map of eye movements or mouse movements is an aggrega-
tion of time spent in each location of the 2D space. This is accomplished by applying 
a circle with a radial gradient of transparency to each recorded location with an inten-
sity of the duration spent in that location. This 2D visualization method is not particu-
larly well suited to 3D space without much more data points to aggregate. 

The visualization in Figure 3 is a 3D virtual environment constructed using Auto-
desk 3D Studio Max and Adobe Illustrator. Our initial motivations prompted the use 
of virtual museums for initial testing. As an example we selected Tadao Ando’s Pu-
litzer Foundation of the Arts, for its ability to produce alternative visual and spatial 
interpretations using space, light, and color [27].  

To visualize the eye tracking data in 3D space we use the camera projection ma-
trix, which includes the position, rotation, and field of view. We then take the 2D 
view coordinate data and using the recorded dimensions and aspect of the display, we 
calculate a projection vector. Using a screen-to-world operation we project the vector 
into the 3D environment from the camera location until it hits a surface. At that hit 
location in 3D space, we create a colored sphere. The center of the sphere corresponds 
to where the user was looking at that point in time. The radius of the sphere corres-
ponds to the distance between the camera and the hit location. Smaller spheres 
represent smaller viewing distances, while larger spheres represent larger viewing 
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distances. Lastly, the color ranges between a spectrum of two hue values in the Hue-
Saturation-Value (HSV) color space to represent the time within the trial. 
 

 

Fig. 3. Screen shot of a visualization of the eye tracked data over one user session in a 3D vir-
tual environment 

3 3D Accuracy Testing 

As a preliminary test for accuracy, we designed a test environment in which the sub-
ject is asked to focus on a specific object. The environment, see Figure 4, consists of a 
rectangular room 24m wide by 24m in depth and 4m in height. A red sphere of 0.5m 
diameter is placed at the center of the room. The camera is set at an eye height of 
1.8m. As the subject moves around the space, keeping the red sphere in view, the user 
is asked to keep their eyes on the sphere. 

After a user has moved through the space, viewing the center sphere, we are able to 
project rays from each recorded view to a location in the space. By varying the size of 
the center sphere, we are able to see and count what ratio of hits contacted with the 
sphere, and which did not. Since the user continuously views the center sphere, the 
trajectory of the ray should tend to intersect the sphere, but with variance due to the 
accuracy of the eye tracking, and of the ability of the subject to remain in position. 
Figure 5 shows a screen capture of projections from 1 subject trial, using 5 different 
size diameter center spheres. The ideal case is that all of the hit spheres would be 
attached to the center sphere when its diameter is equal to 0.5m, the same as in the 
experiment. As we increase the sphere size, we get a sense of the error falloff in three 
dimensions. 
 



100 M. Swarts and J. Noh 

 

Fig. 4. The layout and dimensions of the test environments with a sphere located at the center 
of a large rectangular room 

 

Fig. 5. A sequence of screen captures of projected spheres of increasing size for one subject 
trial. Larger spheres identify a larger error capture zone. 391 out of 1171 samples were captures 
by a sphere of diameter 4.0m. 
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4 Conclusions and Future Work 

We have demonstrated that an eye tracker for virtual reality can be developed at low 
cost, which can be used for some areas of research within 3D virtual environments. 
Additionally we provided a new measure for 3D sensitivity to indicate the accuracy of 
the system for a particular eye tracker setup. 

Future work could incorporate an open-source model of 3D printed glasses specifi-
cally for the PS3 Eye Camera. Additionally the integration of salient maps to lock 
onto the most likely candidates for visual attention, may be useful for better accuracy 
in low cost systems. Lastly more measures of 3D movement, including angular veloc-
ities and angular accelerations, could be incorporated into a more robust regression 
model to determine which aspects of interaction with the 3D virtual environment are 
likely to cause the most errors in hit detection for low cost systems. 
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