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Abstract. This paper reports on the results of a user-based evaluation that was 
conducted on a 3D virtual environment that supports diverse interaction tech-
niques. More specifically, the interaction techniques that were evaluated were 
touch, gestures (hands and legs) and the use of a smart object. The goal of the 
experiment was to assess the effectiveness of each interaction modes as a means 
for the user to complete common tasks within the application. A comparison is 
attempted in order to provide an insight to the suitability of each technique and 
direct future research in the area. 
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1 Introduction 

In recent years a lot of scientific effort has been placed in the development of  
multimodal interaction techniques which allow users to interact with systems in  
non-traditional ways. Such techniques have shown promise in enhancing the user 
experience by allowing more natural interaction between the user and the system. The 
different interaction approaches often seen, apply dissimilar practices including wear-
able equipment such as head mounted displays, non-instrumented user tracking using 
cameras, tangible artifacts and desktop-based interaction.  

This paper aims to assess and compare diverse modes of interaction in the  
demanding area of 3D environments [2], where the six degrees of freedom constitute 
an additional impediment as it requires extended interaction vocabulary, in order  
to provide an insight on the pros and cons of each approach. The means of interaction 
to be evaluated were selected bearing in mind the extent to which they are both  
affordable and natural to the users. In this direction, desktop interaction using a touch 
screen was chosen as a widely adopted and intuitive solution, enhanced with a tangi-
ble object (SmartBox) that complements navigation in 3D spaces. Furthermore,  
gestural and kinesthetic interaction is applied as a more natural expression beyond the 
limits of computer systems. 
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2 Background and Related Work 

Jaimes et al. [6] define a multimodal system as a system that “responds to inputs in 
more than one modality or communication channel, such as speech, gesture, writing 
and others”. Multimodal user interfaces support interaction techniques which may be 
used sequentially or concurrently, and independently or combined synergistically. 
According to Oviatt [11], “Multimodal interfaces process two or more combined user 
input modes (such as speech, pen, touch, manual gesture, gaze, and head and body 
movements) in a coordinated manner with multimedia system output”.  

Gesturing is a common approach which has been proven to be very intuitive to  
users and is widely used in literature [5, 8 and 17]. Gestures can be defined as a form 
of non-verbal communication in which visible body actions communicate particular 
messages. Hand gestures can be used to augment systems and allow additional inte-
ractions when combined with other means of interaction such as simple touch [14]. 
Gestures may not be limited to multi-touch and hands, but may be applied to feet as 
well: foot-based gestures are proposed by [1, 5 and 12] as an alternative interaction 
mechanism. Valkov et al. [16] use foot gestures to expand simple multi-touch  
interaction and boost navigation in dynamic and complex 3D Virtual Environments.  

Body movement indicates the pose of a user’s body as mentioned by Jaimes et al. 
[6], which can be tracked and applied for selective interaction with the environment, 
where the system may interpret a specific body pose in order to enable interaction in a 
specific manner. Papadopoulos et al. [13] use defined body poses recognition in order 
to allow navigation in 3d environments. According to their approach, whenever a user 
poses in a certain way, manipulation of a camera in a virtual 3d environment begins. 
Grammenos et al. [4] use the users’ positions to visualize information according to the 
location of any user inside a room: each user can choose a topic by moving to the side 
and explore different information details by moving forward and backwards. 

Finally, smart artifacts deliver natural, tangible interaction using predefined actions 
(e.g., pressure) through their embedded technology. For instance, accelerometers and 
magnetometers are used by [7, 15] in order to detect the orientation of items. 

3 System Overview 

3.1 System Design 

The system the users assessed involves 3D interactive information visualization in the 
form of a timeline presented in two distinct views. The first view involved informa-
tion visualization in the form of events placed on a two dimensional plane with time 
(expressed in periods) extending on the horizontal axis [Fig. 1, left]. The second view 
presented the same information complementarily, using the metaphor of a time tunnel, 
where time extends along the tunnel length. The events included multimedia informa-
tion including text, images, videos and 3D models. Furthermore, the system provided 
the separation of events in categories as a filtration mechanism. The individual  
components of the timeline (such as its title and the available categories) held the 
same appearance in both views for consistency. 
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Clicking or dwelling upon an item is translated by the system as a selection, whereas 
dragging serves a dual purpose: in the case where the user starts dragging an item, the 
action is interpreted as scrolling it in the corresponding direction, whereas if not, the 
system translates it as an intention to navigate in the virtual world.  

Tangible Interaction. Another field of multimodal interaction is the application of 
tangible means using smart objects. In order to experiment with such items, a box was 
created, equipped with a 3-axes accelerometer which has the ability to transmit its 
orientation wirelessly. The smart box was employed as a joystick to navigate in the 
virtual world, using the rotation in two axes to navigate forward/backward and 
left/right. Additionally, the box was used for the rotation of the 3D models.  

Kinesthetic Interaction. Kinesthetic interaction may be thought as “a unifying  
concept for describing the body in motion as a foundation for designing interactive 
systems” [3]. The types of kinesthetic interaction that this paper addresses include 
user’s position, controlling a virtual cursor, hand and leg gesturing. Leg gesturing and 
moving in space cover the need for spatial navigation in the virtual 3D world, whereas 
using hands may subsumed in the conceptual process of interacting with the elements 
displayed. The users may extend their hand towards the display in order to interact 
with the system. The movement of the hand is tracked and the user controls the virtual 
cursor while the hand is raised allowing the selection of visualized elements by plac-
ing it over an item for a short duration.  

Hand gesturing was also applied as an additional technique that suits better tasks 
such as scrolling through successive elements (e.g. the elements comprising an 
event’s information). Furthermore, both hands are used in combination to simulate the 
process of pulling an item near or pushing it away in a natural and human-centric 
manner. The gestures may additionally involve continuous gestures that cause the 
system to respond while the users perform them. Such an example is the gesture for 
rotating the camera around the vertical axis of the virtual 3D world, which in the pro-
posed system turns to the side while the users have their hand raised in the analogous 
direction (left/right). Leg gestures are applied by stepping towards any direction 
(right, left, up and down). Stepping is also continuous and causes the user (i.e. the 
virtual camera in the 3D world) to move towards the specified direction. 

The interaction techniques used for the manipulation of the system should be  
robust and tolerant to possible user behavior that does not match the exact system 
specifications: the system should be able to prevent reacting in such a way that may 
be unexpected by the user, even at the cost of providing reduced yet sufficient func-
tionality. Thus, the system adopts the concept of the user being able only to make a 
left swipe gesture with the right hand and a right swipe with the left hand.  

4 Evaluation 

The goal of the evaluation process was twofold. One the one hand, it aimed at as-
sessing whether the users were more successful in using one interaction mode versus 
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the other while trying to complete common tasks. On the other hand, it aimed at 
assessing the overall user experience of using each interaction mode. For the purpose 
of the first goal, Jakob Nielsen’s User Success Rate method [10] was used. This me-
thod is good for comparison analysis and it is a simple yet effective way to estimate 
how successful the users were in using the system. For this method, the users were 
given a series of tasks to complete and each task was then marked as “Success” if the 
user was able to complete it in the first or second trial without asking for assistance, 
“Partial Success” if the user managed to complete the task after the third trial or after 
receiving minimum assistance by the facilitator, and as “Failure” if it took more than 
3 trials to complete the task or if the user needed a lot of assistance in completing it. A 
simple formula was then used to calculate the Total Success Rate of the system. In 
order to assess the overall usability and user experience, the Think-Aloud process [9] 
was used during the evaluation, in which the participants were requested to express 
verbally their thoughts, comments, suggestions, and opinions throughout the comple-
tion of each task. In addition, at the end of the evaluation each user was asked to fill 
out a Likert scale based questionnaires for each interaction mode. The qualitative 
analysis has been presented in another paper [2]. This paper focuses more on the 
comparison of the user success rates of the two interaction modes.  

Given that users were already familiar with touch screen technology and not so 
much with gestural interaction, it was expected that the touch screen interaction 
would show a higher user success rate than the gestures. Indeed, the quantitative re-
sults showed a slightly higher user success rate for the touch screen interaction than 
the gestural interaction, however, upon further examination of the qualitative data, the 
slight difference was found to have been caused by an interface design issue and not 
because of the interaction mode. These results are analyzed in more detail in the sec-
tions that follow.  

 

Fig. 3. The setups of the different evaluation segments 
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4.1 The Evaluation Process 

A total of 16 volunteers participated in the evaluation, 7 females and 9 males from 20 
to 40 years old. Twelve of the users (75%) had intermediate or high computer exper-
tise whereas the other participants had limited expertise. Even though the majority of 
the users were familiar with computers and touch screen systems, they had very little 
to no experience in interacting with a system with gesturing. Two different evaluation 
set-ups were used (see Fig. 3 above) in the experiment. The first set-up was in a  
regular office room where the user would sit in front of a touch screen system and the 
second set-up was in a room where the application was projected on the wall and  
the user would stand in front of it and interact with hand and leg gestures (using Mi-
crosoft’s Kinect). To eliminate bias towards either interaction method, the experiment 
was divided into two rounds and the users into two groups, where the first group 
started the interaction with the touch screen first in the office set-up and then with the 
kinesthetic interaction mode in the second set-up, while the second group started with 
the kinesthetic interaction first and then with the touch screen in the first set-up. The 
tasks of the second round were slightly different than the first round since the users 
already knew some of the answers from their first round of exposure to the  
application (see Tables 1 and 2).  

Table 1. User Tasks performed either with the use of the touch screen or with hand and leg 
gestures  

Task 1a Navigate in the Timeline  
Task 1b Find how many decades are depicted in the Timeline 
Task 1c Find how many events are covered in the 1960s 
Task 1d Tell us which category of content you are currently viewing and how many other 

content categories exist 
Task 2a Zoom in the 1980s and find information relating to the Macintosh system 
Task 2b Find what kind of content is available for the above event 
Task 3a Find and select the photo “Another view of Apple Macintosh” 
Task 3b Open the photo and zoom in enough to read the name of the person depicted in 

the photo 
Task 4 Find any video file, open it and play its content 
Task 5 Find a file with a 3D model and explore it  
Task 6 Use the SmartBox to interact with the same 3D model (the group that started 

with the gestures they were asked to interact with the model with hand gestures 
instead of the Smart Box in this particular task). 

Table 2. User Tasks performed with the interaction mode that was not used in the previous 
round 

Task 1 Enter in the Timeline and explore it 
Task 2 Zoom in the 1960s and find information in relation to the first mouse device. 

What kind of content is available? 
Task 3 Select one of the available photos and zoom in the face of the person depicted in it 
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Table 2. (Continued) 

Task 4 Find a video file and play its content 
Task 5 Zoom in the 1980s and find information relating to the Macintosh system 
Task 6 Find what kind of content is available for the above event 
Task 3a Find and select the photo “Another view of Apple Macintosh” 
Task 3b Open the photo and zoom in enough to read the name of the person depicted in 

the photo 
Task 4 Find any video file, open it and play its content 
Task 5 Find a file with a 3D model and explore it  
Task 6 Navigate to a different decade (either with the SmartBox or with leg gestures) 

4.2 Result Analysis 

User Success Rate. In the first round of the evaluation, the first group of users  
completed 11 tasks using the touch screen while the second group of users performed 
the same 11 tasks but with gestures. From this round of evaluation, the User Success 
Rate of the touch screen interaction was 89% and the User Success Rate of the gestur-
al interaction was 82% (see fig. 4 and 5). In the second round the users from the first 
group performed similar tasks, but with gestures this time and the users from the 
second group performed these same tasks with the touch screen. This way both 
groups performed the same tasks using both interaction modes. The User Success 
Rate for the touch screen of the second round was 93,5% and the User Success Rate 
for the gestural interaction mode was 91% (see fig 6 and 7). As the results show both 
interaction modes produced higher User Success Rates in the second round of the 
experiment, but this was expected since the users were now more familiar with the 
interface and the system itself.  

Combining the User Success Rates for each interaction mode from both rounds of  
the experiments produced a final Total User Success Rate of 91% for the touch 
screen interaction mode and a final Total User Success Rate of 86% for the gestural 
interaction mode. 
 

 

Fig. 4. Touch Screen User Success Rate per 
Task (first round) 

Fig. 5. Gestures User Success Rate per Task 
(first round) 
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Fig. 6. Touch Screen User Success Rate per
Task (second round) 

Fig. 7. Gestures User Success Rate per Task 
(second round) 
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they were effective and efficient methods for interacting with the system. The high 
user success rates were also supported by the qualitative analysis of the observations 
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Touchscreen Interaction and Tangible Smart Box. In the touch screen interaction 
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evaluations was the lack of multi-touch capabilities, which a lot of the users suggested 
adding it as a feature. Some of the users also expressed preference of controlling the 
zoom level by dragging the slider instead of just pressing the (+) and (-) buttons and 
iterating through multimedia content by dragging the slider instead of just the content 
elements. The SmartBox that was used as a complimentary method for the users to 
navigate in the Timeline and to manipulate the 3D model in Task 6 received mixed 
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from touch screen mode to the smart box was adding unnecessary burden to the user’s 
interaction experience. Furthermore, users commented on the need for a direct one-to-
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Kinesthetic Interaction (hand/legs Gestures). The users also didn’t exhibit any serious 
problems in interacting with the application with hand and leg gestures even though 
they were much less familiar with this interaction mode than with the touch screen. 
The supported gestures were easy for them to use and representative of the function 
they supported. Additionally, the segmentation of the interaction process into two 
distinct categories (leg gesturing for navigation in the 3D Tunnel representation, hand 
gestures and the virtual cursor for interaction with the visualized elements) provided a 
straightforward conceptual model of how to interact with the system for them. Tasks 
1c and 1d were the tasks that caused the most failures in the kinesthetic interaction 
mode, but that was more due to a design and display issue, than a problem of the inte-
raction mode itself. Some of the graphics of the design did not stand out as much in 
the second set-up with the projection on the wall and were thus missed by the users 
that started the evaluation in that set-up. A few of the users suggested that the move-
ment required for some of the gestures such as pulling or pushing items using both 
hands, should be shorter in order to eliminate the fatigue factor setting in after  
prolonged interaction with the system. Leg gesturing was almost unanimously  
accepted as a complimentary way of navigating through the 3D Tunnel model of the 
application and only one user could not navigate using his legs because Kinect failed 
to successfully recognize the exact placement of his legs due to the trousers the user 
was wearing. The combination of stepping in any direction in order to travel in space 
and interacting with the system elements using the hands proved a powerful method 
which well received by the users. This observation is more evident in the non-expert 
users, who supported the leg gestures even more than the expert users, as they felt 
more comfortable with handling the system naturally, but in a strictly defined manner. 
Overall, the participants found the conceptual model of moving in the space to be 
efficient, tireless and fascinating.  

5 Conclusions 

The selection of the appropriate interaction technique relies on the purpose of each 
system and the context in which it is designed to be used. Touch interaction proved to 
provide a complete and thorough set of instructions to manipulate 3D environments, 
suitable mainly for everyday use. Tangible artifacts received mixed reactions and 
their usefulness was questioned mainly due to their inability to fully handle a complex 
environment in terms of both navigation and object selection. Remote system han-
dling through non-instrumented user tracking provided rich interaction vocabulary, 
which the users are able to successfully memorize and use in combination. The fun 
factor of expressing themselves by making human-like movements overruled the 
tiredness that appeared after extensive use, making kinematic interaction suitable for 
setups which involve entertainment rather than serious work. 
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