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Abstract. The development of classifiers for object detection in images is a 
complex task that comprises the creation of representative and potentially large 
datasets from a target object by repetitive and time-consuming intellectual an-
notations, followed by a sequence of methods to train, evaluate and optimize 
the generated classifier. This is conventionally achieved by the usage and com-
bination of many different tools. Here, we present a holistic approach to this 
scenario by providing a unified tool that covers the single development stages 
in one solution to facilitate the development process. We prove this concept by 
the example of creating a face detection classifier. 
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1 Introduction 

Object recognition has numerous application areas and can be applied in a variety of 
different fields like image retrieval, driver assistance systems or surveillance technol-
ogy. In the context of Human Computer Interaction (HCI), object recognition can 
improve the interaction process leading to more proactive devices, for instance, by 
enabling technical devices to analyze and recognize properties of potential users like 
number, position, age or gender of persons. Devices could adapt their interface or 
their displayed content based on this context prior to the actual usage, thereby poten-
tially leading to a higher usability. 

To harness this increased interaction potential, developers need to either use exist-
ing technology or create their own object recognition classifiers. If existing technolo-
gy is either ruled out because of their proprietary nature or because of the limited 
range of covered object categories, the latter option needs to be explored. State of the 
art results of the PASCAL VOC 2012 Challenge [1] show that object recognition tech-
niques yield reasonable results with an average precision between 57.8% and 97.3 % 
on 20 different object classes. The chosen object classes are exemplary, so that object 
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recognition techniques can be applied to a far higher amount of object categories, 
most likely with comparable results. 

The open source image database ImageNet [2] offers more than 14 million images 
of different object categories. It is organized according to the WordNet hierarchy [3]. 
Even very specific categories may contain quite large numbers of images. For exam-
ple, ImageNet contains 2,022 images for the object category ‘King Penguin’ alone. 
The creation of classifiers for object recognition is a challenging task. One hand the 
amount of possible object categories is very large and available annotations lack de-
tail, e.g. concerning the alignment and positioning of objects. Two, the training and 
evaluation processes are very time-consuming and repetitive tasks that require domain 
specific knowledge. This is mainly caused by large datasets and the high dimensional-
ity of the classification problems. Due to the absence of tools for automated compari-
son of annotated data with actual classifier results evaluation it is also often a cumber-
some process because many evaluations are done by counting results manually. In 
order to simplify this process, we have built a tool that captures the classifier devel-
opment from intellectual annotation to training and evaluation in a single holistic 
environment. 

In section 2 we state related work that covers parts of pattern recognition design 
process. Section 3 describes the developed system. In section 4 we apply our system 
to the specific task of face detection to proof the systems applicability in to this and 
related tasks. Finally section 5 outlines future research areas. 

2 Related Work 

The design of a pattern recognition system usually involves the processes: data collec-
tion and pre-processing, data representation, training, and decision making [4]. Our 
developed tool incorporates these processes and divides them into three stages called 
annotation, training and evaluation. Throughout this paper, data collection and pre-
processing are represented in the annotation stage, which is concerned mostly by an-
notation of objects in images and by incorporating existing training and test datasets. 
Furthermore, we represent the algorithm specific parts of the design process, data 
representation and model creation inside the training stage. The decision making is 
situated in the evaluation stage and applies the trained model on test data to evaluate 
classifier performance. 

2.1 Datasets 

To create classifiers we need to represent the object that we want to classify. This is 
done by creating datasets made of positive and negative examples. The task of creat-
ing a dataset consists of gathering imagery and annotation about the desired object 
and marking the corresponding image region. The datasets created need to incorporate 
as much of the possible variation in appearance of an object or concept. Covering all 
possible variations of an object class, however, is not always possible and as such, can 
lead to extremely large datasets. The appearance of an object for example, a face, can 
vary due to intrinsic factors like age and identity and extrinsic factors like orientation 
and lighting conditions, which can obviously vary quite markedly  Covering all  
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possible variations of an object class can be a near impossible task and oftentimes 
leads to extensive datasets. Thousands or ten thousands of object instances are not 
unusual, For example Schneiderman [5] collected 2,000 frontal and 2,000 profile 
faces for developing a face detector, and used a total of 2,000 images of cars for a car 
detector. Even more images were used in the training of a rotation invariant face de-
tector, which was based on a total of 75,000 face samples [6]. For the prominent case 
of face detection and face recognition many datasets are available and well annotated. 
In combination they offer a large number of different faces like FERET [7] or Caltech 
Webfaces [8] as well as a large diversity in appearance e.g. Yale [9], PIE [10] and 
Multi PIE [11]. Prominent examples for datasets containing more than one object 
categories are PASCAL VOC [1], Caltech 101 [12] and Caltech 256 [13], Image-
Net [2] and LabelMe [14]. 

2.2 Annotation Tools 

We focus on annotating information that refers to the semantic content of the image to 
create classifiers that in the future can perform this task automatically. The under-
standing of the quality of annotation can vary from a simple text label to a compre-
hensive semantic description of image contents. This range of quality is also what 
differentiates available annotation tools. The ESP Game [15] can be understood as an 
annotation tool for simple text labels describing image content. In the game two play-
ers need to find the same keyword for a specific image in order to get a reward. If a 
keyword for one image is mentioned more than a certain threshold it is accepted as an 
annotation. The online accessible annotation tool LabelMe [14] allows the annotation 
of objects in uploaded images by marking the shape and by assigning a text label. The 
LHI annotation tool [16] allows a comparably sophisticated annotation. It includes 
among others segmentation, sketch, hierarchical scene decomposition and semantic 
annotation. The annotation tool can create object templates based on annotated data, 
which can simplify further annotations of the same object class. Unfortunately this 
tool is not publicly available. 

The automatic labeling environment ALE [17] uses segmentation techniques 
(Graph Cut [18]) to simplify the annotation of regions. It computes the labels for each 
image pixel, based on statistics and co-occurrence of sets of labels. The so far pre-
sented annotation tools facilitate a very fixed form of annotation, like text label [15] 
or shape and text label [14]. The video annotation tool ViperGT [19] allows users to 
create templates that contain all necessary properties of an object. This customization 
approach allows the adaption to a specific object annotation case. 

2.3 Training and Evaluation 

Pattern recognition systems in the field of Machine Learning consist of two primary 
stages [4]. Within the training phase, a model or classifier is trained from given data 
samples to mathematically group or divide regions in the connected feature space. 
During the classification stage, which is also referred to as testing and evaluation, an 
unseen pattern that has not been used in the training stage is mapped by the classifier 
into the divided feature space where a final output value is usually assigned, e.g. posi-
tive or negative example. Naturally, this appears as a mere complex task that often 
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requires expert knowledge from the application domain and involves critical decision 
making in the design of specific parts of the algorithms, in data representation as well 
as in the creation of the model inside the training component. 

For the evaluation of the detection performance of a classifier, we use Receiver 
Operating Characteristic (ROC) curves. The ROC curve is usually defined by the 
relationship of specificity (false positive rate minus 1) and sensitivity (true positive 
rate). The analysis of those curves yields comparable results for two or more classifi-
ers working on under different operating points (thresholds). The area under the ROC 
curve (AUC) provides a normalized overall-performance measure on the quality of 
the employed classification models. It is a measure to describe how well the classifier 
separates the two object classes. The higher the AUC value, the better the classifier. If 
the AUC value is equal to 1.0, the accuracy of the classifier applied on the test set is 
100%. [20] 

ROC analysis appeared in the context of signal detection theory in the field of  
psychophysics to describe how well a signal could be distinguished by a receiver from 
noise [21]. Since then it has grown to become the gold standard in medical data anal-
ysis [22] and weather forecasting [23] and is now used as a popular tool for analyzing 
and visualization of the performance of machine learning algorithms [24]. 

2.4 Are There Other Unified Approaches Yet? 

To the best of our knowledge, there are only a few approaches to modeling the com-
plete workflow from dataset creation in combination with annotation over the applica-
tion of training and evaluation components from the area of machine learning in the 
field of image processing. Schreiner et al. [25] create a semi-automatic annotation 
tools in the context of driver assistance systems to annotate driving maneuvers. Meudt 
et al. [26] propose a system for multi-modal annotation that can be used to annotate 
video, audio streams as well as biophysical data supported by active learning envi-
ronment to reduce annotation costs. 

The processes of training and evaluation are directly related to the field of data 
mining. For instance, the WEKA [27] open source framework includes numerous 
state-of-the-art methods to analyze and process numerical comma separated data. The 
Pattern Recognition Engineering (PaREn) system [28] provides a holistic approach to 
evaluation and optimization. A major effort is the shift of the inherent complexity of 
machine learning methods from the potential academic and scientific end-user into the 
program itself in order to address the applicability to other programmers, what is 
achieved by automated application of different algorithms to a data mining problem 
yielding to adapted parameter sets. 

During the last decade, sustainable software development has gained a lot of inter-
est. PIL-EYE [29] is a system for visual surveillance that enables the user to build 
arbitrary processing chains on platform independent image processing modules. De-
spite the seemingly rich choice of available tools, most of the mentioned tools lack at 
least a dedicated component for the annotation or creation of datasets, and as such,  
considerable time and efforts needs to be invested to adapt the settings of a given 
application for the specific annotation task at hand. Therefore, we follow a more ge-
neric approach that enables us to handle more common object patterns that can be 
easily defined by an open modeling architecture. 
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Fig. 2. Annotation of several faces with a simple model using the Scheduler (right) and the 
Visualizer (top left) 

others sharing the same model. In order to accelerate annotation the list of elements can 
be traversed automatically if an annotation is finished. Additionally the annotator can 
choose to annotate either all jobs subsequently or focus on the annotation of a single 
element in all jobs. To generate training and testing datasets, annotations can be stored in 
XML-format including or excluding images. 

3.2 Machine Learning Workflow and Visualization 

A workflow is made up by a number of separate processes that are sequentially executed 
and form a processing chain. In our workflow and visualization component we visualize 
all processes of the processing chain separately. This enables us to manipulate process 
parameters, visualize and store intermediate results and allow manual execution of 
processes. Making computations across a large number of images, as is common in the 
field of pattern recognition usually takes a lot of time. The visualization of intermediate 
results can help verify if parameter settings and also if underlying code is correct and 
thereby presumably avoid rerunning time-consuming computations. We allow the sto-
rage of the processing chain with its associated parameters and already computed inter-
mediate results. This infrastructure makes it easy to pickup past computations without 
retraining and reconfiguring. The decomposition of a training algorithm into separate 
processes can lead to a high re-usability. Common algorithms encapsulated in such 
processes can be integrated into different processing chains.  

Our tool visualizes the processing chain (see Figure 3) in form of a stack of square 
boxes that signify all involved processes. The boxes are labeled with the name of the 
process and can contain input fields for its parameters and a set of buttons to plot or pre-
view intermediate results or to start associated computations. For convenience, the 
processing chain can either be composed using the GUI or by manipulating an XML 
configuration file. Evaluation results in like ROC curves can be visualized with the plot 
function. 



202 M. Storz et al. 

 

Fig. 3. Visualization of a processing chain: The GUI enables the composition of the processing chain 
(middle), the display of intermediate results (bottom right) and plotting of ROC curves (top right) 

4 Proof of Concept at the Example of Face Detection 

As a proof of concept we trained a face detection classifier using a simplified version 
of Schneidermans well known face detection method [32]. Annotation, creation of 
datasets, training and evaluation was done using the proposed tool. 

The training process requires aligned faces. We created a simple face model con-
taining coordinates for eyes, nose and mouth. Later on the alignment can be per-
formed on these facial features. To create a training dataset we took faces from the 
FERET dataset [7] and created synthetic variations to increase the number of training 
samples. The first training dataset consisted of 50,000 positive and 50,000 negative 
examples. The CMU test dataset [33] was used for the evaluation; the images were re-
annotated for that purpose. 

The strategy of Schneidermans method [32] is to find face regions that have a high 
covariance and therefore are highly dependent on each other. To reduce dimensionali-
ty and to cover different resolutions and orientations a wavelet transform and a quan-
tization are performed. Afterwards co-occurrence statistics for all wavelet coefficient 
pairs in all training data are gathered. The statistics are used to create subsets of coef-
ficients that resemble highly dependent face regions. The values of wavelet coeffi-
cients in subsets form a feature value. Again these subsets are applied to the training 
data and all occurring feature values are gathered. To apply feature values in classifi-
cation the feature values of an image region (e.g. from test dataset) need to be com-
puted. The retrieved values can be compared with the occurrence inside the test data-
set. If a specific feature value occurred more often in face samples than in non face 
samples the region is more likely to be a face. The classification score is computed by 
evaluating several feature values equal to the number of subsets. 

For the training and evaluation process, we implemented the described method by 
constituting a processing chain of nine separate processes (see Fig. 3). For the optimi-
zation of the classifier, we used the bootstrapping strategy which adds false positives 
to the training dataset of the next iteration. Fig. 4 shows the ROC curves for all three 
training iterations. Bootstrapping led to a significant increase in performance. 
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