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Abstract. Due to image noise, illumination and occlusion, to get an accurate 
and dense disparity with stereo matching is still a challenge. In this paper, a 
new dense stereo matching algorithm is proposed. The proposed algorithm first 
use cross-based regions to compute an initial disparity map which can deal with 
regions with less or similar texture. Secondly, the improved hierarchical belief 
propagation scheme is employed to optimize the initial disparity map. Then the 
left-right consistency check and mean-shift algorithm are used to handle occlu-
sions. Finally, a local high-confidence strategy is used to refine the disparity 
map. Experiments with the Middlebury dataset validate the proposed algorithm. 

1 Introduction 

Considering the great advances in digital camera technology coupled with the conven-
ience, compactness and relatively low costs, stereo vision is widely used. Stereo vi-
sion can reconstruct the 3D geometry of a scene from two or more images of the same 
scene taken from different views, and then perform localization, mapping and mea-
surement. The core of the stereo vision is the stereo matching, which is to find a 
unique mapping between the points belonging to two images of the same scene. Gen-
erally the camera geometry is known and the images can be rectified, then the stereo 
matching reduces to a simplified problem, where points in one image can correspond 
only to points along the same scanline in the other image. However, due to illumina-
tion, image noise and occlusion, the stereo matching is still a great challenge. 

There exists lots of works on the stereo matching. Scharstein and Szeliski [1] provide 
an exhaustive comparison of stereo matching algorithms. Generally, these algorithms can 
be roughly classified into two categories: the local algorithm and the global algorithm. 
The local algorithms usually utilize local measurements such as image intensity, and 
aggregate information from multiple around pixels. The simplest method is to minimize 
the matching error within rectangular windows of fixed size [2]. The accuracy of these 
methods depends on the size and shape of the window. Some modified algorithms are 
also proposed, which utilize multiple windows [3, 4] or adaptive windows [5] to minim-
ize the error and give performance improvements. But occlusion and region with less or 
similar texture are still open problem for local algorithm. 

Global algorithms for the stereo matching problem define a global cost function by 
making some assumptions on the disparity map. The global cost function generally 
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includes terms for local property matching, smoothness terms, and in some cases, 
penalties terms for occlusions. Then the most efficient minimization scheme is chosen 
according to the form of the cost function. Finally taking the results of the local algo-
rithm as initial values, the global cost function can be solved. One typical global algo-
rithm is based on dynamic programming techniques [6]. It can obtain good results at 
occlusion regions, while easily suffers from “streaking” artifacts due to its inconsis-
tency between scanlines. The other popular global algorithms, such as the belief prop-
agation (BP) [7] and Graph Cut [8], can improve the accuracy since they perform the 
minimization in two dimensions. However since the cost function is a highly nonli-
near function, it is hard to obtain the global optimal solution. Additionally, these  
methods are computationally expensive. 

In this paper, a new stereo matching algorithm is presented. The proposed algo-
rithm first use cross-based regions to compute an initial disparity map which can deal 
with regions with less or similar texture. Secondly, the improved hierarchical belief 
propagation scheme is employed to optimize the initial result, where a stability factor 
is introduced into the hierarchical belief propagation scheme to balance the ratio of 
the data term and smoothness term in BP technique for every pixel. Then, the left-
right consistency check and mean-shift are applied to handle occlusion pixels. Finally, 
a local high-confidence strategy is used to refine the obtained disparity map. Experi-
ments with the Middlebury dataset validate the proposed algorithm. 

The paper is organized as follows. Section 2 presents the computation of the initial 
disparity map with cross-based regions to handling with the less or similar texture 
region. Section 3 introduces the global optimization for the initial disparity map with 
the improved hierarchical BP. The proposed occlusion handling and disparity refine-
ment are introduced in Section 4. Experimental results are reported in Section 5.  
Section 6 concludes this paper. 

2 Initial Disparity Map with Cross-Based Regions 

For the global stereo matching algorithm, the selection of the initial disparity map 
generally plays an important role. The accuracy of the local algorithms varies with the 
size and shape of the matching window. In region low texture region, the matching 
window should be large enough, while in region with similar texture the matching 
window should be small enough. So in this paper, we use an adaptive window deter-
mined by the cross-based scheme to compute the initial disparity map. 

It is reasonable to assume that pixels with similar colors are in the same plane and 
have the same disparity. According to the cross-based scheme [9], the matching win-
dow of a pixel P ൌ ሺx୮, y୮ሻ can be determined by two orthogonal segmentations: the 
vertical segmentation VሺPሻ and the horizontal segmentation HሺPሻ 
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The details of determine the matching window are as follows. First take P as the start 
point to compute the vertical length of the matching window. Compare the color  
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difference between the point pଵ and the point pଶ ൌ ሺx୮ െ ݅, y୮ሻ with the threshold 
(τ) for ݅ א ሾ1,   .is related to the maximum window radius ݎ  ሿ, whereݎ
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when Sሺpଵെpଶሻ ൌ 1, the length of vertical length of the matching window V୮  is 
added by 1. So the vertical length of the window can be computed by performing this 
operation in up and down direction. Secondly, determine the matching window by the 
horizontal segmentation. Take each point on the determined vertical segment as start 
to perform segmentation in left and right direction along the corresponding horizontal 
line using the strategy similar to equation (2). The obtained matching window Uሺpሻ 
can be regarded as a set of horizontal segments Hሺqሻ. 

 Uሺpሻ ൌ ڂ Hሺqሻ୯אVሺ୮ሻ  (3) 

With the truncation model 
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where T is a threshold for truncation, the cost function can be defined as  
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where ԡUୢሺݔ,   ሻԡ is the number of pixels in both matching windows andݕ

 { }( , ) ( , ) | ( , ) ( , ), ( , ) ( , )d l rU x y x y x y U x y x d y U x y= ∈ − ∈  (6) U୪ and U୰  is the matching window in left and right image respectively.  
To speed up the matching, the orthogonal integral image technique is used to con-

struct the cost function. It needs the following 4 steps to construct the cost function.  

• Step 1. Compute the horizontal integral, Sுሺݔ,  ሻ, of the line corresponding to anݕ
interest point with cost function eୢሺݔ,  . ሻݕ
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where Sுሺെ1,  .ሻ=0ݕ

• Step 2. Compute the value of the cost function corresponding each line in the 
matching window. 

 ( , ) ( , ) ( 1, )H H H
d e sE x y S x h y S x h y= + − − −  (8) 

where hୣ and hୱ denotes the end and start of each horizontal segment respectively. 
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• Step 3. Compute the vertical integral, S௏ሺݔ,  ሻݕ
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• Step 4. Obtain the cost function 

 ( , ) ( , ) ( , 1)V V
d e sE x y S x y v S x y v= + − − −  (10) 

Finally, with the winner-take-all strategy, a disparity map can be obtained. 

3 Global Optimization with the Improved Hierarchical BP 

To refine the results, we apply an improved hierarchical BP algorithm to optimize the 
initial disparity map. Generally, the cost function Eሺp, dሻ for the BP algorithm has the 
following form [7] 

 Eሺp, dሻ ൌ Eௗሺp, dሻ ൅ E௦ሺp, dሻ (11) 

where Eௗሺp, dሻ is the data term  and E௦ሺp, dሻ is the smoothness term. Noting that in 
some regions, the smoothness does not need. So an efficient weighting the rate of the 
smoothness is introduced, and the cost function of the BP is modified  

 Eሺp, dሻ ൌ C௙ሺpሻ · Eௗሺp, dሻ ൅ ଵC೑ሺ୮ሻା଴.ହ · E௦ሺp, dሻ (12) 

where C௙ሺpሻ is the stability factor is defined by the best disparity C௕ሺx, yሻ and the 
second best disparity C௦ሺx, yሻ 

 C௙ሺpሻ ൌ |C್ሺ୶,୷ሻିCೞሺ୶,୷ሻ|C್ሺ୶,୷ሻ  (13) 

In this paper, the data term takes the cost function defined in section 2. The smooth-
ness term has the following form 

 E௦௜ ሺp, dሻ ൌ ∑ M௤՜௣௜ ሺdሻ୯אNሺ୮ሻ  (14) 

where ݅ is the iteration number, M௤՜௣௜ ሺdሻ denotes the message between the pixel p  
and its neighbor q א Nሺpሻ, and the jump cost, E௝൫d௣, d൯, expresses the discontinuity 
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where θ௕௣ is the truncation value to limit the increase of the cost.  
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4 Disparity Map Refinement 

In real applications, occlusion inevitably occurs. The occlusion results in mismatches 
in the obtained disparity map [1]. To handle this problem, the left-right consistency 
check is performed to detect the occluded points. 

 D௟ሺx, yሻ ൌ D௥ሺx െ D௟ሺx, yሻ, yሻ (17) 

where D௟ ,  D௥  is the left and right disparity respectively. Denote the pixel which 
does no satisfy equation (17) as the occluded points. Once the occluded points are 
detected, use the mean-shift algorithm [10] to segment the left image into different 
regions. Then according to segment, assign each occluded points the disparity which 
corresponds to its segment region.  

To further improve the performance, the local high-confidence voting technique 
[11] can be used to refine the obtained disparity map. At first, smooth the image with 
the 3ൈ3 median filter. Then for the left image, compute cross-based region image and 
calculate the histogram of disparity values in each region. Take the largest value of 
the histogram as the disparity of this region. Finally, filter the final disparity map with 
a median filter to remove the noise.  

5 Experiments 

The proposed algorithm is validated with the Middlebury dataset [1]. Parameters in 
the proposed algorithm are set as follows: the maximum window radius ݎ ൌ 17, the 
threshold ߬ ൌ 20 , the truncation value ܶ ൌ maxି݀ ൅5 , θ௕௣ ൌ 2 maxି݀/16 , and ρ ൌ 1.0, where max _݀ is the largest disparity of the stereo images pair. 

To make comparisons, the VariableCross [9] and the RealTimeBP [7] algorithms 
are also performed.  Results are reported in Table 1. The measurement is computed 
for three subsets of an image. They are “nonocc”: the subset of non-occluded pixels, 
“all”: pixels that are either non-occluded or half-occluded, and “disc”: pixels near the 
occluded areas [1]. It is obviously that the proposed algorithm outperforms the Va-
riableCross and the RealTimeBP. Figure 1 shows results with the proposed algorithm. 
The proposed algorithm is also applied to an outdoor scene. Figure 2 shows experi-
mental results of one pair of images. We can see for the unstructured outdoor, the 
proposed algorithm can also obtain good results. 

Table 1. Experimental results  

Algorithm 
Tsukuba Venus cones 

nocc  all   disc nocc  all   disc nocc  all   disc 

The proposed method 
VariableCross 
RealTimeBP 

1.24  1.60  6.58 
1.99  2.65  6.77 
1.49  3.40  7.87 

0.35  0.53  3.09 
0.62  0.96  3.20 
0.77  1.90  9.00 

4.64  11.6  10.9 
6.28  12.7  12.9 
4.61  11.6  12.4 
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