
FaceHugger: The ALIEN Tracker Applied to Faces

Federico Pernici

MICC - University Of Florence, Italy

Abstract. This paper proposes an online tracking method which has been in-
spired by studying the effects of Scale Invariant Feature Transform (SIFT) when
applied to objects assumed to be flat even though they are not. The consequent
deviation from flatness induces nuisance factors that act on the feature represen-
tation in a manner for which no general local invariants can be computed, such
as in the case of occlusion, sensor quantization and casting shadows. However, if
features are over-represented, they can provide the necessary information to build
online, a robust object/context discriminative classifier. This is achieved based on
weakly aligned multiple instance local features in a sense that will be made clear
in the rest of this paper. According to this observation, we present a non paramet-
ric online tracking by detection approach that yields state of the art performance.

Specific tests on video sequences of faces show excellent long-term tracking
performance in unconstrained videos.

1 Introduction

Tracking is a fundamental problem in computer vision. Several aspects of this difficult
task have been considered in literature. Generally speaking, difficulties arise depending
on the type of information that have to be tracked: 3D pose, imaged 2D location, imaged
2D shape, 3D shape, imaged 2D articulated body shape, 3D articulated body shape, etc.
(see [1] for a review and a classification). Besides dealing with the inherent difficulties
related to the specific information of interest, effective methods must also provide ro-
bust object representation coping with nuisance factors that affect the image formation
process. Illumination, viewpoint, shadows, occlusion and clutter have indeed little to
do1 with the tracking of the physical quantities we are interested in. Further complexity
is generated by objects or cameras themselves. For example objects may have non-rigid
shape such as in the case of faces or may be made of translucent or reflective materi-
als and camera sensors may suffer from the effects of noise, sensor quantization and
motion blur.

In addition to these intrinsic problems, practical requirements such as: 1) long-term
tracking; 2) object reacquisition after total occlusion and 3) the amount of partial oc-
clusion at which to successfully track an object, may hinder the accomplishment of the
tracking task. In some applications, the object to be tracked is known in advance and it
is possible to incorporate specific prior knowledge when designing the tracker to alle-
viate some of these issues [2]. However, the general case of tracking arbitrary objects
by simply specifying a single (one-shot) training example at runtime, is a challenging

1 Indeed their relationships are too complex to be estimated.
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open problem which deserves particular attention. In this scenario, the tracker must be
able to model the appearance of the object on-the-fly by generating and labeling im-
age features and learning the model of the object appearance. This basic formulation
naturally leads to the semi-supervised learning procedure.

2 Related Work

Despite all the difficulties we introduced so far, a number of methods has been devel-
oped in which tracking is considered as simple as 2D image bounding box localization
and what is really tracked is indeed the non-stationary image appearance of the object,
irrespective of its imaged 3D physical quantities: [3–8].

In a recent quantitative comparison [10], among others, three methods emerged dis-
tinguishing for their positive performance and for their algorithmic design and image
representation peculiarity: [5, 7, 8]. Their main differences rely on how they consider
the template update problem which primarily impacts on the drift of the tracker [11].
Babenko et al. [8] address the problem by building an evolving boosting classifier that
tracks bags of image patches. Kalal et al.[7] combine a optic flow tracker with an online
random forest as introduced in [6]. In Mei and Ling [5] the tracking problem is formu-
lated as finding a sparse representation of the object candidate combining trivial tem-
plates which are primarily responsible for the presence and the absence of certain object
image patches. We argue that positive performance is intrinsically in the multiview ap-
pearance representation which allows overcoming the feature invariance and/or feature
selection based on machine learning methods. MILTrack [8], for example, adopting bag
of image patches can cope for misalignment and occlusion by adding novel examples as
new instances for object representation. Based on this general observation, we propose
a technique principally motivated by local feature invariance and by the underlying im-
age formation process. It comprises multiple instances of local features combined with
a global shape prior, expressed in terms of a 2D similarity transformation and it approx-
imates object surfaces as nearly planar for which SIFT matching (or other local scale
invariant features) has proven to be effective in the solution of the problem [12]. Con-
scious of the limits of local features invariance, 3D shape deviations from planarity and
their interactions with shadow and occlusion are (over)-represented through multiple
instances of the same features after a weak alignment along the object template (see
Fig.1(a) and 1(b)). For this motivation we call our method ALIEN, Appearance Learn-
ing In Evidential Nuisance, since it is based on the physical observation that if the object
is reasonably convex, known critical nuisance factors which cannot be neutralized, can
be managed based on multiple instances of features selected and updated according to
a weak global shape model. This novel representation is exploited in a discriminative
background/foreground online tracking (by detection) method which performs feature
selection and feature update. The resulting technique allows tracking to continue under
severe visibility artifacts. In our demo we build on the ALIEN method to develop a face
tracking application in which face re-detection is exploited to distinguish face identities
when objects move in and out of the field of view. We call our application FaceHugger,
since it “sticks” firmly to the face even in unrestricted viewing conditions.
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3 The ALIEN Tracker

Given a bounding box defining an object of interest, our goal is to automatically and
unambiguously determine which image features are the most useful in discriminating
between the object and the rest of the imaged scene. The main components of our
method are two nearest neighbor classifiers (NN); one for the object under tracking and
the other for its context. The two classifiers are non-parametric defined in terms of the
set of visual features they represent. The object classifier Tt represents object shape
and appearance at time t by a number of features NT as: Tt = {(pi,di)}NT

i=1, where
p ∈ R

2 is a point location in the object reference template with its associated image
patch descriptor d ∈ R

n as illustrated in Fig. 1(b). The second classifier Ct defines
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Fig. 1. The weakly aligned multi-instance local features concept in the case of tracking a face.
(a): Four frames from the trellis-sequence [3] with highlighted appearance variations in a par-
ticular object region susceptible to self-occlusions and shadows. (b): Region representation after
weak alignment. Feature locations describing 2D shape in the xy-coordinate system of the object
template are shown with their associated appearance descriptors (128D).

the contextual appearance surrounding, in space and time, the object and is composed
of only the appearance component (i.e. standard bag of features representation): Ct =
{di}NC

i=1, where NC is the number of features and d ∈ R
n is the associated visual

descriptor. We use SIFT [12] as the features for both the classifiers, however any scale
invariant representation can be plugged in. The final object detector, that will be detailed
elsewhere, is composed by the tight interplay between the sets Tt, Ct and the object
state xt. The detector returns p(y = 1|St) where St = {(pi,di)}NS

i=1 is the set of
features extracted from an image search area St and y is a binary variable indicating the
presence or the absence of the object of interest in that image region. Detector response
is evaluated with a greedy strategy, to also obtain the tracker state. The tracker state xt at
time t includes the parameters to specify imaged object center location (xt, yt), scale st
and the rotation angle θt with respect to the initial bounding box provided at time t = 0.
Once the tracker state is estimated, we proceed to update the object/context appearance
model. To this aim local features inside the Oriented Bounding Box OBB(x̂t) region,
defined by the tracker state, are labeled as belonging to the object. While for context,
we use the features belonging to the annular region surrounding the object accumulated
over a time window of length l. Suppose that the classifier is evaluating its response in
the estimated search area St at time t, our goal is to perform object detection and object
appearance update using the representation we introduced. To this end, the following
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three points are explicitly addressed by the method and detailed elsewhere for lack of
space: (1) Feature distinctiveness. Descriptors alone are ambiguous because they can
be interpreted as a valid description for both the object and its surround context. An
analogous effect is produced by the inherent shape limit of the bounding box. (2) Not
up to date appearance. Appearance must be updated according to the novel information
provided by the detected object in the current image. (3) Occlusion. Occlusion must be
detected in order to avoid updating the wrong appearance contaminating the object
template.

4 Experimental Results: ALIEN vs. Predator

ALIEN was compared with results reported in the recent developed PREDATOR2,
which reports on performance of 5 trackers: Online Boosting (OB) [13], Semisuper-
vised Boosting (SB) [14], Beyond Semisupervised (BS) [15], MIL [8] and CoGD [4]
on 9 sequences. The sequences include full occlusion and two of them contain about
10000 frames. Performance are dominated by ALIEN and PREDATOR [7] which are
designed for object reacquisition. As in [7], the performance was assessed using the Pas-
cal Score and Table 1 shows the Precision, Recall, F-measure results. ALIEN achieved
the best score in the sequences and matched the performance of the current state of the
art method [7].

Table 1. ALIEN in comparison to results reported in [7] (Precision/Recall/F-measure). Bold num-
bers indicate the best score, italic numbers indicate the second best.

Sequence Frames OB [13] SB [14] BS [15] MIL [8] CoGD[4] TLD [7] ALIEN

David 761 0.01 / 0.01 / 0.01 0.27 / 0.27 / 0.27 0.16 / 0.12 / 0.13 0.06 / 0.06 / 0.06 0.99 / 0.99 / 0.99 1.00 / 1.00 / 1.00 0.99 / 0.98 / 0.99
Jumping 313 0.41 / 0.04 / 0.08 0.14 / 0.08 / 0.10 0.06 / 0.05 / 0.05 0.37 / 0.37 / 0.37 1.00 / 0.99 / 1.00 0.99 / 0.99 / 0.99 0.99 / 0.87 / 0.92
Pedestrian 1 140 0.36 / 0.09 / 0.14 0.20 / 0.14 / 0.16 0.10 / 0.04 / 0.05 0.42 / 0.42 / 0.42 0.99 / 0.99 / 0.99 1.00 / 1.00 / 1.00 1.00 / 1.00 / 1.00
Pedestrian 2 338 0.74 / 0.12 / 0.21 0.55 / 0.46 / 0.50 1.00 / 0.02 / 0.04 0.10 / 0.12 / 0.11 0.71 / 0.90 / 0.79 0.89 / 0.92 / 0.91 0.93 / 0.92 / 0.93
Pedestrian 3 184 1.00 / 0.33 / 0.49 0.41 / 0.33 / 0.36 0.81 / 0.40 / 0.54 0.49 / 0.58 / 0.53 0.84 / 0.99 / 0.91 0.99 / 1.00 / 0.99 1.00 / 0.90 / 0.95
Car 945 0.89 / 0.57 / 0.69 1.00 / 0.67 / 0.80 0.99 / 0.56 / 0.72 0.11 / 0.12 / 0.11 0.91 / 0.92 / 0.91 0.92 / 0.97 / 0.94 0.95 / 1.00 / 0.98
Motocross 2665 0.13 / 0.00 / 0.00 0.01 / 0.00 / 0.00 0.14 / 0.00 / 0.00 0.02 / 0.01 / 0.01 0.80 / 0.26 / 0.39 0.67 / 0.58 / 0.62 0.49 / 0.58 / 0.54
Volkswagen 8576 0.04 / 0.00 / 0.00 0.00 / 0.00 / 0.00 0.00 / 0.00 / 0.00 0.26 / 0.03 / 0.05 0.41 / 0.03 / 0.06 0.54 / 0.64 / 0.59 0.99 / 0.70 / 0.82
Carchase 9928 0.73 / 0.03 / 0.05 0.79 / 0.04 / 0.08 0.38 / 0.09 / 0.14 0.49 / 0.03 / 0.05 0.87 / 0.04 / 0.08 0.50 / 0.40 / 0.45 0.73 / 0.68 / 0.70

mean - 0.40 / 0.10 / 0.15 0.30 / 0.18 / 0.20 0.33 / 0.11 / 0.15 0.21 / 0.15 / 0.15 0.68 / 0.55 / 0.55 0.68 / 0.68 / 0.68 0.73 / 0.69 / 0.71

5 Conclusion

In this paper, we have presented the main features of a method to track an unknown
object in long video sequences under complex interactions between illumination, oc-
clusion and object/camera motion. A real-time implementation of the framework has
been evaluated under a publicly available dataset with an extensive set of experiments.
Superiority of our approach with respect to state of the art methods was reported.

2 Tracking-Learning-Detection (TLD) tracker [7] has been advertised under the name Predator.
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