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Abstract. The problem of reconstructing the feature values in samples
of objects given in terms of numerical features is considered. The three
approaches, not involving the use of probability models and a priori infor-
mation, are considered. The first approach is based on the organization
of the iterative procedure for successive elaboration of missing values of
attributes. In this case, the analysis of local information for each object
with missing data is fulfilled. The second approach is based on solving
an optimization problem. We calculate such previously unknown feature
values for which there is maximum correspondence of metric relations
between objects in subspaces of known partial values and found full de-
scriptions. The third approach is based on solving a series of recognition
tasks for each missing value. Comparisons of these approaches on simu-
lated and real problems are presented.

Keywords: missing data, imputation, feature, pattern recognition, fea-
ture values restoration.

1 Introduction

Many problems in data mining can be written in the standard form. Let be given
a sample {zi, x̄i}, i = 1, 2, ..., m, x̄i = (xi1, xi2, ..., xin) is the feature description
of some object, zi, xij ∈ R. We assume scalar zi is defined by vector x̄i. It is
necessary to calculate z = f(x̄) by some vector x̄. Here z, xj ∈ R.

Here we can distinguish three specific tasks:

1. z ∈ {1, 2, ..., l},zi, i = 1, 2, ..., m, are known (supervised classification or
recognition task);

2. z ∈ {1, 2, ..., l}, but the values zi, i = 1, 2, ..., m, (and may be l) are unknown
(unsupervised classification or clustering task);

3. z ∈ (a, b), zi, i = 1, 2, ..., m are known (task of regression reconstruction).

In this paper we consider the case of missing data for some features (unknown
feature values are denoted by Δ).

There are various approaches: taking into account the type of tasks (clus-
tering, classification or regression), cases of training or classification , taking
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into account additional a priori knowledge and hypotheses, the direct solution
of problems with missing data or their decision after a preliminary gaps recon-
struction . We consider the case when the problems are solved in the following
two steps. First signs of recovering missing values in object descriptions. In the
second phase is addressing these problems for a complete description, which
already uses the standard well-known algorithms.

There are different approaches to solve the problem of reconstruction of miss-
ing feature values that are commonly referred to as marginalisation, imputation,
and projection. In the case of marginalization or skipping incomplete objects, the
incomplete objects in the dataset are discarded simply in order to create a new
complete dataset [1]. In this case, you may lose a large amount of information.
In the case of Imputation approaches, a value from the entire dataset to fill the
missing attribute is estimated. The well-known imputation techniques are the
mean of known values of the same feature in other instances, median, random
[1, 2], the nearest neighbour method [3]. In [4], a partial imputation technique
has been proposed. It consists of the imputation of missing data using complete
objects in a small neighborhood of the incomplete ones. In [5], a new approach
is proposed , using the entropy to estimate the missing values.

The Projection methods (or imputation by regression) realize the next idea.
The feature space is reduced to one dimension less for each missing attribute.
So, it is necessary to compute a special classifier or regression function in the
reduced space. Usually, complete objects of the training set are used to build
the optimal classifier\regression. In [6], the imputation technique using support
vector regressions (SVR) is studied and compared with some well-known ones.
The results showed the high precision obtained by SVR technique with regards
to the mean, median, of the nearest neighbor techniques.

It is well known and reliable algorithm for filling gaps by maximum likelihood
(EM algorithm) [1, 2]. A disadvantage is the low rate of convergence, if missed
a lot of data. Probably, there are a lot of local optimal solutions. It is assumed
a reasonable probabilistic model of classification or regression.

In this article we propose three algorithms for the restoration feature values
according to the training samples, based on attempts to implement the following
principles:

– use all the objects of training sample, regardless of the number of existing
gaps;

– do not use any probabilistic assumptions about the data set;
– background information is only sample data;
– features in general are not independent.

Initial information is training sample of objects X = {x̄1, x̄2, ..., x̄m}. We assume
that xij ∈ {Mj, Δ}, Mj ⊆ R. Unknown feature values xij are denoted as Δ. Let
the set of pairs of indexes J specifies all unknown values of attributes of the
objects of training sample J = {〈i, j〉 : xij = Δ}. Region Mj , j = 1, 2, ..., n, of
permissible values of each feature is a finite set, which is determined by a given
sample.



374 V. Ryazanov

The task of reconstruction of unknown feature values is to find a sample
X∗ = {x̄∗

1, x̄
∗
2, ..., x̄

∗
m} of complete descriptions x̄∗

i = (x∗
i1, x

∗
i2, ..., x

∗
in), x∗

ij ={
xij , xij �= Δ,

∈ Mj , xij = Δ,
, “the most corresponding” sample given a partial descriptions

X . This ”best match” can be defined explicitly or not explicitly. We consider
the following three approaches and specific algorithms.

2 Local Method for Reconstructing Feature Values

First, all the unknown feature values are filled with random numbers from the
range of admissible values of variable xij ∈ Mj , j = 1, 2, ..., n. Next, the unknown
values sequentially modified by a combination of method k-nearest neighbor and
shift procedure. Let be given the metric in the space of the feature descriptions.

Step 0. Initializing random x
(0)
ij ∈ Mj, ∀ 〈i, j〉 ∈ J . Obtain the full descriptions.

If 〈i, j〉 ∈ J , let x
(0)∗
ij is an average value of feature j over the k nearest neighbors

of x̄i. Then define x1
ij = x

(0)
ij +θ(x(0)∗

ij −x
(0)
ij ), ∀ 〈i, j〉 ∈ J , x

(1)
ij = x

(0)
ij , ∀ 〈i, j〉 /∈ J .

Here 0 < θ ≤ 1.
Step t=1,2,. . . . We have x̄

(t−1)
i = (x(t−1)

i1 , ..., x
(t−1)
in ). For each pair 〈i, j〉 ∈ J ,

the x
(t−1)∗
ij is calculated as the average value of feature j over the k- nearest

neighbors of the object x
(t−1)
i . Then define x

(t)
ij = x

(t−1)
ij + θ(x(t−1)∗

ij − x
(t−1)
ij ),

∀ 〈i, j〉 ∈ J , x
(t)
ij = x

(t−1)
ij , ∀ 〈i, j〉 /∈ J . Step is repeated, if not satisfied the

stopping criterion. Otherwise, the restoration of gaps is finished.
Stopping criterion: the maximum number of iterations N ,∑
〈i,j〉∈J

∣∣∣x(t)
ij − x

(t−1)
ij

∣∣∣2 ≤ ε, etc. Finally, we put x
(final)
ij , ∀ 〈i, j〉 ∈ J the

nearest value from Mj .

3 Optimization Method for Reconstructing Feature
Values

The essence of this approach is that missing values should take such values for
which the metric relationships between objects in space of ”full descriptions”
as would correspond to metric relations in the subspaces of known ”partial
descriptions”.

Let x̄i,x̄j is a pair of training objects. We introduce the notation: Ω0
i =

{t : xit �= Δ}, Ω1
i = {t : xit = Δ}. Let Ω00

ij = Ω0
i

⋂
Ω0

j , Ω01
ij =

Ω0
i

⋂
Ω1

j , Ω10
ij = Ω1

i

⋂
Ω0

j , Ω11
ij = Ω1

i

⋂
Ω1

j . We will use the Euclidean metric

ρ2(x̄i, x̄j) =
(∑

t∈Ω00
ij

(xit − xjt)2 +
∑

t∈Ω01
ij

(xit − yjt)2 +
∑

t∈Ω10
ij

(yit − xjt)2+∑
t∈Ω11

ij
(yit − yjt)2

)
. Here and below, for convenience, the unknown values of

features xit are replaced by the parameters yit: {〈i, j〉 ∈ J} for all pairs of in-
dexes.

We will consider the next distances in the feature subspaces.
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ρ+(x̄i, x̄j) =
(∑

t∈Ω00
ij

(xit − xjt)2
) 1

2
is a distance in the subspace in which the

values of the features of both objects are known.

ρ++(x̄i, x̄j) =
(∑

t∈Ω00
ij

(xit − xjt)
2 +

∑
t∈Ω01

ij
(xit − yjt)

2 +
∑

t∈Ω10
ij

(yit − xjt)
2
) 1

2 is
a distance in the subspace, in which the feature values are known at least for
one object.

We consider the following two criteria of filling gaps quality as a function of
the unknown values of features:

Φ(〈yij〉) =
m∑

i, j = 1
i > j

(ρ(x̄i, x̄j) − N+
ij ρ+(x̄i, x̄j))2,

F (〈yij〉) =
m∑

i, j = 1
i > j

(ρ(x̄i, x̄j) − N++
ij ρ++(x̄i, x̄j))2.

Here N+
ij , N++

ij are chosen according to one of the following ways:

1.a N+
ij = 1, 1.b. N+

ij = n

|Ω00
ij | (if

∣∣Ω00
ij

∣∣ = 0 put ρ(x̄i, x̄j) − N+
ij ρ+(x̄i, x̄j) = 0).

2.a. N++
ij = 1, 2.b. N++

ij = n

|Ω00
ij +Ω01

ij +Ω10
ij |

(if
∣∣Ω00

ij + Ω01
ij + Ω10

ij

∣∣ = 0 put ρ(x̄i, x̄j) − N++
ij ρ++(x̄i, x̄j) = 0).

Gradient of the first criterion is as follows

∂Φ(〈yij〉)
∂yαβ

= 2
∑

i �= α,
ρ+(x̄i, x̄α) > 0

(ρ(x̄i, x̄α) − N+
iαρ+(x̄i, x̄α))

ρ(x̄i, x̄α)
(yαβ − xiβ),

Gradient for F (〈yij〉) is the analogy one.
Then we apply the method of steepest descent with constraints
yij ∈ [ min

t=1,2,...,m
xtj , max

t=1,2,...,m
xtj ].

In the local and optimization approaches, we do not distinguish between
numeric and discrete features. After restoring the values of features, we put
x∗

ij = asj : asj ∈ Mj,
∣∣∣asj − x

(final)
ij

∣∣∣ = min
t = 1, 2, ..., m
< t, j >/∈ J

∣∣∣atj − x
(final)
ij

∣∣∣. In the case

of two possible solutions, we take one from them which has a higher frequency
on the training data.

4 Restoration of Feature Values as the Solution of
Recognition Problem

Meaningful task is to assign these numerical values for objects with a gaps, which
are the most ”agreed” with known features of the object. The reconstruction
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problem is solved sequentially for each pair 〈i, j〉 ∈ J as a special recognition task.
Let for a object x̄i from the sample X value xij is unknown. For simplicity, we fur-
ther denote ȳ = x̄i, ȳ = (y1, y2, ..., yn), Ωi = {j1, j2, ...jτ}, Θi = {k1, k2, ..., kσ} =
{1, 2, ..., n}\Ωi, xij = Δ , ∀j ∈ Ωi. Denote Mj = {a1, a2, ..., aN} as the set of all
possible values of j−th feature. It is calculated by known data. Let a = a1 <
a2 < ... < aN = b.

The general algorithm consists in solving of [log2 N ] + 1 dichotomous recog-
nition tasks. It was used the estimation calculation algorithm, based on voting
over support sets of a given power [7]. This algorithm reflects the correlation
properties between features and doesn’t use any training.

1. There is a set of numbers a = a1 < a2 < ... < aN = b. We consider two
classes: K1 = {x̄|a ≤ xj ≤ a[N

2 ]}, K̃1 = K1

⋂
X , K2 = {x̄|a[N

2 ] < xj ≤ b},
K̃2 = K2

⋂
X .

2. Estimate Γt(ȳ) =
∑

x̄λ∈K̃t
Ck

d(x̄λ,ȳ) for class Kt, t = 1, 2 (degree of mem-
bership of an object ȳ to class Kt, t = 1, 2) is computed. Here d(x̄λ, ȳ) =
|{β : |yβ − xλβ | ≤ εβ}, β ∈ Θi

⋂
Θλ|, 1 ≤ k ≤ n is an integer (control in-

put parameter), εβ = 2
|hβ |(|hβ |−1)

∑
x̄u,x̄v∈K̃1

⋃
K̃2,u>v,xuβ ,xvβ �=Δ |xuβ − xvβ |,

hβ =
∣∣∣{x̄a ∈ K̃1

⋃
K̃2 : xaβ �= Δ}

∣∣∣.
3. If Γ1(ȳ) ≥ Γ2(ȳ) put ȳ ∈ K1, otherwise ȳ ∈ K2.
4. If, the class to which ȳ is assigned contains only one element x̄a, then we put

yj = xaj . The task of restoring the value xij is considered to be resolved.
Otherwise, the transition at point 1 and process is repeated with respect to
the set a1 < a2 < ... < a[N

2 ] (if ȳ assigned in class K1) or relative to the set
a[N

2 ]+1 < a[N
2 ]+2 < ... < aN (if ȳ assigned in class K2). It is clear that no

more than [log2 N ] + 1 steps, we obtain the first situation 4.

To calculate estimates for the classes one can use other ways of calculating
estimates [7].

5 The Results of Numerical Experiments

This section presents the initial results of the application and comparison of
some different feature values restoration techniques. Two models of the creation
of data gaps have been considered.

In the first model in each training object α% of feature values were considered
missing. This selection was performed randomly in a uniform distribution law. In
the second model, α% of elements of training set were considered as missing. The
choice of these pairs ”object-feature” also was performed randomly according
uniform distribution law. Experiments were carried out as follows. According to
the original training set, the training samples with gaps were formed by the first
or second model. The samples of incomplete feature descriptions were restored
by the algorithm mean substitution, and the algorithms proposed in this paper.
After that, for all tables were solved the supervised classification (recognition)
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problems using different algorithms. We used the implementation of algorithms
in a software system ” Recognition” [8]. Experiments were conducted with model
data and with one practical problem.

As a model task, a mixture of two normal distributions has been consid-
ered. Training and the control data consisted of 200 vectors, 100 ones from each
class. The vectors consisted of values of 10 independent features. Features of
the first (second) class are normally distributed according normal distributions
with parameters a = 0, σ2 = 9 (respectively a = 5, σ2 = 9), where the a is an
expectation, σ2 is a variance. Transformations of training and control data in
the samples with gaps were run with α= 35. Restoration of training and con-
trol samples were carried out independently. Fig. 1 shows the visualization of
control sample. Black and gray dots correspond to the first and second classes,
respectively. They are displaying objects from a R10on a plane with maximum
preservation of metric relations between objects in R10 [9].

Fig. 1. Visualization of the control sample in a simple model task

Tables 1 and 2 present the recognition results to a control sample and its
modifications by various algorithms.

Recognition accuracy was estimated as the percentage of correctly recognized
objects of control sample. When training of the various algorithms used standard
values of their control parameters. The task of choosing the optimal parameters
of the algorithms for training was not considered. So, the results of different
algorithms for solving same tasks are very different. The rows of tables presents
the results of recognition of different algorithms: LM – “linear machine” [9],
k –neighbors – “k-nearest neighbors” [9], AEC – “estimation calculation algo-
rithms” [7], LDF – “Fisher linear discriminator”[9], LR - ”voting algorithm over
sets of logical regularities of classes [10].

Each column of the table presents the results of recognition of different mod-
ifications of the original checklist: the source table, the method of mean substi-
tution, applications of methods 1, 2, 3, that denote the local, optimization and
based on pattern recognition tasks solving methods. In the local method we used
the values of parameters θ = 0.8, N = 50, k = 5, in an optimization algorithm
has been used functional Φ(〈yij〉) for N+

ij = 1.
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Table 1. Recognition of simulated data for the first model of gaps creation

recogn.
method \
table

source ta-
ble

mean substi-
tution

method 1 method 2 method 3

LM 84.5 85.0 84.5 86.0 84.5

k –
neighbors

87.0 82.0 82.5 83.0 81.5

AEC 86.0 73.0 79.5 75.5 80.0

LDF 86.0 81.0 82.5 81.5 77.5

LR 85.0 72.5 81.0 78.5 78.0

Table 2. Recognition of simulated data for the second model of gaps creation

recogn.
method \
table

source ta-
ble

mean substi-
tution

method 1 method 2 method 3

LM 84.5 85.5 81.5 86.0 84.5

k –
neighbors

87.0 82.5 85.5 81.5 85.0

AEC 86.0 75.0 78.0 78.5 83.0

LDF 86.0 79.0 81.5 79.5 82.0

LR 85.0 69.9 77.5 79.5 81.5

6 Conclusion

There was considered a model task that has been created on the basis of three
normal distributions having linearly inseparable centers of the classes. Besides,
here were used some other recognition algorithms (neural network with back
propagation training [11], binary decision trees [9], SVM [12], multiplicative
neural network [13]). As a test task,we examined a sample of patients with com-
plaints of chest pain from Heart Disease Databases (Hungarian Institute of Car-
diology. Budapest: Andras Janosi, M.D., University Hospital, Zurich,
Switzerland: William Steinbrunn, M.D., University Hospital, Basel, Switzerland:
Matthias Pfisterer, M.D., V.A. Medical Center, Long Beach and Cleveland Clinic
Foundation: Robert Detrano, M.D., Ph.D.). The results were similar to those of
considered earlier.

For a more accurate evaluation of the proposed approaches and their compar-
ison necessary to carry out a large series of experiments both on real and sim-
ulated data, and various models of missing data modelling. Nevertheless, these
preliminary calculations confirm some a priori expectations. Local averaging of
characteristics (method 1) is better than the average for the full sample. Method
2 showed good results, but apparently it will be inefficient for problems with a
large number of gaps. In method 3 is used an algorithm AEC. The calculation
of the degree of affiliation Γt(ȳ) for object ȳ to a certain class Kt is based on a
comparison ȳ with each x̄λ ∈ K̃t. Comparison takes place on different subsets of
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features in the maximum feature subspace where ȳ and x̄λ have no gaps. This
expresses the fact of existance of dependencies between features (see [7]).

The total ratio of the first places of compared methods is 4:7:16:9. Methods
1-3 show generally higher results. In any case, the creation of new algorithms
for reconstruction of unknown feature values is important. Having a set of dif-
ferent recovery algorithms, we improve the chances of a more exact solution of
classification problems.
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