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Abstract. Various computer vision applications involve recovery and
estimation of multiple motions from images of dynamic scenes. The ex-
act nature of objects’ motions and the camera parameters are often not
known a priori and therefore, the most general motion model (the fun-
damental matrix) is applied. Although the estimation of a fundamental
matrix and its use for motion segmentation are well understood, the
conditions governing the feasibility of segmentation for different types
of motions are yet to be discovered. In this paper, we study the feasi-
bility of separating 2D translations of 3D objects in a dynamic scene.
We show that successful segmentation of 2D translations depends on the
magnitude of the translations, average distance between the camera and
objects, focal length of the camera and level of noise. Extensive set of
controlled experiments using both synthetic and real images were con-
ducted to show the validity of the proposed constraints. In addition, we
quantified the conditions for successful segmentation of 2D translations
in terms of the magnitude of those translations, the average distance
between the camera and objects in motions for a given camera. These
results are of particular importance for practitioners designing solutions
for computer vision problems.

Keywords: Motion segmentation, multibody structure-and-motion,
fundamental matrix, robust estimation.

1 Introduction

Recovering structure-and-motion (SaM) from images of dynamic scenes is an in-
dispensable part of many computer vision applications ranging from local nav-
igation of a mobile robot to image rendering in multimedia applications. The
main problem in SaM recovery is that the exact nature of objects’ motions and
the camera parameters are often not known a priori. Thus, a pure translation of
3D points needs to be modelled in the form of a fundamental matrix [12] (in the
case where all moving points are in the same plane, the motion can be modelled
as a homography). Motion estimation and segmentation based on the fundamen-
tal matrix are well understood and solved in the established work presented and
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summarised in (Chpt.9-12,[6]). Soon after that work, researchers resumed to the
more challenging multibody structure-and-motion (termed MSaM by Schindler
and Suter in [10]) where multiple objects in motions need to be concurrently
estimated and segmented. However, the conditions governing the feasibility of
segmentation involving MSaM for different types of motions are yet to be estab-
lished. These conditions are important as they provide information on the limits
of current MSaM methods and would provide useful guidelines for practitioners
designing solutions for computer vision problems.

Well known examples of previous works in motion segmentation using the
fundamental matrix are by Torr [11], Vidal et.al [14] and Schindler and Suter
[10]. Torr uses the fundamental matrix to estimate an object in motion and
cluster it in a probabilistic framework using the Expectation Maximisation al-
gorithm [11]. Vidal.et.al proposes to estimate the number of moving objects in
motion and cluster those motions using the multibody fundamental matrix; the
generalization of the epipolar constraint and the fundamental matrix of multi-
ple motions [14]. Schindler and Suter have implemented the geometric model
selection to replace degenerate motion in a dynamic scene using multibody
fundamental matrix [10].

The focus of this paper is to study the feasibility to detect and segment an
unknown 2D translation (of a rigid 3D object) in a dynamic scene (with images
taken by an uncalibrated camera). The conditions for motion-background seg-
mentation are established and provided by Basah et.al in [3]. In Section 2, we
derive the conditions to detect and segment multiple 2D translations and pro-
vide quantitative measures for detectable translations using theoretical analysis.
Section 3 details the experiments using synthetic and real images conducted to
verify the theoretical analysis and the proposed conditions for successful seg-
mentation of 2D translations. Section 4 concludes the paper.

1.1 Preliminary Information and Notations

This sections recalls some notations and equations governing motion segmenta-
tion using the fundamental matrix. Let [X, Y, Z]T and T refer to the location
of a point and a translation in 3D world coordinate system and [x, y]T and
t are their projected locations on a 2D image plane. The 3×3 rank 2 funda-
mental matrix F relates the epipolar geometry of homogeneous image points
m1i = [x1i, y1i, 1]T undergoing rotation and non-zero translation in world coor-
dinate system to m2i = [x2i, y2i, 1]T as [1,6,13,16]:

mT
2iFm1i = 0. (1)

The image sequence generally contains noise and mismatches which result in
uncertainty and errors in the segmentation result. Thus, robust estimators are
usually applied. There are numerous robust estimators developed for motion
estimation and segmentation. Recent examples of robust estimators are pbM-
estimator [5], TSSE [15] and MSSE [2]. The segmentation step of MSSE [2] is
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used because of its desired asymptotic and finite sample bias properties [7]. Al-
though we use MSSE, the analysis is general and similar results will be obtained
if other robust estimators are used.

The error measure is defined as a function of the distances such that the error
is minimum for the target object (inliers) and larger for the rest (outliers). Thus,
segmentation is based on automatic separation of small distances from the large
ones. Four commonly used error measures to estimate F are the algebraic dis-
tance [12], geometric distance [6], Sampson distance [12,13] and Luong distance
[9]. We adopt the Sampson distance [12,13]:

di =
mT

2iFm1i√[
∂

∂x1i

2
+ ∂

∂y1i

2
+ ∂

∂x2i

2
+ ∂

∂y2i

2
]
mT

2iFm1i

, (2)

where di denotes the distance of the i-th matching points in the image from its
epipolar lines. Sampson distance provides first order approximation to the geo-
metric distance and it is computationally cheaper than geometric distance[12,13]
and gives slightly better estimation results than Luong distance [16].

2 Separability Conditions for 2D Translations

Consider n = ni + no feature points belonging to two 3D objects [Xi, Yi, Zi]T

undergoing pure translations in X − Y plane denoted by Ta and Tb where Ta =
[Txa, Tya, Tza]T and Tb = [Txb, Tyb, Tzb]T with Tza = Tzb = 0 (i = 0, 1 . . . ni

denote the points belonging to Ta and i = ni + 1, ni + 2 . . . n denote points
belonging to Tb). The location [Xi, Yi, Zi]T before and after the translations are
visible on the image plane and are denoted by [x1i, y1i]T and [x2i, y2i]T . All
points in the image plane are contaminated by measurement noise e assumed to
be independent and identically distributed (i.i.d) with Gaussian distribution:

x1i = x1i + e1
ix, y1i = y

1i
+ e1

iy, x2i = x2i + e2
ix, and y2i = y

2i
+ e2

iy, (3)

where e1
ix, e1

iy, e2
ix and e2

iy ∼ N(0, σ2
n) and σn is the unknown scale of noise. The

underlined variables denote the true or noise-free locations of points in image
plane. The relationship between all true matching points in the image plane and
world coordinate points are:

x1i =
fXi

Zi
, y

1i
=

fYi

Zi
, x2i = x1i +

fTx

Zi
and y

2i
= y

1i
+

fTy

Zi
, (4)

where f is the focal length of the camera matrix (equal focal length in X and
Y directions is used and the offset distances are assumed zero for simplicity),
Tx = Txa; Ty = Tya for Ta and Tx = Txb; Ty = Tyb for Tb. In this scenario, we
aim to segment matching points belonging to Ta from the mixture of matching
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points belonging to Ta and Tb in two images, thus the points undergoing Ta are
the inliers and the points undergoing Tb are the outliers.

The fundamental matrix of point belonging to Ta is computed using:

F = A−T [T ]xRA−1, (5)

where A is the camera matrix, R is the rotation matrix of the motion and [T ]x
is the skew symmetric matrix or a null vector of translation T [1,6,16]. For
T = [Txa, Tya, 0]T and R = I3 (representing zero rotation), equation (5) yields:

F =
1
f

⎛
⎝ 0 0 Tya

0 0 −Txa

−Tya Txa 0

⎞
⎠ . (6)

If the fundamental matrix for Ta is known, di can be computed using (2). Sub-
stitution of real plus noise forms in (3) and true F in (6), yields:

di =
Tya(x2i + e2

ix − x1i − e1
ix) + Txa(y1i

+ e1
iy − y

2i
− e2

iy)√
2(T 2

ya + T 2
xa)

. (7)

For points belonging to Ta (i = 0, 1 . . . ni), the expression without noise terms
in (7) equal to zero according to equation (1) because the true F of Ta is used
to compute the distances. Thus, equation (7) is simplified to:

di =
Tya(e2

ix − e1
ix) + Txa(e1

iy − e2
iy)√

2(T 2
ya + T 2

xa)
∼ e(N(0, σ2

n)). (8)

Distances di’s of the points belonging to Ta in (8) turn out to be a linear com-
bination of the i.i.d. noises therefore, they are also normally distributed with
zero mean. The variance of di’s (i = 0, 1 . . . ni) also equals σ2

n as the numera-
tor and denominator cancel each other. The points belonging to Ta are to be
separated from the points belonging to Tb. Thus, di’s of points belonging to Tb

(i = ni +1, ni +2 . . . n) with respect to F of Ta is calculated using (7) where x2i

and y
2i

are replaced with the terms given in (4) for Tb yields:

di =
f(TyaTxb − TxaTyb)

Zi

√
2(T 2

ya + T 2
xa)

+ e, (9)

where e ∼ N(0, σ2
n). Based on (9) and the normality assumption, 99.4% of the

points belonging to Ta will be correctly segmented from points belonging to Tb

if the following condition is satisfied1:

|W |
Zi

≥ 5, where W =
f(TyaTxb − TxaTyb)√

2(T 2
ya + T 2

xa)σn

. (10)

1 From probability theory it is well known that if the means of two normal populations
with the same variance σ2 are at least 5σ away, then only 0.6% of the points of each
population will overlap.
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Alternatively W could be express in term of the direction of Ta and Tb as:

W =
f√
2σn

√
T 2

yb + T 2
xb sin (φa − φb), (11)

where φa − φb are the angle between the Ta and Tb.
In most computer vision problems, the distance between the camera and the

object in motion is roughly known. Therefore, the condition for segmentation in
(10) can be expressed in term of average distance between camera and translating
objects Z̄:

|W |
Zi

≈ |W |
Z̄

≥ 5. (12)

We assume an accurate estimate for F of Ta is given by minimising the cost func-
tion of a robust estimator. Having F of Ta, the distances di’s of all matching
points are computed. Then d2

i ’s for all points are used as residuals for segmen-
tation to segment points belonging to Ta using MSSE. In MSSE, d2

i ’s are sorted
in an ascending order and the scale estimate given by the smallest k distances
is calculated using [2]:

σ2
k =

∑k
i=1 d2

i

k − 1
. (13)

While incrementing k, dk+1 is detected as the distance of the first outlier if it is
larger than 2.5 times the scale estimate given by the smallest k distances:

d2
k+1 > 2.52σ2

k. (14)

With the above threshold, at least 99.4% of the inliers will be segmented if there
are normally distributed [2].

From our analysis, the separability of 2D translations depends on the mag-
nitude of |W |/Z̄ in (12). This is the basis of the Monte Carlo experiments pre-
sented in Section 3.1. We also aim to determine the condition for segmentation
in term of minimum |W |/Z̄ required for successful segmentation. The correct-
ness of these conditions will be verified by studying the variance of the result of
the Monte Carlo experiments. The condition for segmentation of 3D translations
are too complex to be derived theoretically. However, the derived condition for
segmentation of 2D translations is served as the basis of approximation for 3D
translations when Tz are very small or close to zero.

3 Experiments

3.1 Monte Carlo Experiments with Synthetic Images

The Monte Carlo experiments with synthetic images were divided into two parts.
The first part was to verify the separability condition in (12) for separating Ta

from Tb. The second part of the experiments was designed to determine the
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conditions for successful segmentation in term of minimum |W |/Z̄ required when
the inlier ratio ε, noise level σn and the size of the objects in motions were varied.

In each iteration in those experiments, 2000 pairs of points in the world coor-
dinate according to Ta (the inliers) were mixed with the pairs of matching points
according to Tb (the number of matching points depends on ε). The X and Y
coordinates of the matching points were randomly generated while Z coordinates
were uniformly distributed according to U(Z̄ − σZ , Z̄ + σZ). Ta and Tb (both
with Tz = 0) were randomly selected based on |W |/Z̄. Then, all matching points
were projected to two images using a synthetic camera with equal focal length of
703 and offset distance of 256. Random noise with the distribution of N(0, σ2

n)
were added to all points. Sampson distances were calculated using equation (2)
based on the true F of Ta. After that, segmentation was performed using MSSE
with d2

i ’s as the segmentation residuals. The ratio of the number of segmented
inliers over the true inliers ζ was calculated and recorded. Each experimental
trial consists of 1000 experimental iterations and the mean and sigma of 1000
ζ’s were recorded. The experiment trials were then repeated for various |W |/Z̄,
ε, σn and σZ/Z̄ (representing different sizes of objects in motion).

The first part of the experiment was conducted with two cases of Ta and Tb

randomly selected such that |W |/Z̄ = 2 and |W |/Z̄ = 6. The inlier ratios ε
were 60%, σn = 1 and σZ/Z̄ = 10%. The histogram of d2

i for all image points
(the residuals for segmentation) are plotted in Fig.1(a) and 1(b). The ratio of
segmented over true inliers ζ is 1.644 for |W |/Z̄ = 2, which means that 3288
points were segmented as belonging to Ta (ζ = 1 and 2000 points for correct
segmentation). In addition, the distribution of d2

i of Ta and Tb were well mixed
and couldn’t be distinguished from each other (as shown in Fig.1(a)). These
observations show that points of Ta were not separable from the points of Tb when
|W |/Z̄ = 2. As |W |/Z̄ increased to 6, ζ reduced to 0.988 (1996 points segmented
as belonging to Ta). Furthermore, the residuals (d2

i ’s) of points belonging to Ta

were easily distinguished from points belonging to Tb as shown in Fig.1(b). In
this case, points belonging to Ta have successfully been identified and segmented.
The result of possible segmentation when |W |/Z̄ > 5 in this case is consistent
with our earlier separability analysis in (10) and (12).

In the second part of the experiments, the effect of varying parameters in-
cluding |W |/Z̄ (from 0 to 10), ε (from 30% to 80%), σn (from 0.25 to 1) and
σZ/Z̄ (from 5% to 20%) were examined. The mean and sigma of 1000 ζ’s in
each trial were recorded. Fig.1(c) and 1(d) show ζ versus |W |/Z̄ when ε = 80%
and 50% while σn = 1 and σZ/Z̄ = 10%. It was observed that, for small |W |/Z̄
some points from Tb were mixed with points from Ta and segmented (ζ > 1).
In such cases, an inaccurate inlier-outlier dichotomy would result in an incor-
rect motion estimation and segmentation. As |W |/Z̄ increased from 0 to 10, the
mean of ζ reduced to 0.99 indicating accurate segmentation of Ta. Moreover, the
very small sigma of ζ as |W |/Z̄ increased indicated the consistency of the seg-
mentation accuracy. The conditions for segmentation were then determined by
interpolating |W |/Z̄ when ζ = 0.994 from Fig.1(c) and Fig.1(d). We found out
that, the required condition for segmentation were |W |/Z̄ ≥ 4.25 for ε = 80%
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Fig. 1. Histogram of d2
i ’s for all image points for (Ta = [−5.4, 22.6, 0]cm, Tb =

[15.1,−46.2, 0]cm and ζ = 1.644) in (a) and (Ta = [−9.3,−10.5, 0]cm, Tb =
[−22.8,−7.6, 0]cm and ζ = 0.988) in (b). The mean and sigma of ζ versus |W |/Z̄
(σn = 1 and σZ/Z̄ = 10%) are shown in (c) and (d). (e) shows the minimum |W |/Z̄
required for segmentation for various σn and σz/Z̄.

and |W |/Z̄ ≥ 4.93 for ε = 50% for 99.4% of Ta to be correctly segmented when
σn = 1 and σZ/Z̄ = 10%. The overall conditions for segmentation of Ta from Tb

over ε, σn and σZ/Z̄ are shown in Fig.1(e). It was observed that, the minimum
|W |/Z̄ for segmentations increased as ε decreased and σZ/Z̄ increased and re-
main unchanged when σn was varied. More precisely, the segmentation of two
translations becomes more difficult when more outliers were involved and the
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Fig. 2. Corresponding image points (the black book undergoing translation Ta (inliers)
and the other book translated according to Tb (outliers)) superimposed in image-1 for
Case-1 (Ta=[4.9, -7.0, 0]cm and Tb=[-1.0, 2.0, 0]cm) in (a) and Case-2 (Ta=[4.9, -7.0,
0]cm and Tb=[-3.0, 2.0, 0]cm) in (b), the segmented inliers in (c) and (d) and the
histogram of d2

i for all image points in (e) and (f)

size of object belonging to the outlier translation was bigger. This is because as
the contamination of outliers in image points increased and the size of object
(outliers) was bigger, the density of outlier residuals became more spread and the
likelihood of some of them to be included in inlier segment increased resulting
in a higher magnitude of minimum |W |/Z̄ required for correct segmentation.
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3.2 Experiments with Real Images

The experiment with real images was set up using a commercial camera in a
laboratory environment. The camera was calibrated using a publicly available
camera calibration toolbox by Bouguet [4]. Two objects were moved according
to 2D translations Ta and Tb and the images before and after the translations
were taken. Then the corresponding image points were extracted from each pair
of images using SIFT algorithm by Lowe [8]. Incorrect matches in each pair of
images and background points were manually eliminated and the true image
points belonging to the object moved according to Ta and Tb were manually ex-
tracted (in this case, points belonging to Ta was the inlier while points belonging
to Tb was the outlier). Then, the true F for Ta was calculated using (5) with
known Ta and the camera matrix. The segmentation step according to MSSE in
(14) was performed to all image points to segment Ta (based on the Sampson
distance di in (2) calculated using the true F for Ta). The segmented points was
then compared with the true points belonging to Ta. The ratio ζ was computed
and the histogram of d2

i ’s of all image points were plotted.
The sample results of the experiment are shown in Fig.2 where the black book

undergoes translation Ta while the other book moved according to Tb. The noise
level σn during the experiment was about 0.75 (estimated using (13) and the
true di’s of points belonging to Ta) and the distance between the objects and
camera was about 1.5m. The value |W |/Z̄ was calculated using (10) from the
magnitude of Ta and Tb, estimated σn, Z̄ = 1.5 and f = 950.5 according to
camera calibration. In Case-1, (|W |/Z̄ = 1.94 in Fig.2(a)) it is observed that
from Fig.2(c) and ζ = 1.463 that the points belonging to Ta were incorrectly
segmented. This is because the d2

i ’s (the residuals for segmentation) of Ta were
not distinguishable from the d2

i ’s of Tb as shown in Fig.2(e). As |W |/Z̄ increased
to 7.73 in Case-2 as shown in Fig.2(b), the points belonging to Ta were cor-
rectly segmented as shown in Fig.2(d) and the ratio ζ = 0.996. The successful
segmentation of Ta was possible because d2

i ’s of Ta could be easily distinguished
from d2

i ’s of Tb in Fig.2(f). These experimental results and observations are in
agreement with the results of Monte Carlo experiments in Fig.1(a) and (b) and
verify the segmentation analysis of 2D translations in (10) and (12).

4 Conclusions

The conditions for successful segmentation of 2D translations using the funda-
mental matrix depends on the term |W |/Z̄ (consists of the magnitude of the
translations, average distance between the camera and objects, focal length of
the camera and level of noise). This relationship was explored both by theoretical
analysis and experimentation with synthetic and real images. Monte Carlo ex-
periments using synthetic images provided the required conditions for successful
segmentation of 2D translations in term of the minimum |W |/Z̄ required when
the inlier ratio, noise level and the size of the objects in motion were varied.
The minimum |W |/Z̄ required for segmentations increased as the inlier ratio
decreased and the size of the objects (belonging to the outliers) increased and
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remains unchanged when the noise level was varied. This is because, when the
outlier contamination increased and became more spread, the likelihood for an
outlier to be segmented as inlier increased resulting in a higher magnitude of
minimum |W |/Z̄ required for successful segmentation.
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