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Abstract. The inclusion of participants that are representative of the diverse 
populations of users is essential for meaningful and useful evaluations of us-
ability and accessibility on the web.  This paper proposes the requirements and 
architecture for an automated tool suite to help manage the design and deploy-
ment of evaluations to these participants.  A prototype implementation of this 
architecture that is being prepared is also discussed. 

1   Introduction 

There is a need to evaluate designs and prototypes much earlier than is currently 
common practice. Indeed, there has been an ongoing call in the usability and accessi-
bility communities to increase user testing for web applications; a call that, after a 
decade of experience with web systems, has not been realized.  The current lack of 
user engagement often stems from the inability to collect large enough samples of 
representative users to get meaningful results from the evaluations.  This problem is 
magnified when evaluating web applications with people with disabilities due to the 
variety of user agents and assistive technologies that must be accounted for during the 
evaluation process.  In this case, the combination of technologies and user preferences 
further divides participants into smaller and smaller subgroups, from each of which 
data must be collected. 

One solution to the challenge of collecting enough evaluation results, particularly 
about web applications, is to engage users in remote evaluations.  These evaluations 
provide valid data [2, 8] without the logistical problems associated with having users 
visit a laboratory [3].  Further, it allows users to conduct ecologically valid evalua-
tions in their own homes and places of business.  This gives designers a view of how 
their applications will be used in real environments after deployment and most impor-
tantly, an understanding of the impacts that different technologies will have on the 
web application after deployment.   

Currently, many of these remote evaluations are conducted through bespoke im-
plementations designed for testing a single web application, and as a result a great 
deal time and effort are committed to creating a test environment specifically tailored 
to that single application.  This type of extraneous development contributes to the low 
adoption of remote evaluations in practice due to the time and resources that design-
ers and developers are reluctant to commit. 
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In order to reduce the resources required for remote user evaluations the evaluators 
require a robust, usable environment for constructing the evaluation trials for their 
web application. This paper discusses the design and architecture of an online appli-
cation intended to meet the requirements of these web practitioners.  The paper begins 
by discussing some of the challenges associated with conducting user evaluations and 
what is required of a suite of tools or applications to address these challenges.  Fol-
lowing this, the authors discuss the architecture and implementation of a prototype of 
such a suite of tools, named Klingsor, to assist evaluators in managing evaluations 
and delivering them to targeted user groups.  The paper will conclude with a discus-
sion of future work, included pilot tests of the evaluation application scheduled for the 
autumn of 2009. 

2   Related Research 

Remote evaluation has been used for over a decade, with researchers and practitioners 
moving the evaluation of interactive technology beyond the walls of the laboratory 
setting.  Barriers to user involvement such as distance of travel for participants, 
evaluator time and overall cost of evaluation become lessened through the application 
of remote evaluation methods.  Indeed, remote evaluation, particularly task-based 
asynchronous remote evaluation, also provides for the engagement of a broader range 
of users in evaluation activities due to the ability of users to administer the trials 
themselves without being dependent on the presence of an evaluator.  As such, web 
applications can be evaluated with a wide variety of people, technology configura-
tions and environments [11].  This is particularly attractive for purposes of testing 
interactive systems with people with disabilities, where the wide variety of personal 
preferences, assistive technology and user agents lead designers, developers and re-
searchers to claim that it is impossible to get a representative sample of users [8].  

Due to the potential benefits that can be gained from remote evaluations, a great 
deal of work has been undertaken in the last decade examining how to exploit the 
networking and mobility aspects of personal computing to conduct remote evalua-
tions. Hartson, Castillo et al. [4,5] identified several different methods for conducting 
remote evaluations.  These remote evaluations were classified in the following sub-
categories: 

• Portable evaluations where an evaluation unit conducts evaluations in the users’ 
own work/home environments. 

• Local evaluation at a remote site where external equipment is installed at a remote 
site and evaluations are conducted at that remote site. 

• Remote questionnaires/surveys where the display of the survey to the participant is 
triggered by actions in the interface. 

• Remote control evaluation where the users’ environments are equipped with re-
cording equipment for synchronous or asynchronous recording of data. 

• Video conferencing as an extension of the usability laboratory, a technique that 
involves the users undertaking particular tasks while engaging in synchronous 
communication with an evaluator at a remote site. 
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• Instrumented remote evaluation where user applications are augmented with com-
ponents that record information about user workflows. 

• Semi-instrumented remote evaluation where the users are trained to identify critical 
incidents and record the positive of negative aspects of their use of the application. 

A decade later, Petrie et al. identified several other dimensions that can be used to 
further categorize the remote evaluation activities [8]. Whether or not the participant 
is independent in evaluations or dependent on the presence of an evaluator, if com-
munication is synchronous or asynchronous and whether the participant requires 
training in the tasks before conducting them are all aspects that need to be considered 
when planning remote evaluations.   

Further to this, Andraesen et al. [1] indexed existing work on remote evaluation by 
the methodology followed, by the type of data collected and on the dimension of syn-
chronicity.   Within this analysis, there are examples of traditional asynchronous stud-
ies, such as diary studies [4], self-administered questionnaires and workflow logging 
[9] among others.   These methods are often supported by often general-purpose tools 
that are specialized for purposes of the evaluation or through bespoke implementa-
tions.    While these bespoke tools are very useful, the specialization of the tool to the 
evaluation makes it potentially difficult to reuse components from these implementa-
tions in future remote evaluation protocols.   

Due to the wide variety of techniques available, and the different types of informa-
tion that can be collected, it is perhaps unsurprising that no unified framework or tool 
support has emerged to support the evaluator in the tasks of designing, deploying and 
conducting remote evaluations with users.  In the following sections the architecture 
and prototype implementation of such a tool suite for conducting evaluations on web-
sites are presented.  

3   Requirements for Managing Evaluations 

The phases of remote accessibility or usability evaluation are similar to those in stan-
dard co-operative evaluation techniques [7].  Evaluators must recruit a representative 
group of participants and record their demographic information for use in later analy-
sis.  They must design experimental tasks that are representative of what the users 
will do in the application.  They must deploy the evaluation to the users, usually with 
some instruction of how to perform the task.  Finally, the data must be analyzed 
through a variety of qualitative and quantitative methods.  Currently, only the final 
step of this process is supported through automated tools statistical for quantitative 
analysis or qualitative analysis tools.   

For the first three stages of the process, the authors analyzed existing literature and 
examined five investigations for requirements regarding what evaluators and partici-
pants would require from a suite of tools supporting remote evaluation.  These five 
investigations were conducted under the auspices of the Benchmarking Tools and 
Methods for the Web (BenToWeb) project1.  This project had the goal of producing 
tools and methods that aided in the validation and evaluation of websites for accessi-
bility.   Within that project there were several development efforts in which data was 
                                                           
1 www.bentoweb.org retrieved 03/2009 
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required to inform the design of new tools.  Among the investigations conducted by 
the project were: language simplification, navigational consistency, perception of 
colour contrast and colour confusion zones for people with colour vision deficiencies.  
Each of these investigations used a combination of remote tools, such as sur-
veys/questionnaires and bespoke applications, to collect information from users 
throughout Europe.  In addition to these investigations, there was an initiative to cre-
ate a test suite for checking new accessibility tools as they come on the market for 
correctness and completeness.   This initiative also collected information from remote 
users with disabilities about the success or failure of web implementations [10].2  Af-
ter an analysis of the functionality that was used in all of these remote data collection 
activities, the following sets of functional requirements were defined for a general 
online testing framework. 

For the recruitment and registration of users, the test suite must have the following 
available: 

• Participants must be able to record their demographic information such as age, sex, 
functional disability information and nationality for analysis purposes. 

• Private aspects of participants’ information, such as their names, addresses or bill-
ing information must not be associated with their evaluation result data. 

• Participants must be able to specify technology configurations and their experience 
with different types of technology.  This record must include: general operating 
systems, user agents and assistive technology to form a personal profile under 
which they will conduct trials.   

• Many such technology profiles may be required for each participant to account for 
different contexts of use (e.g. home versus work). 

• Participants must be able to select which and how many trials they would like to 
participate in from the overall set of remote trials available. 

• Participants must be able to specify whether they would like to have their direct 
actions recorded for analysis, as opposed to reporting critical incidents or complet-
ing surveys.  Some users may be uncomfortable with such monitoring components, 
or the components may conflict with aspects of their technology. 

• A record of the trials completed by participants must be kept accurately so that 
participants can be appropriately reimbursed for their activities. 
For the evaluator, the key user requirements come from the need for flexibility in 

specifying the applications that will be tested as well as the types of information that 
will be requested from the participants.  These requirements include: 
• Evaluators must be able to specify both custom built websites and websites in “the 

wild” for purposes of evaluation. 
• Evaluators must be able to specify tasks on a website that are to be completed by a 

subgroup of users.  These tasks are referred to as trials hereafter. 
• Evaluators must be able to specify an arbitrarily large set of questions to ask the 

user before or after a trial, or set of trials, has been completed. 

                                                           
2 This work resulted in two tools, Parsifal and Amfortas, that have provided inspiration for the 
test suite discussed in this paper.  Thus the name of the test suite, Klingsor is drawn from the 
same source as those, the opera Parsifal by Wagner. 
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• Evaluators must be able to specify alternate choice, multiple choice, Lickert scale 
or open answer questions for each trial. 

• Evaluators must be able to specify subgroups of the user population for engage-
ment in remote trials.  This can include grouping people by user characteristics 
such as technology experience, or through specification of the availability of tech-
nology to a participant (e.g. trials intended for screen reader users). 

• User group profiles may be reused between remote evaluations.  As such, evalua-
tors must be able to save profiles about subgroups. 

• Evaluators must be able to provide instructions and training documents through the 
test suite for each trial or set of trials.  

• Evaluators must be able to specify an external tool that can be used for remote 
monitoring of user activities. 

• Evaluators must be able to retrieve extracts of collected data from the system at 
any time in order to perform analyses on the data. 

The system itself has the core requirement that it must perform correct profile match-
ing between the trials specified by the evaluator and the participants. When complete, 
different users will be presented with different subsets of trials that are appropriate to 
their personal preferences, their technology and their experience. 

4   Klingsor: A Remote Evaluation Tool Suite 

With the above requirements in place, the authors proceeded to design and implement 
a prototype tool suite to manage remote evaluations of websites.  In this section the 
architecture and implementation of these prototypes are discussed. 

4.1   Architecture 

The overall architecture of Klingsor is presented in Figure 1. The evaluation suite has 
two distinct tools, one for the evaluator and one for the participants, each of which 
have interface components connected to processing components that read and store 
different types of data regarding trials and participant respectively. A third processing 
component performs matching between the data models for the trials and profiles of 
participants. 

In the evaluator interface, the evaluator is able to edit information regarding the 
evaluation or individual evaluation trials.  For the evaluation, briefing and de-
briefing information can be presented to the participants at appropriate times, and 
instructions about the website/web application being used in the evaluation can be 
included to aid in training them.  For each trial, the evaluator can specify the follow-
ing pieces of information: 

• Target users: this includes functional disability information and other information 
about the desired participants. 

• Target technology: a description of the types of technology that are needed in the 
trial.  For example, a screen reader or other assistive technology may be required 
for a particular trial.  When this information is entered, the target user information 
can be updated with user experience on that particular technology. 
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Fig. 1. The architecture for the Klingsor evaluation suite 

• Trial monitoring: an indication as to whether a trial requires that the user be moni-
tored by an external application or augmentation to the browser.   This can include a 
reference to the monitoring software for installation on the participants’ computers. 

In the participants’ interface, each participant can enter his or her own personal in-
formation as well as several technology profiles under which they will undertake the 
trials.  Only one profile can be marked as active at any given time.  This active profile 
will be the one used for matching with specific trials. 

When a user logs into the participant interface, the model-matching component 
will compare the active profile of the user with the information regarding the trials.  
When there are trials available that match the participant’s profile, he/she will be pre-
sented with a list of evaluation trials he/she may undertake.  If the user undertakes any 
of the displayed trials, he/she will be credited with the completion for purposes of 
recompense. 

4.2   Implementation 

The Klingsor prototype evaluation suite has been implemented to be a cross-platform 
Java servlet application with Java Server Pages (JSP) serving as the web interface for 
the user.  The JSP code has been engineered to produce static code that is rendered in 
the users’ web browsers (either evaluators or participants) to avoid accessibility issues 
that may arise from dynamic content (such as enriched internet applications imple-
mented in AJAX).  As a result, the web application relies on heavy use of form fill-in 
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interactions with the user, leading them through the process of specifying evaluations 
(for the evaluator) or accessing currently available trials (for the participant).   

For data storage, the components are implemented on a mySQL database that has 
been decoupled from the application code.  The intention is that the data aspect of the 
application can be replaced with a Resource Description Framework (RDF) data re-
pository or other data modeling language should the need arise. 

5   Future work 

The prototype implementation of the Klingsor suite is in the final stages of verifica-
tion and validation.  When complete, the tool will be deployed for use by student 
evaluators at both the University of York and the Technical Universität Dresden for 
an initial pilot.  This work is scheduled for autumn 2009. 

6   Conclusions 

This paper has presented the requirements and architecture for a suite of tools for 
evaluators to manage and deploy evaluation protocols to remote users.  Such a tool 
suite must be flexible enough to account for the variety of users that an evaluator 
may wish to engage, as well as in what types of information will be collected from 
participants.  

This architecture collects information regarding the preferences and technology 
configurations of the participants and uses it to match them with evaluation trials 
specified by an evaluator. 

A prototype implementation is being prepared for a large-scale deployment in the 
coming months in which evaluators will test the functionality for its usability, its ac-
cessibility and how fit-to-purpose the tool suite is for their needs.  When complete, 
this tool will provide a new, innovative way to manage and conduct remote evalua-
tions in both research and practice communities. 
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