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Abstract. Usability evaluation of multimodal systems is a complex issue. Mul-
timodal systems provide multiple channels to communicate with the system. 
Thus, the single modalities as well as their combination have to be taken into 
account. This paper aims to investigate how ratings of single modalities relate 
to the ratings of their combination. Therefore a usability evaluation study was 
conducted testing an information system in two unimodal versions and one mul-
timodal version. Multiple linear regression showed that for overall and global 
judgments ratings of the single modalities are very good predictors for the rat-
ings of the multimodal system. For separate usability aspects (e.g. hedonic 
qualities) the prediction was less accurate. 

1   Introduction  

Since human communication is multimodal in nature multimodal systems are ex-
pected to provide adaptive, cooperative and flexible interaction [1]. By providing 
multiple communication channels such systems are assumed to support human infor-
mation processing by using different cognitive resources [2, 3].  

But making a system multimodal by just adding a further modality to a unimodal 
system might not necessarily lead to improvement [4]. A higher cognitive load due to 
more degrees of freedom may be the result [5]. Furthermore, the different modalities 
may interfere with each other [5]: When presenting identical information via two 
modalities (e.g. reading and listening to the same text simultaneously) a synchroniza-
tion problem can occur [6]. Moreover, if different modalities refer to the same cogni-
tive resources task performance may decrease [3].  

Apparently, usability evaluation of multimodal systems is a complex issue. The sin-
gle modalities as well as their combination have to be taken into account. Established 
procedures usually cover only specific modalities [e.g. 7,8] and evaluating multimodal 
systems by combining weighted judgements of single modalities is difficult [9]. 

In the current study an information system is evaluated in two unimodal versions 
and one multimodal version. The aim is to investigate how user ratings of the single 
modalities relate to the rating of the multimodal system.  
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2   Method 

2.1   Participants and Material 

Thirty-six German-speaking individuals (17 male, 19 female) between the age of 21 
and 39 (M = 31.24) took part in the study.  

The system tested is a wall-mounted information and room management system 
controllable via a graphical user interface (GUI) with touch input, via speech input 
and via a combination of both. The output is always given via GUI.  

2.2   Procedure 

The users performed six different tasks with the system. To collect user ratings the 
AttrakDiff questionnaire [10] was used.  

Each test session took approximately one hour. Each participant performed the 
tasks with each system version. Participants were instructed to perform the tasks with 
a given modality. After that, they were asked to fill out the AttrakDiff in order to rate 
the previously tested version of the system. This was repeated for every modality. In 
order to balance fatigue and learning effects the order of the systems was randomized. 
After that, the tasks were presented again and the participants could freely choose the 
interaction modality. Again the AttrakDiff had to be filled out to rate the multimodal 
system.  

The 4 AttrakDiff sub-scales comprising 7 items each (pragmatic quality, hedonic 
quality-stimulation, hedonic quality-identity, attractiveness) were calculated accord-
ing to [10]. Furthermore an overall scale was calculated based on the mean of all 28 
items. All questionnaire items which were negatively poled were recoded so that 
higher values indicate better ratings.  

To analyze which modality the participants preferred when using the multimodal 
system version, the modality chosen first to perform the task was annotated. This 
way, the frequencies of modality usage were assessed. 

3   Results 

3.1   Rating for Different System Versions 

The results show differences between the three versions of the system for all Attrak-
Diff scales. For the scale pragmatic qualities the touch-based version was rated best 
and the voice control version worst (F (2,66)= 93.79, p=.000, eta²=.740). For both 
hedonic scales the multimodal version was rated best. Regarding hedonic qualities-
stimulation (F(2,68)=12.84, p=.000, eta²= .274) the speech version received the low-
est ratings. For hedonic qualities-identity the touch-based version was rated worst (F 
(1.65, 55.99)=15.35, p=.000, eta²=.311)1.  

The attractiveness scale, the AttrakDiff scale covering pragmatic as well as he-
donic qualities, showed the lowest ratings for the speech-based version (F(1.51,  
 

                                                           
1 Greenhouse-Geisser-correction was applied to control for violation of the sphericity assump-

tion. 
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Fig. 1. Ratings on AttrakDiff overall scale and AttrakDiff subscales for all system versions. 
Error bars display one standard deviation. 

51.22)= 47.53, p=.000, eta²=.583)1 and highest ratings for the touch-based version. 
Regarding the overall scale, the scale based on the mean of all items, the speech-
based version was rated worse than the touch-based and multimodal systems versions. 
The touch-based version and the multimodal version were rated equally good. 

Differences between male and female user were not observable.  

3.2   Relationship between Uni-and Multimodal Judgments  

To investigate if and how the ratings of the unimodal system versions relate to ratings 
for the multimodal system version stepwise multiple linear regression analysis was 
conducted for each sub-scale and the overall scale. The judgments assessed after the 
interaction with the unimodal systems version were used as predictor variables, the 
judgments collected after interacting with the multimodal system version were used as 
the response variable.  

The results show that for the attractiveness scale and the overall scale the judg-
ments of the unimodal system are very good predictors of the judgments of the mul-
timodal version.  For both regression analyses the beta–coefficients were higher for 
the judgments of the touch-controlled version of the system. This is in line with the 
modality usage for the multimodal system: Touch-input was used more frequently. 
Thus the overall and global judgments of the multimodal system should be more in-
fluenced by the interaction with the touch-input. 
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Table 1. Results of multiple linear regression analysis using all data (*p<.01) 

Touch Speech  
Scale 

B SE B β t (df) B SE B β t (df)
R² RMSE F  

(df) 

Overall .805 .112 .566 
0.21* 
(32) 

.680 .098 .546
6.91* 
(32) 

.829 .370 
74.94* 
(2,31) 

Attractiveness .845 .094 .684 
9.02* 
(32) 

.478 .087 .419
5.52* 
(32) 

.837 .411 
81.99* 
(2,32) 

Pragmatic  
Qualities 

.797 .174 .537 
4.57* 
(31) 

.468 .130 .421
3.59* 
(31) 

.628 .703 
26.19* 
(2,31) 

Hedonic Qualities 
Stimulation 

.689 .134 .521 
5.13* 
(32) 

.633 .119 .536
5.31* 
(32) 

.693 .508 
36.05* 
(2,32) 

Hedonic Qualities 
Identity 

.282 .106 .331 
2.66* 
(32) 

.661 .144 .572
4.60* 
(32) 

.612 .527 
25.24* 
(2,32) 

 
Regarding the hedonic qualities scales and the pragmatic qualities scale between 

61 and 69 percent of the variance could be explained by using the ratings of the  
unimodal systems as predictors of the ratings for the multimodal system. The beta–
coefficients of speech were higher than those of touch for both hedonic scales, there-
fore the rating of speech had a larger impact on the multimodal system judgment than 
the judgment on touch  

A 10 fold cross validation was conducted to test for overfitting effects. For the at-
tractiveness scale and the overall scale R² is still around .8 indicating a good fit. For 
the other scales the overfitting effects were larger, resulting in the worst accuracy for 
hedonic qualities-identity. Except for the pragmatic scale the models with beta-
coefficients in line with the actual usage were more stable. The detailed results are 
given in Table 2 and visualized in Figure 2. 

Table 2. Results of multiple linear regression analysis using 10 fold cross validation (*p<.01) 

 Overall Attractiveness Pragmatic 
Qualities 

Hedonic Qualities 
Stimulation 

Hedonic Qualities 
Identity 

R² .799 .805 .539 .607 .391 

RMSE  .384 .431 .754 .572 .615 

 
For the models with lower R², we also analyzed the ad-hoc assumption that the 

best- (pragmatic qualities, both hedonic scales) or worst-rated (hedonic qualities-
identity)  modality might determine the judgment of the multimodal system. However 
taking the maximum or minimum judgment as a predictor into a regression function 
did not produce a higher accuracy (s. Table3). 
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Fig. 2. Scatter plots for predicted values (after 10 fold cross validation) and empirical values 

Table 3. Results of multiple linear regression analysis using the maximum or minimum judge-
ment as predictor 

Max 
(Touch, Speech) 

 
Scale 

B SE B β t(df) 
R² RMSE F 

(df) 

Pragmatic Qualities 1.002 .190 .688 
5.37*  
(32) 

.474 .823 
28.81* 
(1,32) 

Hedonic Qualities Stimulation .944 .189 .657 
5.01*  
(33) 

.432 .705 
25.09* 
(1,33) 

Hedonic Qualities Identity 1.006 .143 .774 
7.01*  
(33) 

.598 .509 
49.19* 
(1,33) 

Min 
(Touch, Speech) 

 
Scale 

B SE B β t 
(df) 

R² RMSE F  
(df) 

Hedonic Qualities Identity .560 .117 .640 
4.79* 
(33) 

.410 .617 
22.95* 
(1,33) 
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4   Discussion 

The current paper investigates how subjective judgments of unimodal system versions 
relate to subjective judgments of the multimodal version of the same system. It was 
shown that for overall and global measures (attractiveness scale) the judgments of the 
unimodal versions are good predictors for judgments of the multimodal version. Ad-
ditionally the results indicate that the modality used more frequent in multimodal 
interaction has a higher influence on the judgment of multimodal version than the less 
frequent used modality. For more specific measures the prediction performance is 
lower. 

Furthermore, in accordance with [4] it could be observed that adding a modality to 
a unimodal system does not automatically lead to better quality judgments. For the 
present study this means, that regarding overall and global judgments the whole is 
actually the sum of its parts. Ratings for the multimodal system are the sum of the 
ratings of the unimodal systems.  However for scales measuring more specific con-
structs this assumption is not valid: Stabile predictions of the ratings for the multimo-
dal systems based on the ratings of the unimodal systems were not possible. Hence 
further research is needed for multimodal measures of specific usability aspects.  

Moreover this study is based on the results of one questionnaire only. Further re-
search is needed to investigate if similar results would be obtained if performance 
measures were used. Additionally the findings are currently limited to the tested sys-
tem and test design. For the multimodal system version interference between the mo-
dalities was possible (e.g.: the speech recognizer was occasionally unintentionally 
switched on by off-talk). Moreover the multimodal version was always the system 
tested last. Therefore it is possible that the participants tried to rate consistently, add-
ing up their single-modality judgments in their minds. Consequently, the judgments of 
the multimodal version would not represent the actual quality of that system. 

So, in a follow-up study the order needs to be changed with the multimodal system 
version tested first. 
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