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Abstract. We developed face-to-face single display groupware (SDG) that has 
a novel circular frame and enhanced multiple pointers. The aim of the study is 
to encourage groups to concentrate on their discussions and thereby improve 
their cooperative decision-making. We analyzed the information input methods 
and information that should be shared in a face-to-face SDG by surveying 
related work. The interface was designed based on this analysis. Three experi-
ments were carried out, with a general parallel input system tested for compari-
son. The results proved that group task accuracy, participants’ memory, and 
their subjective evaluation improved when our SDG was used. 

Keywords: face-to-face meeting support, concentration on discussion, single 
display groupware (SDG), pen-based, awareness. 

1   Introduction 

Various groups make critical decisions by coming together for sharing of information 
and to make choices on a set of options. We are interested in building interfaces that 
assist groups in improving their cooperative decision-making [3]. We treat the case of 
face-to-face and synchronous meetings in which a few people (about 4-5 participants) 
gather in front of a single display. Our goal is to encourage groups to concentrate on 
their discussions, in order to promote higher quality group decision-making. 

For this goal, we examined multiple input methods and information-sharing meth-
ods as an interface to support a visual interaction. It can be difficult for many people 
to verbally communicate because only one person may talk at a time, and coordina-
tion among speakers is necessary. However, it is possible for many people to commu-
nicate visually. The visual interface has a lot of flexibility. It may be able to expand 
and narrow the range of behavior of each member of the group. We discuss the im-
pact of changes in the visual interaction. We study how changes in the visual interac-
tion affect the groups' whole communication including the verbal interaction. 
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2   Related Work 

This section surveys of some of the research on information input methods and infor-
mation-sharing in groupware. 

2.1   Information Input Methods for Single Display Groupware 

Single display groupware is for users who share one display between them and write 
or edit on it. Input methods in studies on SDG are roughly categorized as parallel in-
put and serial input. Parallel input methods allow multiple users to input at the same 
time, whereas serial input methods allow only one user who acquires the operational 
authority to input. Colab [10] pioneered research on the parallel input method. In their 
system, opinions were written on the single display and all users were able to focus on 
the input action. The display’s context was reportedly difficult to understand as the 
users found it difficult to understand what all the others were writing at the same time. 
Inkpen revealed that children playing on a computer with multiple input devices 
tended to be more active [4]. CaptureLab [8] is a meeting support using the serial in-
put method. The authors of the report on CaptureLab claimed that serial input makes 
participants focus on the content written on the display, and gives time to throw in 
verbal explanations during the input. Some studies (e.g., [9, 12]) have compared both 
input methods. Prante et al. [9] pointed out that although the serial input results in 
fewer opinions, these are still difficult to structure. The developers of Roomware [12] 
analyzed participant's glances. They reported that participants using the parallel input 
method kept gazing at the individual input terminals. On the other hand, participants 
using the serial input method mostly kept their gazes on the shared display rather than 
their own terminals. We compared the parallel and serial input methods of using 
shared displays (Table 1). 

Table 1. Features of general input method in SDG 

 General parallel input method General serial input method 
Direction of user's attention Individual input terminal Shared display 
User’s input frequency High Low 
Consistency of display’s context Difficult to maintain Easy to maintain 
Focusing on the most important points Difficult Easy 

2.2   Information Sharing in Groupware 

There is obviously presence in a face-to-face environment. Such presence is missing 
from groupware operating in a distributed environment. There have been many stud-
ies [7, 11] on how to supplement for the lack of presence in a distributed environment. 
Dourish et al. [2] defined them by using the word “awareness”. 

On the other hand, participants train their eyes on input or output devices rather 
than on the participants when groupware is used in a face-to-face environment. In 
fact, users tend to busy themselves with the operation of the input device and do not 
look at others' faces [5]. Users fix their eyes on another’s input or operations for pass-
ing operational authority on the shared display [12]. The above observations suggest 
the possibility that in a face-to-face environment, the use of a shared display may 
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actually decreases awareness about surrounding persons and may disturb rather than 
enhance communications. There are only a few studies that consider support in a face-
to-face environment from such an angle. DiMicco et al. [1] and Iqbal et al. [6] support 
face-to-face meetings by visualizing information about participant’s activities on the 
screen. However, the user's burden is still large because s/he should take special care 
about the information presented during the discussion. 

We consider information that should be shared in a meeting group in order to sup-
port concentration during discussion in a face-to-face environment, because new 
groupware media will become part of that and other meeting environments. 

3   Face-to-Face Single Display Groupware Encouraging Member's 
Concentration during Discussion 

Here, we gain insight into the user interface requirements for an input method and 
information sharing to support concentration during discussion in face-to-face meet-
ings using SDG based on the previous section. 

3.1   SDG User Interface Requirements 

Input method to encourage independent interaction. To establish a consensus 
based on a mutual understanding between participants, a discussion should include 
various perspectives. Therefore, various opinions need to be presented on a shared 
display. New ideas synergistically develop from viewing the others’ ideas presented 
on the display. To write positively on an SDG, the user must easily be able to adjust 
the position, range, and timing of her or his writing. During a meeting, a user has to 
plan not only "What do I say?" but also "When do I start writing?", "Where do I 
write?", and so on. In a word, input operations in SDG require ease of coordination of 
when or where each user writes on a shared display. The requirements for the input 
method to support positive participation in a face-to-face SDG are therefore that a 
user should be able to interact with others through an easy operation for transferring 
the right to write. 

Information sharing to help user's concentrate on discussion. Firstly, to make con-
tinuous involvement that leads to consensus building, participants should always be 
able to understand a presented idea; there be shared attention among participants. 
Secondly, a user should be able to promptly perceive the represented information, to 
check its meaning, and to give responses to make the conversation go smoothly. 
Therefore, it is necessary to present information that encourages spontaneous partici-
pation, starting with noticing changes in others' behavior. Thirdly, enabling partici-
pants to reflect upon their behavior is important for activating a discussion. If a user 
becomes aware of someone with a negative attitude, s/he can encourage that person to 
write or speak. Moreover, a participant who over participates may find it easier to 
refrain from speaking. With such behavioral control, we believe that a group will have 
an animated discussion expressing various viewpoints. The requirements for informa-
tion sharing to support positive participation in a face-to-face SDG are therefore that a 
user should be able to grasp the focus of an argument easily, that a user should be able 
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to easily perceive change in another’s behavior, and that a user should be able to eas-
ily assess how s/he and others have been participating. 

Summary of user interface requirements. Table 2 summarizes the user interface 
requirements for a face-to-face SDG to support positive participation. 

Table 2. Interface requirements 

Requirement 1 Positive attitude: a user should be able to interact with others positively. 
Requirement 2 Concentration: a user should be able to grasp of the point of discussion easily. 
Requirement 3 Awareness of others: a user should be able to be easily aware of the change in the be-

havior of others. 
Requirement 4 Historical awareness: a user should be able to easily assess how s/he and others have 

been participating. 

3.2   User Interface Design 

We designed a user interface of the meeting support tool that addresses the four re-
quirements summarized in Table 2. The features are a novel circular frame and en-
hanced multiple pointers. 

Interface that meets requirements 1 and 2. With requirement 2 in mind, we de-
signed a circular frame whose center is the center of balance of all users' pen pointer 
locations on the shared display (Figure 1). Its appearance calls the user's attention. The 
frame interlocks with the movements of each pointer so that all participants always 
maintain a common recognition of the discussion on the shared display. The frame size 
is fixed according to the result of the preliminary test. To satisfy requirement 1, we 
designed a parallel input interface that limits the input range within the frame. A user's 
pointer might be located outside of the frame because the frame is located at the center 
of balance of all users' pointer locations. Users whose pointers are inside the frame can 
write in the frame of the display at the same time. That makes it unnecessary for users 
to take turns writing, and it helps to activate writing interactions. 

Interface that meets requirement 3. Our research deals with the activities of writing 
and speaking as observable user behaviors in SDG. In this case, a change in the behav-
ior indicates events such as beginning writing, stopping writing, beginning speaking, 
and stopping speaking. With requirement 3 in mind, we visually represented the user's 
writing behavior by making multiple pointers transparent on the display (Figure 2). 
Multiple pointers are spontaneously attracts users’ gazes. User pointers while writing 
are displayed with a translucent color, while other pointers are displayed with an opaque 
color. Translucent colors are used because everyone should be able to see the writing 
under the pointer as the user writes it. Pointing pointers are displayed with a shadow. 

Interface that meets requirement 4. With requirement 4 in mind, we made it so that 
the size of the user’s pointer represents the relative proportion of characters a user has 
written from the beginning of the meeting to the present moment. The size of each 
pointer shows the relative proportion of each user’s writing participation (Figure 3). 
The size of the pointer changes in real time to show everyone how much a user has 
been writing during the meeting. 

With requirement 4 in mind, we visually represented the proportion of time a user 
has spent speaking from the beginning of the meeting to the present moment, by using 
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the angle of the user's arc in the circular frame. The frame consists of different 
colored arcs for each user. The arcs show the relative proportion of each user’s speak-
ing participation as in a pie chart (Figure 4). 

 

 

Fig. 1. Circular frame and enhanced multiple pointers Fig. 2. Representation of writing 
states using multiple pointers 

 
 
 
 

 
 
 

 

Fig. 3. Representation of proportion of char-
acters written using multiple pointers 

Fig. 4. Representation of proportion of 
time spent speaking using frame arcs 

4   Basic Experiments 

We developed a prototype and carried out two experiments. The experiments com-
pared the prototypes with a general parallel input system. The reason we chose paral-
lel input method as the object of comparison is that it is more similar to our system 
than the serial method.  The experiments assessed the basic functions to meet re-
quirements 1, 2, and 3 in Table 2. The interfaces corresponding to requirements 1, 2, 
and 3 are closely related to the user’s interactions. On the other hand, the scale of the 
interaction involved in requirement 4 is larger. 

4.1   Viewpoints 

Group task accuracy. As for the first aspect, we measured the accuracy of the task 
that the group completed. 

Participants’ memory accuracy. As for the second aspect, we measured the accu-
racy of each participant’s memory about the results of the completed task. Each par-
ticipant was given a questionnaire after a fixed period of time had elapsed from the 
task’s completion. 

4.2   Methods 

Design. Our system (called “frame mode”) was compared with a general parallel in-
put system (called “parallel mode”). For the frame mode, the systems were prepared 
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without the function to satisfy requirement 4 (Figure 3 and Figure 4). Therefore, a 
colorless frame was prepared because the function to indicate user's speaking percent-
ages was not included. The two experimental systems are shown in Figure 5. 

  

Fig. 5. Experimental conditions in the experiments Fig. 6. A scene during the experiment 

Participants. Twenty-four men and women in their 20s and 30s participated in ex-
periment A. They were randomly assigned to six four-person groups. Three groups 
performed the tasks in frame mode, and the other three groups performed the tasks in 
parallel mode. Thirty-two people participated in experiment B. They were assigned to 
eight four-person groups. Four groups performed the tasks in frame mode and the 
other four groups performed the tasks in parallel mode. 

Environment. Four users of a group sat face to face at a rectangular table. Each user 
had a tablet device (WACOM FAVO CTE-640) and wore a microphone (Logicool 
Internet Chat Headset A450). The screen was placed in front of them as a shared dis-
play. The input data of the four people were displayed in this screen. 

4.3   Task for Experiment A: Artificial Task 

We prepared a simple task to test the interface’s usability. In this experiment, there 
were no differences in knowledge and memory among the participants. The group put 
down the locations, names, and symbols of twelve stores on a blank map on informa-
tion sheets given to each subject. A total of twenty-four different information cards 
composed of twelve cards with the locations and names of stores and twelve cards 
with symbols of the stores were prepared. The cards were equally divided among the 
participants in a group. All participants were able to check these cards during the task. 
Figure 7 shows information cards distributed to participants and an example of a 
completed store map. They were told to answer as quickly as possible. 

 
 

Fig. 7. Task for experiment A Fig. 8. Task for experiment B 
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4.4   Task for Experiment B: General Task 

Generally, there are differences in participants’ knowledge and memory. We assumed 
that this task would simulate a realistic situation wherein participants would each 
have vague and non-symmetric knowledge and would need to solve a problem coop-
eratively. First, a group was shown a flowchart that showed a procedure of emergency 
operations, for one minute. The flowchart was hidden afterwards. They then repro-
duced the flowchart on a shared display while discussing what they remembered. The 
word "reproduce" means not a copy of the chart’s appearances but a copy of the sub-
stance of the flowchart. The time allowed for a group to reproduce the flowchart was 
20 minutes. Figure 8 shows the flowchart that was presented for one minute and a 
flowchart reproduced by a group. 

4.5   Results and Considerations 

Group task accuracy. We evaluated how consistent the figure that each group wrote 
was with the original one. In experiment A, we determined whether the store’s map 
that the participant group completed corresponded to the information on the cards 
distributed to the participants. In experiment B, we determined how well the flow-
chart completed by the group completed corresponded to the flowchart presented at 
the beginning. Table 3 lists the group task accuracies on a 100-point scale and the 
times taken to complete the task. In experiment A, the groups for both modes com-
pleted the map perfectly. We asked the participants to answer as quickly as possible. 
There was no significant difference in time taken between modes, although the paral-
lel mode allowed participants to fill in the map faster than the frame mode did. In ex-
periment B, the frame mode groups reproduced flowcharts with a significantly higher 
degree of accuracy than the parallel mode groups did. 

Participants’ memory accuracy. The participants answered the questions on the 
results of the task that their group had completed. In experiment A, they were asked if 
they recognized the locations, names, and symbols of the twelve stores written by the 
group. In experiment B, they were asked to recall the parts of the flowchart written by 
the group. Table 3 lists the participants’ memory accuracy on a 100-point scale. In 
both experiments, the frame mode enabled participants to memorize the results of the 
task the group completed with a significantly higher degree of accuracy than the par-
allel mode. Frame mode’s accuracy was especially superior in experiment A, although 
the time to complete the task was also a little longer. 

Table 3. Results of experiments 

Frame Parallel  
Mean Std Mean Std

One-tailed t-test 

Exp. A 100.00 0.00 100.00 0.00 – – Group's task accuracy 
Exp. B 93.33 8.16 78.00 17.89 t=1.891 p<0.05 
Exp. A 7.75 1.56 6.29 0.78 t=1.444 p=0.111 Group’s task time (minutes) 
Exp. B fixed time (twenty minutes) 
Exp. A 26.62 17.98 12.04 7.97 t=2.568 p<0.01 
Exp. B 67.15 29.64 44.17 22.34 t=2.246 p<0.05 Participants' memory accuracy 
Exp. C 100.00 0.00 62.50 45.21 t=2.346 p<0.05 
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5   Application Experiment 

Next, we devised a realistic task in which a group discusses graphical user interface 
for a new web site and determines functions to be included. This experiment deter-
mined whether the functions could meet requirement 4. 

5.2   Methods 

Design. For the frame mode, the function to meet requirement 4 was added to the 
system used in experiments A and B. For the parallel mode, the same system as in 
experiments A and B was used. The two experimental systems are shown in Figure 5. 

Participants. Sixteen men and women in their 20s and 30s participated. They were 
randomly assigned to four four-person groups. Two groups performed the task in 
frame mode, and the other two groups performed the task in parallel mode. 

5.3   Task for Experiment C: Realistic Task 

We devised a realistic task for discussing online stores that a machine tool company 
had just established. The group discussed how it was necessary to improve the draft 
web site so that customers could order items without error. They refined the draft ver-
sion (Figure 9) on the shared display. We divided the group discussion into a first half 
and latter half. The each member of the group presented their opinions for 20 minutes 
in the first half. Afterwards all their opinions had been stated or written down, they 
corrected or added to the draft version on the shared display. They discussed their 
opinions and selected the best three. 

5.4   Results and Considerations 

Participants’ memory accuracy. Participants were asked to recall the three opinions 
that the group finally chose, and described them in the order that the group chose. 
Moreover, they were asked to recall the details of each opinion, the reasons about 
why the site should be improved, and the reason for their choice. Table 3 lists the re-
sults on a 100-point scale. This result show that the frame mode participants could 
memorize the results of the task with a higher degree of accuracy than the parallel 
mode participants could memorize. 

  

Fig. 9. Task for experiment C Fig. 10. Screenshots of shared displays in experiment C 
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Variation in amount of written and spoken opinions. The proportions that each 
participant wrote and spoke in experiments A an B were compared with those in 
experiment C. The presentation functions of these proportions were embedded in ex-
periment A and B, but not in experiment C. Figure 11 plots the proportion of dis-
tances that each participant drew with their pen. Figure 12 plots of proportion of 
words that each participant spoke. 

The task of experiment A is artificial task that would not cause a difference in 
knowledge or memory among the participants. In fact, the comparison of these varia-
tions in the frame mode and these variations in parallel mode in experiment A is the 
simplest without presentation functions showing the proportion of expressed opinions 
written and spoken by the participants. The variation in the amount of written opin-
ions was small in both modes. It seems that this is because the cards containing the 
same amounts of information were written on the shared display, since we asked the 
participants to answer as quickly as possible. The variation in the amount of spoken 
opinions was wider than the variation in amount of written opinions in both modes. 

The task of experiment B supposed that there were the differences in knowledge 
and memory among the participants. The frame mode resulted in wider variations in 
the amount of expressed opinions, both written and spoken. Moreover, the variation in 
experiment B was wider than in experiment A. We think that this difference reflected 
the difference between experiment A (which controlled knowledge and memory) and 
experiment B (which did not control them). 

The task of experiment C was a realistic one supposing that there were differences 
in the knowledge and memory among the participants. The frame mode resulted in 
wider variations in amount of expressed opinions, both written and spoken, for the 
participants of experiment B, but resulted in narrower variations in experiment C. 
This difference suggests the possibility that the presentation functions for showing the 
proportion of written and spoken expressed opinions had some effect on the partici-
pants. Instead of exploring this possibility directly, we attempted to analyze the fol-
lowing qualitative changes. For instance, which kind of written or spoken opinions 
influenced the change? Or, did the content of the written or spoken opinions change? 

  

Fig. 11. Plot of individual writing rates Fig. 12. Plot of individual of speaking rates 

6   Conclusion 

We described face-to-face single display groupware that has a novel circular frame 
and enhanced multiple pointers. We carried out three experiments (two basic, one 
application). The groupware’s effectiveness was confirmed by comparing it with a 
general parallel input system. The experimental results indicated that the group task 
accuracy and the participants’ memory improved when our system was used. 
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