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Abstract. During docking, protein molecules and other small molecules
interact together to form transient macromolecular complexes. Docking
is an integral part of structure-based drug design and various dock-
ing programs are used for in-silico docking. Although these programs
have powerful docking algorithms, they have limitations in the three-
dimensional visualization of molecules. An immersive environment would
bring additional advantages in understanding the molecules being docked.
It would enable scientists to fully visualize molecules to be docked, ma-
nipulate their structures and manually dock them before sending to new
conformations to a docking algorithm. This could greatly reduce docking
time and resource consumption. Being an exhaustive process, paralleliza-
tion of docking is of utmost importance for faster processing. This paper
proposes the use of a collaborative and immersive environment for ini-
tially hand docking molecules and which then uses powerful algorithms in
existing parallelized docking programs to decrease computational dock-
ing time and resources.

Keywords: Virtual Reality, molecular visualization, parallelization, col-
laborative, immersion.

1 Introduction

A receptor is a large protein molecule with a cavity/pocket/active site in which
a smaller molecule, called a ligand, fits into and interacts with to form a complex
molecule having complex biological functions. This interaction between a recep-
tor and a ligand is known as a docking event. Docking can include interactions of
various complexities ranging from less to more complex, such as protein-protein,
protein-DNA, protein-metal and protein-ligand interactions. Various in-silico
docking programs have been developed, each with powerful docking algorithms,
to best dock the ligand in a receptor. Due to the complexities involved, the dock-
ing process is time consuming. It is therefore important to parallelize docking in
order to speed up the process. However, to best reduce docking time, it is help-
ful to initially hand dock the ligand into the receptor’s active site. Experts have
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insight and can ’see’ potential docking possibilities. Thus, a proper visualization
medium must be available to enable experts to better understand three dimen-
sional (3D) molecular structures and to provide intelligent guesses for starting
the docking process.

This paper proposes the use of a parallelized docking algorithm in an immer-
sive environment to aid the docking process. In an effort to make maximum use of
scientists’ knowledge, it has been decided to visualize and hand dock molecules
in a Cave Automatic Virtual Environment (CAVE) [1]. Thus, instead of per-
forming docking directly (i.e. in the absence of user input), users will be able to
first manually dock the molecules and then computationally dock them by us-
ing docking programs. The proposed system will make use of robust algorithms
from parallelized desktop-based docking programs to generate the docking re-
sults. Collaboration will be introduced to allow multiple users to view/manually
dock molecules and also to view the docking results. This will allow multiple
users to share their knowledge and optimally hand dock the molecules.

2 Molecular Docking Challenges and Related Work

The motivation behind this project is three-fold, namely: visualization, collabo-
ration and parallelization.

2.1 Limited Visualization

In-silico docking programs generally are limited to desktop use, hindering scien-
tists from fully visualizing structures in 3D and limiting the visual information.
The user interface for desktop-based computational programs usually uses a
mouse, reducing interaction with the molecules being visualized. However, it is
crucial to be able to rotate, translate and manipulate molecules in multiple di-
mensions to emphasise on hidden details. For better docking, it is imperative to
have a good visualization of the receptor’s and the ligand’s three dimensional
positions and interaction with them. To overcome these limitations, it is im-
portant to provide an immersive environment which can bring all or most of
the advantages of such an environment to the user. This can best be achieved
in a Virtual Reality (VR) environment, enabling a better visualization of the
molecules, and hence a better understanding of the receptor-ligand interactions.

By definition, VR is a computer simulation of a real or imaginary system
that allows a user to perform operations on the virtual (or simulated) system
with the effects being rendered in real time. The CAVE is a room-size, high
resolution environment with translucent walls, onto which stereo images are
projected. Shutter glasses are worn which are synchronised with the projectors to
rapidly alternate between the right and left eye, enabling the wearer to perceive
depth. The CAVE also has trackers which monitor the user’s head position and
orientation, and updates the virtual image to the current view. Within a CAVE,
navigation can be achieved by using a hand-held wand. The latter is a small
hardware device with a pressure-sensitive joystick and trigger buttons. The wand
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allows navigation within the environment and interaction with the virtual objects
themselves. Gloves can be used for interaction but can also be extended to
simulate a sense of touch. Since the CAVE provides full immersion and a large
field of view, it is appropriate for the visualization and manipulation of large
complex biological molecules.

During drug design, in-silico docking is being used for screening various pro-
tein and ligand interactions for the most stable and least energy interaction. To
further help reduce the time taken for the drug discovery process, it is advan-
tageous for experts to hand dock molecules before feeding the new molecular
orientations to docking programs. An immersive environment provides better
insight for docking and also exploits the user’s intuition. Using experience and
intuition, expert scientists can easily identify cavities in a receptor and manually
place a ligand into the cavity. If this hand docked orientation is fed to a docking
program, the search algorithm will ultimately take less time to find the optimal
orientation, hence reducing computational time.

Some immersive programs have been developed for molecular docking, such as
Vibe [2] and Stalk [3]. Vibe uses a High Performance Parallel Interface (HIPPI)
[4] for a high-speed transfer, providing a real-time display of molecules in a vir-
tual environment. Stalk, on the other hand, uses parallel, distributed, heteroge-
neous supercomputers with high-speed networks. However, one common problem
is that these programs tend to focus more processing and data transmission.

2.2 Limited Collaboration

Another criterion worth considering while dealing with molecular visualization
and docking, is the element of collaboration. Within the scientific community,
there is often sharing of information and experience through collaboration in
order to maximise the use of resources or expediate the generation of new ideas.
Many scientists are not co-located and therefore collaboration becomes difficult.
For instance, if two remote collaborators are working on the same molecular
visualization, it would be difficult for each other to manipulate the molecule si-
multaneously. This is where collaborative environments would be useful. A col-
laborative session would enable multiple participants to simultaneously visualize
or manipulate the same molecule. Similarly, collaborative docking of molecules
could greatly enhance collaborative research. Few real-time collaborative com-
putational programs exist. This is mainly because collaboration proves pointless
when users are limited on visual information. More research is done on improving
those programs’ docking implementation rather than adding collaboration.

AMMP-Vis [5], [6] and AMMP-EXTN [7], [8] are among the few programs
that have been developed to provide for an immersive visualization and protein
modeling along with a collaborative session. AMMP-Vis is a collaborative multi-
view virtual environment for molecular visualization and modelling. The latter
takes AMMP-Vis to a higher level by providing management of user privacy and
cooperation. Unlike AMMP-Vis, AMMP-EXTN implements multiple parallel
shared view sessions with different access policies. Thus, a user can create master
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session which other participants can join. The problem with AMMP-Vis and
AMMP-Extn is that both focus mostly on collaboration to the detriment of the
docking algorithm being used.

2.3 Lack of Parallelization

Docking algorithms are implemented in two phases, namely: search and evalua-
tion. The first step scans for the best configurational and conformational space,
while the second implements a scoring function which rates and evaluates the
different conformations. The search algorithms often include Monte Carlo (MC)
[9], Genetic Algorithm (GA) [10] and Tabu search [11], among others, while
the scoring functions often include force fields for the energies of the receptor-
ligand interactions or the ligand’s internal energy. For effective docking results,
the search algorithm must cover 3D conformational spaces very quickly while
the scoring function must quickly evaluate the different conformations among a
huge population of poses (individual docked results).

In-silico docking algorithms consider docking to be either rigid or semi-flexible
or flexible. In rigid docking, the bonds in both the ligand and the receptor have
no freedom of movement. Semi-flexible docking algorithms, on the other hand,
apply some flexibilities in the ligand’s bonds, while flexible algorithms mimic
more the way docking occurs in nature by allowing degrees of freedom for bonds
in both the ligand and the receptor. One major problem with in-silico docking
programs is the limitation of the docking algorithm. This is due to the fact that
the use of complex algorithms such as MC and GA and the incorporation of
more flexibilities in the algorithms involve a high level of computation and the
use of massive computational resources to run the algorithms. To be able to deal
with the computationally intensive docking algorithms and generate the results
in feasible time, it is important to parallelize the whole process.

AutoDock [12] is a common program among the scientific community. Accord-
ing to a study carried out by Sousa et al. [13], in 2005 AutoDock was used by
27% of the scientists and since 2001 to 2005 AutoDock was ranked first among
the five most commonly used docking programs, with an increased use from 36%
in 2001 to 48% in 2005. Due to these various reasons and the fact that AutoDock
is freely available, this docking program has been chosen for the initial phase of
this project.

AutoDock can be used either for docking or virtual screening of substances.
It comprises two different modules: AutoGrid and AutoDock. AutoGrid pre-
calculates a set of grids describing the target protein, resulting in faster dock-
ing. These can be differentiated as grid maps and electrostatic map. While the
AutoDock module performs the docking of the ligand to a set of grids. Config-
urational exploration is then performed. AutoDock uses both a MC algorithm
and a modified version of GA, known as the Lamarckian Genetic Algorithm
(LGA). Prior to running a docking job it is important to prepare a ligand and
a receptor by adding hydrogens and associating atomic charges to atoms. This
data is stored in a PDBQT format which is similar to the PDB [14], [15] format
with an extra column to store partial atomic charges. Once AutoDock completes



Collaborative and Parallelized Immersive Molecular Docking 741

a docking process, it generates a .dlg file which has the configuration of different
poses ranked in order of energy interactions.

AutoDock is by default a sequential program, that is, the docking runs are
executed one after the other. According to Khodade et al.[16], AutoDock takes
30 minutes to execute a docking run of 100-150 cycles. Thus, parallelization
will significantly reduce the time taken for a docking task to complete. Different
programs have been developed to perform parallelization of AutoDock, including
the work of Khodade et al. and the program DOVIS [17].

Khodade et al. has modified the LGA algorithm in AutoDock to run in par-
allel. A population size of 50 with 100 and 200 runs resulted in a decrease from
81 minutes on an IBM Power-5 processor to only 1 minute on an IBM cluster of
96 processors. DOVIS, on the other hand, has a large-scale and high-throughput
virtual screening technology. It uses the docking algorithm in AutoDock version
3 and runs parallel docking jobs through a queueing system on a Linux cluster
and processes 500-1000 small compounds per processor on a daily basis.

3 System Description

In relation to the above problems identified, the proposed system uses immer-
sive visualization and hand docking functionalities, along with robust docking
algorithms from existing non-immersive programs, within a collaborative envi-
ronment. Figure 1 depicts the system components and the interaction steps be-
tween them. The system comprises of different interfaces, namely: File Interface
(FI), Visualization and Manipulation Interface (VMI), Docking Interface (DI)
and Collaboration Interface(CI). The system components and the interaction
steps between them are depicted in Figure 1.

Fig. 1. System architecture



742 T. Nadan, A. Haffegee, and K. Watson

1. The system starts by accepting files from the user. Accepted file formats are
PDB, PDBQT and .dlg. The PDB file has spatial data of molecules, while
PDBQT and .dlg are file formats generated at an intermediate and final stage
of AutoDock. The user also has the option to load multiple files in order to
compare the complementarity of different ligands into the receptor’s binding
site. The FI reads the files which the user wants to load and also provides
functionalities for saving the files in different formats.

2. VMI reads data from the file interface and projects the molecules in the
CAVE. This module is being developed on VieGen [18]. Once files are loaded,
the user can swap between different molecular representations, namely: Wire-
frame, Stick, Ball-and-Stick and Space Filling/Corey-Pauling-Koltun (CPK).
Different libraries have been created for this purpose. Manipulations can be
done on the molecule, such as bond breaking and bond making. By using
a wand, the user can easily rotate and move the receptor to find the cav-
ity. Multiple ligands can be superimposed at the binding site for a clearer
selection of the most appropriate ligand. Libraries of ligand fragments can
be loaded and selected. These fragments can be manipulated and used for
bond making purposes at the active site. Present work focuses on VMI and
figure 2 shows the visualization of a CPK structural representations of the
Histocompatibility Antigen (PDB id: 1HHI) in the CAVE. By rotating the
structure, cavities can be easily spotted and ligands can be superimposed
into a cavity.

The correlation between VMI and DI is simply to allow a user to hand
dock molecules by manipulating the molecules and then feed the data to the
docking algorithm.

3. Prior to the docking interface, there is an optional module which is the
preparation of the ligand and the receptor. This step depends on the type
of docking program the user wants to run and is therefore optional. For
instance, if the user wants to use AutoDock, the user can send the hand
docked molecular conformation from the VMI to the DI (step 3.1 - please
refer to Figure 1) and a PDBQT file will be generated, which can then be
read by the FI (3.2) and visualized by the VMI (3.3).

4. DI reads data from VMI and runs the docking algorithm (4.1). As shown in
Figure 1, initial emphasis will be laid on incorporating parallel AutoDock
into the CAVE environment and visualizing the results in the CAVE (4.2
and 4.3). As both parallelized versions of AutoDock, described in the pre-
vious section, are freely available, it is planned to start with the program
developed by Khodade et al. Later on this interface should enable plug-
ins for configuring the different available docking programs to be used. The
challenge involved is to be able to cater for all the different input file for-
mats required by these docking programs and then incorporate the different
stages that these docking programs might have prior to the actual docking
procedure, such as steps 3.1 - 3.3 for AutoDock.

5. CI will be implemented using VieGen’s networking functionalities. This inter-
face has three points of contact with VMI, allowing remote users to visualize
molecules loaded by the main user. The remote user can also request from
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the server a copy of molecules prepared for docking (such as step 3.3 for
AutoDock), hand docked configurations and the docking results generated
by the chosen docking program(5.1). The remote user application makes a
copy of the molecular data and also implements the FI. For manipulation
purposes, a second copy of the molecular data is done. If the remote user
modifies the spatial configuration of a molecule, the new molecular configu-
ration data are compared with the first copy stored on the local database and
only changed configuration data are sent back to the server. At the server’s
side, a copy of the modified molecular data is saved, without overwriting the
original data (5.2). At any time the main user can view the different config-
uration changes done by the remote user. This is done by loading unchanged
configurational data from the main user’s molecular data and also by loading
the modified configurational data from the data received from the remote
user.

Fig. 2. CPK molecular visualization in CAVE

4 Conclusion

An immersive collaborative environment provides a high quality visualization
which is beneficial for a thorough understanding and analysis of the 3D structure
of molecules, particularly with respect to finding cavities and active sites in
receptor molecules and trying to optimally hand dock ligands into those cavities.
The CAVE provides an ideal environment to achieve such quality visualization.
Once visualization and collaborative hand docking is achieved in the CAVE,
robust algorithms in existing docking programs can be utilized to dock the new
configuration from the user(s). Parallelizing docking programs cuts short docking
algorithms running time. In this paper, a system has been described, which can
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use hand docked configurations of a receptor and a ligand in a CAVE immersive
environment as inputs to existing docking programs having robust and efficient
docking algorithms. Molecular visualization in a CAVE has been achieved so far
and integration of AutoDock is expected to be follow, along with a collaboration
session of the system. Such a system would be useful in assisting drug design.
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