A Random Network Ensemble for Face
Recognition

Kwontaeg Choi!, Kar-Ann Toh?, and Hyeran Byun!

! Dept. of Computer Science, Yonsei University, Seoul, South Korea, 120-749
2 School of Electrical & Electronic Engineering, Yonsei University
Seoul, South Korea, 120-749

Abstract. In this paper, we propose a random network ensemble for
face recognition problem, particularly for images with a large appearance
variation and with a limited number of training set. In order to reduce
the correlation within the network ensemble using a single type of fea-
ture extractor and classifier, localized random facial features have been
constructed together with internally randomized networks. The ensem-
ble classifier is finally constructed by combining these multiple networks
via a sum rule. The proposed method is shown to have a better accu-
racy(31.5% and 15.3% improvements on AR and EYALEB databases
respectively) and a better efficiency than that of the widely used PCA-
SVM.
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1 Introduction

Face recognition is among the most active areas of research because it is a dif-
ficult and representative problem of high dimensionality with high commercial
application values. Many methods have significantly advanced the field over re-
cent years. However, the robustness remains an important issue under an uncon-
strained environment because the limited number of available training data can
not well represent all possible facial variations such as lighting, pose and expres-
sion. A single classifier using such a training set may be biased and possesses a
large variance, resulting in a poor performance[1][2].

An ensemble of classifiers or a multiple classifiers system(MCS) is becom-
ing relevant in face recognition due to the remarkable improvements over the
single classifier system. Since different representation of the input face images
have different sensitivity to various face variations, an ensemble of different face
classifiers which integrates the complementary information leads to an improved
classification accuracy[3]. There are two types of ensemble. Intermodal ensemble
combines different types of modalities such as audio, fingerprint, 3D face and
2D face images, and intramodal ensemble combines multiple classifiers within a
single modality such as a 2D image. We shall focus on intramodal ensemble in
this paper.

In [4], the resampling techniques was utilized to generate several subsets of
samples from the original training dataset for LDA based classifiers. In [5], an
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ensemble learning framework was developed based on a random sampling of three
key components of a classification system namely the feature space, the training
samples, and the subspace parameters. In [6], a random discriminant analysis
was proposed to construct an optimal random subspace. In [7], a multi-classifier
architecture was utilized using HMM, DCT, EigenFace and EigenObjects. In [3],
two combination strategies namely, sum rule and RBF network, was adopted to
integrate the outputes of three feature extraction methods, namely PCA, ICA,
LDA. These works utilized various types of feature extractors and classifiers in
order to increase the overall accuracy of the combined classifier.

These intramodal fusion networks appear somewhat complex due to a combi-
nation of heterogenous systems in terms of different kinds of feature extraction
method and classifier. This is indeed a natural idea since a heterogeneous com-
bination reduces the correlations among the classifiers. However, limitations of
such a heterogenous system are the heavy computational cost and the tedious
tuning of learning parameters. Moreover, they are not directly applicable in real-
time problems such as video-based face tracking/recognition since most methods
adopt the batch approach. An ensemble network with efficient online learning is
thus an area worth exploring.

In this paper, we propose a homogeneous random network ensemble for face
recognition particularly dealing with a large facial variation and with a limited
number of training data. In order to reduce the correlation among classifiers
in a homogeneous ensemble system, two ingredients namely, random projection
and randomized network, have been utilized. The proposed method is differenti-
ated from the above mentioned networks in the following ways: 1)the proposed
network is a homogenous ensemble system whereas most other systems belong
to the heterogeneous type, 2)an incremental(online) learning has been adopted
whereas other ensemble networks adopt a batch learning.

The rest of this paper is organized as follows. Section 2 describes the con-
cept of using localized random projection to extract facial feature by means of
random basis. In Section 3, we present the proposed ensemble framework using
randomized learning parameters selection. Section 4 describes an incremental
learning formulation. In section 5, several experiments are presented to evaluate
the proposed method in terms of its efficiency and generalization capabilities.
Finally, our conclusion is given in Section 6.

2 Feature Extraction Using Random Basis

In this section, we present some backgrounds on random projection for immedi-
ate reference. This will be followed by an introduction of our proposed localized
random projection method for face feature extraction.

2.1 Background of Random Projection(RP)

Unlike most training based feature extraction methods which require a lot of
training samples and certain optimizing criteria, Random Projection(RP) has
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emerged as an efficient dimensional reduction method which does not require
any training samples. In RP, the original high-dimensional data can be pro-
jected onto a low-dimensional subspace using a set of randomly generated basis
where the orthonormal projection matrix consists of i.i.d. entries with zero mean
and constant variance. According to [8], RP preserves approximately the pair-
wise distance of points in Euclidean space, volumes and affine distance and the
structure of data without introducing significant distortion.

In order to significantly reduce the computational cost during the gener-
ation of projection matrix and projection onto a low-dimensional subspace,
Achliopta[9] proposed a sparse random projection(SRP) with elements belong-
ing to +/s(s € 1,3) and 0. A projection matrix R € R¥P with original face
dimension D and reduced dimension d, consists of the following entities.

1 with prob 215

Rji=+/s{ 0 with prob 1— 1. (1)
—1 with prob 215

When sparsity s is 3, then g of entities contain zero values. This leads to a
threefold speedup. Moreover, the multiplications with /s can be delayed and no
floating point arithmetic is needed.

More recently, Li[10] proposed a very sparse random projection method. They
showed that one can use s >> 3 (e.g. s = v/D, or even s = , P ) to significantly

logD
speedup the computation.

2.2 Proposed Localized Random Projection(LRP)

The relevance of SRP for feature extraction relies on how well the random dis-
tribution of non-zero entities (see Figll (e) ~ (f)) represents the distribution of
facial features. While SRP focuses on efficient dimension reduction, several sub-
space methods such as PCA, LDA and ICA, consider both dimension reduction
and effective feature representation. A uniform distribution of non-zero entities
in SRP may not be representative for 2D face images. Hence, we cast a ques-
tion, “How to change the distribution of the non-zero entities for face feature
extraction while preserving the generation rule in Eq. (d)”.

Inspired by localized feature extraction methods such as ICA, LFA and LNMF
(see Fig. [ (a) ~ (c)), we propose a localized random projection in this work.
Localized basis offers several advantages including stability to local deformations,
lighting variations, and partial occlusion[11]. The proposed method modifies the
uniform distribution of non-zero entities to localized distribution of non-zero
entities as illustrated in Fig. [] (g) ~(i). The following provides more details.

Our main problem is about how to generate the sparse projection matrix with
localized distribution of non-zero entities. In other words, we will need to deter-
mine the quantity, the position and the size(width, height) of localized blocks of
non-zero entities. We will treat each basic vector as a 2D face image basis because
we deal only with 2D images. Without loss of generality, we assume that each ba-
sis represents only one localized block. The position of a localized block can be set
randomly within the size of the image template(we use 32 x 32 size).
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Fig. 1. Examples of basis obtained from various subspace methods. In (e) ~ (i), black
indicates 0, white indicates sqrt(s) and gray indicates —sqrt(s).

The size of each block is related to the amount of non-zero entities, given by
sparsity s in Eq. (). For example, when s = 3, g of entities are non-zeros. In the
case of a 32x 32 template image, any size of rectangle block with width x height =
32x32x 3 can be used. Fig.[Il (g) shows some possible localized basis and Fig. [II
(h) shows some possible localized basis when we use s = 32(= v/ D = /32 x 32).

One consideration here is regarding how to choose the best s for effective facial
feature extraction. When s is small, many pixels are sampled for projection.
When s is large, a small number of pixels are sampled for projection. Here we
adopt the dynamic sparsity instead of fixed sparsity proposed by Achliopta and
Li in order to capture small and large scale structures of face features as shown
in Fig. [ (i).

3 A Network Ensemble Using Randomized Parameters

In this section, we propose an ensemble framework of combining multiple net-
works with randomly selected learning parameters in order to reduce the corre-
lation among classifiers.

3.1 Background of Single Layer Feedforward Network(SLFN)

Given n samples z; € R? and correspond target y;, a standard SLFN classifier
with h hidden nodes and activation function g can be mathematically modeled
as

h
=" Big(wjz; +1b;) (2)
j=1
where w; = [uj1,uj2,...,u;q)7 is the weight vector connecting the j'* hidden

node to the input nodes, b; is the threshold of the j** hidden node and 3; € R"
is the weight vector connecting the j** hidden node to the output nodes.

For k-class problem, denote © = [B41,..., 0] € R"* as the weight matrix
which is a collection of weight vector 8 and Y € R™** as the indicator matrix.
The n equations above can be written more compactly as
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HO=Y (3)

where
g(wizy +b1) ... g(wpxy + bp)
H = : : (4)
nxh
g(wwrn + bl) e g(’LUh-Tn + bh)

The weight parameters @ can be estimated by minimizing the Least-Squares
Error giving the solution[12]:

6=H"H)'HTY (5)

3.2 A Random Network Ensemble Framework

Face images with high dimensionality and a limited number of training examples
for each class easily lead to overfitting, overtraining, small-sample effect and
singularity particularly when using an RBF network for face recognition[13]. In
order to solve these problems, we combine multiple SLFN classifiers instead of
using a single Multi-Layered Perception(MLP) by the following strategies.

1. Reducing the number of empirically fixed learning parameters : A neural
network has various learning parameters which affect the recognition accu-
racy and computation. In the ensemble approach, it is particularly a time
consuming task to determine the empirically fixed learning parameters of
all networks. The classifier with such parameters may be not proper when
a small number of training samples are used. Here, we adopt the Extreme
Learning Machine(ELM)[12] classifier which comes with a small number of
learning parameters. In ELM, two weight parameters w and b are arbitrarily
chosen and need not be adjusted at all unlike the conventional SLFN classi-
fier. We train an individual ELM classifier using random number of features
and hidden units. Thus, the proposed method does not have empirically fixed
learning parameters.

2. Reducing the computational cost : The many number of classifiers is com-
bined to increase the overall accuracy. However this leads to an increase
in computational cost. Unlike MLP which uses an iterative search based
on gradient descent approach, the ELM estimates deterministically only G
parameter in closed-form for fast training.

3. Reducing the correlations between classifiers : In order to improve the overall
accuracy, each classifier should be trained differently to reduce the redun-
dant classification. In ELM, two weight parameters w and b are arbitrarily
chosen and need not be adjusted at all. As we train multiple number of ELM
classifiers, this generates different decision boundaries even though the same
training set is used. Moreover, the facial features have been extracted using
random basis. This, again, generates different decision boundaries among
ELMs which used the similar weight parameters w and b within the activa-
tion function.
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In short, we extract the face features using the proposed LRP and train multi-
ple ELMs using randomly selected learning parameters, finally we combine these
multiple number of ELMs using a sum rule. We will call this method LRP-ELM.
When C number of LRP-ELM classifiers are combined via a sum rule, the class
label of unseen sample = can be predicted using

c
class(x) = arg maxz @Zig(WCRc:E +Be),i=1,2,..,k (6)
c=1

where R, is ¢t projection matrix by LRP, W, and B, are ¢! parameters of

activation function, and @, ; is " column vector of ¢! weight matrix O,

4 Incremental Learning

Most classifiers adopt a batch based approach. This means that the classifiers
need to be retrained when additional samples arrived. This could be a very time
consuming task for ensemble approach.

The proposed LRP for facial feature extraction does not require the training
set. Therefore an updating rule is not needed unlike the incremental PCA and
incremental LDA. Moreover, the ELM can be retrained efficiently using only ad-
ditional samples based on a recursive least square formulation. For this purpose,
Huang[14] proposed an Online Sequential ELM(OSELM). When new feature
block of data H;y; and the corresponding indicator matrix Y;;; are received,
the parameter @1 can be estimated recursively as:

P =P — Pthqul(I + Ht+1PtH£r1)_1Ht+1Pt (7)
Ou41 =6+ Py HE (Y1 — Hy (1 6y)

Therefore the proposed random network ensemble can be applied efficiently
once a new training set is available.

5 Experiment

Several experiments are conducted to evaluate the proposed method in terms
of its generalization capability and efficiency. The experiments are repeated 10
times and the average test accuracy with the computational cost will be re-
ported. The combination of snapshot based PCA and SVM]J15] adopting poly-
nomial and RBF kernels( PCA-SVM(Poly) and PCA-SVM(RBF), respectively)
is used as the baseline classifier to compare the generalization capability and
time complexity with the proposed method. We will use following three public
face databases which contain many images per person and a large variation of
imaging conditions.
1. AR database[16] (AR) : 126 identities/26 samples - different facial expres-
sions, illumination conditions, and occlusions (sun glasses and scarf).
2. The extended Yale Face Database B[17] (EYALEB) : 28 identities / 1 frontal
pose of 6 poses / 64 illumination conditions.
3. The Pose, llumination and Expression Database [18](PIE) : 68 identities /
5 near frontal poses of 10 poses/ 5 illumination / 3 expression conditions.
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We first evaluate the test accuracy of a single classifier using AR and EYALEB
databases. Particularly, we evaluate the stability using a small number of training
set, i.e. 30% of the dataset is used as training set with the remaining used as
test set.

Fig. 2 (a) shows the test accuracy of compared methods at different number
of feature dimensions using the AR database. In AR dataset with large face
variation and with a limited number of training data in each class, the accuracy
of PCA-SVM seems to be very low compared to the that of the proposed method
because the training set is insufficient to predict the 70% test set which contains
more face variations than that in the training set. The accuracy of PCA-SVM is
seen to be 19.0% lower than the proposed method and seems to saturate at high
dimensions. According to Fig. @ (a), sparsity appears to affect the accuracy.
For example, LRP-ELM(s=32) records a higher accuracy than that of LRP-
ELM(s=3).

077 AT745% accuracy 82.3%
accuracy % 0.82 7
0.72 S PN
0.77 SR S

067 M%7

~~PCA-SVM(Poly) on —PCA-SVM(RBF)
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Fig. 2. Average test accuracy comparison on the proposed method and the PCA-SVM

Fig. @ (b) shows the test accuracy of compared methods on the EYALEB
database. The proposed method records a much higher accuracy(an improvement
of 8.2%) than that of PCA-SVM. The accuracy of LRP-ELM is seen to be lower
than that of PCA-SVM at low feature dimensions(< 150). However, the accuracy
of the proposed method increases when more features have been used.

In the second experiment, the accuracy of an ensemble classifier is evaluated.
Since there are three controllable parameters (feature dimension, the number of
hidden units and the number of classifiers) that can affect the accuracy, we con-
struct 5 cases of ensembles of classifiers according to the feature dimension(220
~ 500) and the number of hidden units(200 ~ 450). These values are set ran-
domly because we do not seek an empirically determined values by experiments.
As seen from Fig. [3] as we increase the number of classifiers, the accuracy of
the ensemble classifier via sum rule increases. And the ensemble classifier with
large number of features and hidden units records good accuracy. This result
shows a significant improvement of 12.5% in terms of test accuracy over that
before fusion. In EYALB database, the best accuracy of the proposed method is
89.4%(7.1% accuracy improvement over that before fusion).
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Fig. 3. Test accuracies of ensemble LRP-ELM classifiers(AR database)
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Fig. 4. Execution time comparison on the proposed method and the PCA-SVM us-
ing PIE database. The number in parenthesis indicates the number of the combined
classifiers.

To summarize, the accuracy of the combined classifier is 31.5% and 15.3%
higher than that of a single PCA-SVM classifiers in AR and EYALEB databases
respectively.

Finally, we compare the CPU execution times for both training and test using
the PIE dataset which contains a large number of samples. Fig.[d shows the CPU
times for training and test. Here PCA-SVM used 100 eigen-faces and LRP-
ELM used 400 localized random basis and 400 hidden units because PCA-SVM
requires smaller dimension than that of LRP-ELM as shown in Fig. 2.

As seen from Fig. [l (a), the proposed single LRP-ELM shows a much faster
training speed than that of PCA-SVM(RBF). The ensemble classifier LRP-
ELM(x20) using 20 classifiers is seen to be slower than single PCA-SVM(RBF).
Since multiple LRP-ELM classifiers are combined via sum rule, LRP-ELM(x10)
is 10 times slower than single LRP-ELM classifier. The computational cost of
LRP-OSELM using Eq. (@) is evaluated. This approach records an almost con-
stant execution time when the number of training samples increase, whereas the
execution time of PCA-SVM and LRP-ELM increases due to retraining of the
entire data set which includes the new and existing data.
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Fig. @ (b) shows the test execution time of the proposed method and PCA-
SVM classifying one hundred samples. All methods show a low computational
time within 610ms to classify one hundred samples. However, in mobile device
or real-time applications, a fast test time is important. According to Fig. @ (b),
the proposed single LRP-ELM is seen to be 79 times faster than that of SVM
when the number of training samples is 11,560. The ensemble classifier LRP-
ELM(x20) using 20 classifiers is faster than single PCA-SVM when more than
5780 training samples have been used. Another benefit of the proposed LRP-
ELM is that the execution time is almost independent of the total number of
training samples because LRP-ELM is dependent on feature dimension and the
number of hidden units, whereas PCA-SVM is dependent on the total number
of training samples because the number of support vectors is proportional to the
number of training samples.

6 Conclusion

In this paper, we proposed a random network ensemble for face recognition
particularly for problems with a large appearance variation and with a limited
number of training set. Unlike the conventional heterogeneous ensemble method,
the proposed method is based on a homogenous system using random projection
and randomized networks. In order to reduce the correlation between classifiers
in the homogenous combination, we proposed localized random projections using
sparse random basis. Next we train multiple number of single layer feedforward
networks using randomly selected learning parameters. Finally we combined mul-
tiple number of randomized networks via a rum rule. The proposed ensemble
network is subsequently extended to an incremental learning formulation. The
proposed method is seen to improve the recognition accuracy of about 31.5% and
15.3% compared to that of SVM classifier using features extracted by PCA on
AR and EYALEB databases, respectively. In terms of the computational cost,
the proposed method has shown a better efficiency than that of PCA-SVM.
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