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Abstract. In this work we present an algorithm for training an associative 
memory based on the so-called multi-layered morphological perceptron with 
maximal support neighborhoods. We compare the proposal with the original 
one by performing some experiments with real images. We show the superiority 
of the new one. We also give formal conditions for correct classification. We 
show that the proposal can be applied to the case of gray-level images and not 
only binary images.  
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1   Introduction 

Neural networks have shown to be an excellent alternative to face problems where it is 
difficult to find no algorithmic solution. Based on the functioning of the human nervous 
system, lots of researchers have proposed different neural processing models. Probably 
the best know model is the Back-propagation Neural Network [1], [2] and [3]. 

The study of the internal structure of neural cells has revealed that all cells have the 
same simple structure, independently of their size and shape. Information from a cell 
voyages through the signals that neurons send to other neurons through their 
dendrites. It is believed that the cellular body adds up the received signals; when 
enough inputs are available a discharge is produced. Initially, this discharge occurs in 
cellular body, it then propagates between the axon until the synapses that sends a new 
signal to the other neurons. 

An artificial neural network can be seen as a non-linear mapping between two 
pattern spaces: the input pattern set and the output pattern set. Normally the internal 
parameters of this mapping are determined by means of a training process and are 
denoted as synaptic weights. 

In the decade of the 50’s, Rosenblatt ([2], [3]) introduces the well-known perce-
ptron, which is the classical model that has been used for most of the actual 
developments. However, in the 90’s, Ritter et al., ([4], [5], [6]) and Sussner [12] 
presented a new kind of neural network model, the so-called morphological neural 
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network. Here, the classical operations of multiplication and addition are replaced by 
summations and max (or min), respectively. One difference between this model and 
the classical models is the computational cost when computing the value of i -th 

neuron at time 1t +  that in this model is less. 
In the last years it has been found that, apparently the processing of information 

not only occurs at the cellular body but also at the dendrites [7]. This affirmation 
could give an explanation of the great efficiency of our nervous system, since 
processing of the information happens practically along the communication channel.  

The material just presented along with the morphological paradigm is the departure 
point of this paper. 

2   Associative Memory Based on the Morphological Perceptron 

In [7] it is presented how a morphological perceptron allows classifying any compact 
set in the pattern’s domain, which can be used to build an associative memory able to 
recall patterns affected by mixed noise. The idea is to build a three layer associative 
memory (an of input, one hidden, and of output) as can be appreciated in Figure 1. 

 

 

 Fig. 1. Associative memory of three layers based on the morphological perceptron 

First layer works as register of the number of elements of the input pattern. Second 
one (the hidden layer) is composed of morphological perceptrons [7], one for each 
class, while the output layer is formed by perceptrons based on the max operator with 
a linear gating function, one perceptron for each component of the output patterns. 

The perceptrons of the hidden layer are morphological perceptrons with one input 

dendrite. The classified region is thus a hyper-rectangle in R n , whose goal is to 
classify the corresponding pattern inside the on-region. For the better functioning of 
this model, the perceptron outputs a zero in its on-region and −∞  in its 
complements. 

The output of a perceptron at the output layer is given as 
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where k
iy  is the i -th component of the k -th output pattern, and ( )k xϕ  is the 

output of the k -th perceptron of the hidden layer. Thus, when taking the max of the 
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outputs of the perceptrons kϕ  that output a −∞  unqualify pattern ky  as possible 

output of the associative memory. To train this associative memory, we have simply 
to define the supports of each key pattern. In this case the on regions of the 
corresponding patterns represent these supports. 

 From [3], during training, all supports of the memory are built as hyper-cubes of 
side equal to α , where α  is obtained as 

( )1
min ,
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i j
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<
<                                              (2) 

where ( ),i jd x x  is defined as 

( ) { }1,
, maxi j i j
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=
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                                 (3) 

and ( ) 1, ,ix i m= …  is the set of key patterns. 

To avoid collisions at the moment of classification it is necessary that the supports 
are disjoint two by two. This is not demonstrated in [7]. Next a brief proof that this 
happens is given. 

Proposition 1. Let M a multi-layered associative memory. If each key pattern kx  has 

a support ( ){ }: , k
kS x d x x α= < , with α  as defined in equation (2), then it hold 

that ,i jS S i j∩ =∅ ∀ ≠ . 

Proof. Let us suppose that i j≠∃  such that i jS S∩ ≠∅ , this means that there is a 

x  such that ( ), id x x α<  and ( ), jd x x α< . When summing and using triangles’ 

inequality we get: ( ) ( ) ( ) ( ), , , 2i j i jd x x d x x d x x α α α≤ + ≤ + = , then 

( ), 2i jd x x α< , or in other words 
( ),

2

i jd x x
α< !!, which is a contradiction, 

thus the proposition hold. 
 

One of the drawbacks of this method to construct the supports is that if two of them 
are of them too close, the (radius) of the neighborhood’s supports reduce drastically. 

In [7] it is proposed another method to increase the neighborhoods of the supports 
by means of the kernels’ method. According to [7], with this the range of permissible 
noise is increased. However, this method makes expensive the computational cost and 
besides it imposes restrictions over the patterns very difficult to get. 

3   Proposed Training Algorithm 

In the content of this work, let us suppose that a pattern is represented in terms of n  
object features; then at each coordinated axis we can compute the variation obtained 
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per feature by ordering all components. By computing the average of variability per 
pattern it is possible to define a threshold. For practical purposes, this threshold 
allows to consider if two patterns can be considered to be the same from the point of 
view of one of their components. This way we avoid having very tiny supports with 
respect to the coordinated axis. This way the drawback of the algorithm described in 
last section is surpassed. 

 

 

 

 Fig. 2. Flowchart to get average variation threshold  

The algorithm to find the average variation threshold by axis is observed in Fig. 2.  
In this case, X  is a matrix of n m× . At j -th column it is j -th pattern, while at i -

th line are the m  features of the i -th axis of each pattern. In iU  it is the average 

variation threshold for the i -th axis. The key point for the training of the multi-
layered morphological perceptron consists on constructing the supports for each 
pattern. In general these supports must be disjoint two by two to avoid that two 
patterns be assigned to the same output. This is fulfilled in the proposed algorithm 
thanks to the following: 

 

Proposition 2. Let iΩ  and jΩ  two arbitrary supports corresponding to different 

patterns in R n , built according to average variation threshold, then it holds that 

i jΩ =Ω  or i jΩ ∩Ω =∅ . [13]. 
 

Proof. Let ix  and jx  the corresponding patterns to supports iΩ  and jΩ , 

respectively, then we have two cases: 
 

a. If it holds that 1,,i j
k k k k nx x U =− < ∀ … , with kU  is the average variation. 

If this holds then i jΩ =Ω . 

b. If 1, ,k n=∃ …  such that i j
k k kx x U− >  would imply that at k th−  coordinate, 

the support does not coincide and on the axis they are disjoint, thus they are 

disjoint in R n . 



550 R. Barrón, H. Sossa, and B. Cruz 

Evidently, when the patterns are too close, the neighborhoods would present 

occlusions. In these cases i jΩ =Ω  for i j≠ , one variant of this algorithm would 

be to consider that i jΩ ∩Ω ≠∅ , but that each neighborhood is centered at its 

respective key pattern. The advantage of this enhancement is that neighborhoods 
allowing more noise to be added to the patterns will be enlarged. 

4   Numerical Examples 

Example No. 1. Let the following set of key patterns in R n : 
 

1 2 3 4 5 63 1 2 2 4 3
, , , , ,

4 4 2 3 5 2
x x x x x x

⎧ ⎫⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤− − − −⎪ ⎪⎪ ⎪⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = = = = =⎨ ⎬⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎪ ⎪− − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎪ ⎪⎩ ⎭
    (4) 

  

a) Solution obtained by means of algorithm proposed in [7]: 
 

By applying the algorithm proposed in [7], according to equation (2) 0.5α= . 
Figure 3 shows the neighborhoods obtained when using this value of α .  

 
 

 
 Fig. 3. Neighborhoods obtained when algorithm proposed in [7] is used 

b) Solution obtained by means of algorithm proposed in this paper (first 
variant): 

 

When using the algorithm to get the maximal support neighborhoods, by applying the 
flowchart shown in Figure 3, we get the threshold value U  as: 

 

1.166

1.5
U

⎡ ⎤
⎢ ⎥= ⎢ ⎥⎣ ⎦

                                                             (5) 

The neighborhoods obtained by using this threshold value are shown in Figure 4. 
The differences can be immediately appreciated. In this second case the range on 
noise for each pattern, as can be appreciated, is bigger.  
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Fig. 4. Neighborhoods obtained when using first variant of the proposed algorithm 

c) Solution obtained by means of algorithm proposed in this paper (second 
variant): 

 

We apply the same procedure used by the first variant, but in this case the 
neighborhoods are centered at the corresponding key patterns. The threshold is the 
same given by equation (5). 

 

Fig. 5. Neighborhoods obtained when using second variant of the proposed algorithm 
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The neighborhoods obtained are shown in Fig. 5. Due to the neighborhoods are 
now centered at their respective key patterns, in this case the support for noise is 
bigger. Note also the occlusions between classes that do not occur in the first 
variant. 

In the following section we show how the proposal described in this paper can be 
used not only to recall binary patterns but also gray-level patterns such images. 

5   Experiments with Real Patterns 

For this experiment we used the images shown in Fig. 6. These images are gray-level of 
262 326×  elements. They were perturbed with noise from 5% to 15%, in steps of 5%. 

     

Fig. 6. Original images of experiments 

The input key patterns where formed by describing each image by means of known 
Hu invariants ([10], [11]). Figures 7 to 9 show graphically the results obtained when 
using the algorithm proposed in [7], and the algorithm proposed in this paper to the 
images is shown in Figs. 10 to 12. From all of these figures we can observe that when 
adding, even small quantities of noise to the patterns, the original algorithm proposed 
in [7] fails to recall practically of the patterns, while the proposal, although with 
modest percentage, several of the desired patterns are correctly recalled. 

 

     
(a) 

     
(b) 

Fig. 7. (a) Images altered wit 5% of noise. (b) Images recalled using [7].  
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(a) 

     
(b) 

Fig. 8. (a) Images altered wit 10% of noise. (b) Images recalled using [7]. 
 

     
(a) 

     
(b) 

Fig. 9. (a) Images altered wit 15% of noise. (b) Images recalled using [7].  
 

 

     
(a) 

     
(b) 

Fig. 10. (a) Images altered wit 5% of noise. (b) Images recalled using the proposal.  
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(a) 

     

(b) 
Fig. 11. (a) Images altered wit 10% of noise. (b) Images recalled using the proposal. 

 

     
(a) 

     

(b) 

Fig. 12. (a) Images altered wit 15% of noise. (b) Images recalled using the proposal 

6   Conclusions 

In this paper we have presented an algorithm to train the multi-layered morphological 
perceptron that allows to build more efficient support neighborhoods, since the point 
of view of pattern recall, from the set of key pattern patterns of the training set of an 
associative memory in both its auto-associative or hetero-associative way of 
operation. By several experiments with real patterns, we have shown that the proposal 
can be used to recall gray-level images and not only binary images. We show the 
superiority of the new one. 
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