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Abstract. In this paper we present a semi-automatic ontology editor as 
implemented in a new version of OntoGen system. The system integrates 
machine learning and text mining algorithms into an efficient user interface 
lowering the entry barrier for users who are not professional ontology engineers. 
The main features of the systems include unsupervised and supervised methods 
for concept suggestion and concept naming, as well as ontology and concept 
visualization. The system was tested in extensive user trails and in several real-
world scenarios with very positive results. 
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1   Introduction 

The rapid growth of documents, web pages and other types of textual content pose a 
great challenge to modern content management systems. Ontologies offer an efficient 
way to reduce the amount of information overload by encoding the structure of a 
specific domain and offering easier access to the information for the users. However, 
all major ontology editors (such as Protégé[3], OntoStudio[4], …) are fully manual 
and offer little support to the users for structuring domains. 

OntoGen [1, 2] is a semi-automatic and data-driven ontology editor focusing on 
editing of topic ontologies (a set of topics connected with different types of relations). 
The system combines text-mining techniques with an efficient user interface to reduce 
both: the time spent and complexity for the user. In this way it bridges the gap 
between complex ontology editing tools and the domain experts who are constructing 
the ontology and do not necessarily have the skills of ontology engineering. The two 
main characteristics of the system are the following. 

• Semi-Automatic – The system is an interactive tool that aids the user during the 
ontology construction process. It suggests: concepts, relations between the 
concepts, names for the concepts, automatically assigns instances to the concepts, 
visualizes instances within a concept and provides a good overview of the ontology 
to the user through concept browsing and various kind of visualization. At the 
same time the user is always in full control of the systems actions and can fully 
adjust all the properties of the ontology by accepting or rejecting the system’s 
suggestions or manually adjusting them. This lets the user to establish a trust 
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towards the system in a way that he has a full control over all the modifications to 
the edited ontology. 

• Data-Driven – Most of the aid provided by the system is based on the underlying 
data provided by the user typically at the beginning of the ontology construction. 
The data reflects the structure of the domain for which the user is building 
ontology. The data is provided as a document corpus where ontological instances 
are either the documents themselves or name-entities occurring in the documents. 
The system supports automatic extraction of instances (used for learning concepts) 
and co-occurrences of instances (used for learning relations between the concepts) 
from the data. 

The rest of the paper is structured as follows. In Section 2 we provide a general 
overview of OntoGen system, following with detailed description of implementation 
of the major features in Section 3. We conclude the paper with description of user 
trails (Section 4). 

2   Overview of OntoGen System 

Major features of the system generally serve one or both of the two major design 
goals of OntoGen: (1) visualization and exploration of existing concepts from the 
ontology and (2) addition of new concepts or modification of existing concept trough 
simple straightforward procedures aided by machine learning, text mining. 

 

Fig. 1. Left: the user is getting suggestions for the sub-concepts of the selected concept (left 
bottom part); the ontology is visualized as a concept hierarchy in textual mode (left upper part) 
and in graphical mode (right central part). Right: the user is investigating the selected concept 
by browsing through the concept statistics (bottom left), the concept’s documents including 
their content (upper right) and the graph of similarities of the documents towards the concept 
(bottom right). 

The main window of the system provides multiple views on the ontology. A tree-
view on the ontology, as it is intuitive for most users, presents a natural way to 
represent a concept hierarchy. This view is exposed as a standard Windows control 
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used to show folder structure and as a visualization offering a one-glance view of the 
whole ontology. Each concept from the ontology is further exposed by the set of the 
most informative keywords for the target concept being automatically extracted using 
text-mining techniques [1] and through a topic-map of the documents belonging to the 
concept (more details in Section 3). Figure 1 shows the standard layout of the system. 

Concept suggestions play a central part in the system. We provide unsupervised 
and supervised methods for generating suggestions. Unsupervised learning methods 
automatically generate a list of sub-concepts for a currently selected concept by using 
k-means clustering and latent semantic indexing (LSI) techniques [1, 8] to generate a 
list of possible sub-concepts. Supervised learning methods on the other hand require 
the user to have a rough idea about a new topic – this is identified through a query 
returning the documents.  The system automatically identifies the documents that 
correspond to the topic and the selection can be further refined by the user-computer 
interaction through an active learning loop [1, 10] using a machine learning technique 
for semi-automatic acquisition of the user knowledge. The system also provides 
means of defining concept by selecting areas in the corresponding topic-map.  

3   Implementation of Main Features 

In this section we describe the main features of OntoGen including concept hierarchy 
visualization, management of a concept providing the concept details and suggestions 
for the concept naming, formation of a new concept based on unsupervised and 
supervised machine learning methods, concept visualization. We also provide a brief 
description of some additional features that enable collaborative editing of ontologies 
and user profiling. 

 

Fig. 2. Tree-view visualization. The user can reposition an existing concept to a different 
position in the hierarchy or delete an existing concept from the ontology. When moving a 
concept, the program pops up a dialog window asking the user to select the destination concept. 

3.1   Concept Hierarchy Visualization 

The part of the main window which is always visible to the user is the tree-view 
visualization of the concept hierarchy (the upper left in Figure 1 “Concept hierarchy”, 
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isolated in Figure 2). It offers a quick overview of all the concepts with their position 
in the concept hierarchy, direct access to commands for manipulating the hierarchy. 

Ontology is also visualized in real time on the right side of the main window 
(“Ontology visualization” in Figure 1). The root concept is displayed in the centre of 
the visualization; sub-concepts of the root concept are displayed in the circle around 
the root concept, and so on. The user can select a concept by clicking on it on the 
visualization. The currently selected concept is drawn in red color, other concepts are 
drawn in blue color and the relations are drawn with green color. 

3.2   Concept Details and Management 

Detail and properties of the selected concept are presented in the bottom left part of 
the main window (“Selected concept’s details” in Figure 1 and left side of Figure 3). 
In this part the user can change the name of the selected concept, check the concept’s 
main keywords and see the number of instances in the concept (All documents), 
number of instances not in any of the sub-concepts (Unused documents) and average 
similarity of the documents within the concept (Avg. Similarity). 

 

Fig. 3. Left: component showing details of the currently selected concept. Right: Interface for 
managing concepts. 

There are two keyword extraction methods implemented in the system [1]. The 
first one, shown under Keywords, is composed from words most descriptive for the 
content of the concept’s instances and the second one, shown under SVM Keyword, is 
composed from words most distinctive for the selected concept with regards to its 
sibling concepts in the hierarchy. Since SVM keywords are expensive to extract they 
are computed only on user’s request (with button “Calc”). 

After a new concept is added to the ontology, either with unsupervised or 
supervised methods, the system automatically assigns instances to it. Since this 
assignment is often not perfect the user can manually reassign instances to and from 
the concept through the interface shown in right part of Figure 3. Interface is 
composed of the list of instances where the instances from the concept are checked. 
Assignment of instances can be simply changed by checking or un-checking them. 
The content of the selected instance is displayed on the right side. OntoGen also has 
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functionality for detecting specific inconsistencies inside ontology. When an instance 
does not belong to the selected concept but is in one of its sub-concepts, then it has 
highlighted using red background (for example check Figure 3). 

3.3   Concept Suggestions 

One of the main parts of the system is suggestions of possible new concept to add to 
the ontology. There are two different approaches implemented for concept learning. 
In the unsupervised approach the system provides suggestions for possible sub-
concepts of the selected concept. In the supervised approach the user has an initial 
idea of what a sub-concept should be about and enters it into the system as a query. 

3.3.1   Unsupervised 
Unsupervised suggestions are based on clustering methods from text-mining [1] and 
clusters of instances from selected concept are treated as sub-concept suggestions. 
The user can supervise the number of clusters the clustering methods should return 
and on which instances the clustering should be performed (All for all instances in the 
concept and Unused for instances that are currently not in any of the concept’s sub-
concepts). An example of suggestions is given in Figure 4. User can accept and add to 
the ontology any of the provided suggestions by simply checking it and clicking Add 
button. 

 

Fig. 4. The clustering algorithm prepares suggestions and the program displays them in the list 
(see lower half). Each suggested sub-concept is described by the extracted main keywords 
(using the centroid method) and the size. A longer list of keywords is displayed when the user 
moves with mouse over the suggestion. 

3.3.2   Supervised 
A new feature in OntoGen is a supervised method for adding concepts. It is based on 
SVM active learning method [2] and is only applied to the instances from the selected 
concept. The user supervision is provided first by a query or a set of keywords 
describing the concept that the user has in mind and followed by a sequence of 
questions (see figure 5).  
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On each step the system asks if a particular instance belongs to the concept and the 
user can select Yes or No. The questions are chosen from the instances on the border 
between being relevant to the query or not and are therefore most informative to the 
system. The system refines the suggested concept after each reply from the user and 
the user can decide when to stop the process based on how satisfied he is with the 
suggestions. After the concept is constructed it is added to the ontology as a sub-
concept of the selected concept. 

 

Fig. 5. Left: user entering a query. Right: question example from the system for the given query. 
Instance and its description is shown to aid the user at the decision. 

3.3.3   Example of Unsupervised and Supervised Concept Suggestion 
There is a fundamental difference between the unsupervised and supervised methods. 
The main advantage of unsupervised method is that it requires very little input from 
the user (number of clusters). The unsupervised method provide well balanced 
suggestions for sub-concepts based on the instances and can be very useful for 
exploring the data. 

The supervised method on the other hand requires more input. The user has to first 
figure out what should the sub-concept be, he has to describe the sub-concept trough a 
query and go through the sequence of questions to clarify the query. This is intended 
for the cases where the user has a clear idea of the sub-concept he wants to add to the 
ontology but the unsupervised methods do not discover it. Idea for a query can come 
from concept visualization presented in the next section. 

3.4   Concept Visualization 

Instances of selected concept can be visualized using text-document visualization 
techniques described in [6]. The instances are presented as points on a map in such a 
way that each instance located close to similar instance and far from less-similar 
instances. The similarity between instances is calculated based on their textual 
description using cosine similarity (well know similarity measure from text-mining 
and information retrieval). The density of instances in specific part of the map is 
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presented by the background texture. Most common keywords are shown for each 
area of the map and when the user moves the mouse around the map an extended list 
of the most common keywords is shown for the area around the mouse. The user can 
also zoom-in to see specific areas in details. 

The visualization is tightly integrated into the system. The user can add new sub-
concepts to the ontology by simply selecting a group of instances from the map. This 
is particularly useful since visualization often represents the groupings of similar 
instances into clusters. There is an example of visualization in Figure 6. 

 

Fig. 6. The visualization is showing a map where each instance is a description of one 
insurance company. We can see that instances nicely group into three distinct clusters: 
reassurance, home and car insurance and life insurance. The user selected the instances from 
home and car insurance using mouse (the pink instances) to add them as a sub-concept to the 
ontology. 

3.5   Collaborative Editing and User Profiling 

The system also offers collaborative editing of ontologies where the user can use 
topics and relations which were previously constructed by other users. The system 
supports the user by suggesting similar topics/relations from the collection of 
ontologies. 

User profiling is also used to tune the human ontology interaction based on the 
previous work of the users. This is done by recording previous choices that the user 
made when constructing ontologies and using them as an extra input to provide a 
personalized view on the underlying data and the ontology constructed so far trough 
“personalized word weighting schemas” (instead of using predefined schemas such as 
TFIDF [7]). 
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4   Evaluation 

The first prototype of the system [1] was already successfully applied in case studies 
of several commercial projects from the domain of business, legislation and digital 
libraries. The users participating in the case studies were domain experts with limited 
experience in ontology construction. The feedback we got from the user was positive 
and we have used it to further improve the user interface. For example, simple method 
for moving concepts in the hierarchy (Section 3.1) is based on the feedback from 
users. In particular, the system enabled the users to model ontologies which would be 
significantly more difficult and expensive to model otherwise. 

4.1   User Trail Setup 

The latest version of the system [2] was extensively tested trough user trails at Faculty 
of Arts and Sciences in Rijeka [11]. The general goal of user trials was to gain as 
much useful information as it could be done in order to objectively assess the current 
stage of development of the OntoGen and its functionalities [9].  

For that purpose two different groups of users were chosen to provide the useful 
data from two different points of view; one group consisted of 48 Computer sciences 
students and other from 43 Psychology and Pedagogy sciences students. That kind of 
user selection enabled the gathering of data from subjects who, generally, have good 
computer skills, only one group has more than average informational knowledge and 
understands the technical background of software development, and other group has 
more than common knowledge about cognitive processes of mental data structuring 
and organizing. 

An average length of user trail session took 90 minutes and consisted of three 
phases. The first phase was used to introduce the users to the purpose of the task and 
to explain the procedures which will follow in the second and third phases of the trail. 
Main data collection is second phase of user trials and it had three main parts – 
before, during and after the demonstration of OntoGen system. In these parts we 
recorded several measure points for data collection:  

1. Filling in the Initial questionnaire 
2. In the second part the students tested the ontology construction system OntoGen. 

After demonstration of the OntoGen system by the facilitator, they were asked to 
fulfill the following two tasks: 
− Construct ontology which captures the areas covered by the companies in the 

given collection of descriptions of 7177 companies. 
− Construct two different ontologies on top of the same collection of 5000 news 

articles from Reuters news agency. The first ontology should group instances 
based on geographical properties, and the second based on topic of news 
articles. 

3. In the third part, through the End questionnaire, they were asked about their 
experiences with the tested system. After the trial students also had a possibility to 
discuss their experiences with other participants involved in trials. 
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Conclusion is the third phase of user trial in which it is necessary to thank all the 
users for participating in user trial. Also, at this moment, it is very important to discus, 
if necessary, any question or thought aroused from the tasks during the trials. 

4.2   User Trail Results 

The general impression of OntoGen tool is marked “mostly good” to “very good” on 
scale from “not good at all”, “sufficient”, “mostly good”, “very good” to “excellent”. 
The great majority of users think that the tool is useful, but there is some resentment 
in content presentation of the main areas; the overall mark would be “mostly good” 
for Ontology visualisation, Concept tree and Concept Properties. The similar situation 
occurred in assessment of graphical interface; overall impression is “mostly good”, 
but there were objections expressed concerning the attractiveness. Users repeatedly 
pointed out that there should be more colours. 

Qualitative analysis revealed that one of the main advantages of OntoGen is 
managing large data bases with easiness. According to users, the tool is efficient, 
saves time and effort and gives a lot of space for user intervention. Disadvantages, as 
perceived, mostly concern unattractive look, abstract conception and occasional 
slowness and need to learn how to use it first. 

Users also think that there is a clear distinction between two ways of ontology 
creation (unsupervised and supervised). Here the users only draw attention to the 
improvement of the graphical layout. Lack of detailed instructions and need for all the 
options in one place were pointed out as the main difficulties in generating concepts. 

Visualization of concepts proved to be a great help in choosing sub-concepts for 
majority of users. Most of the users found the current state of visualization 
appropriate, but in need of more attractive graphical solutions and even bigger 
window or perhaps larger monitors. Furthermore, users think that with adding of 
concepts, picture becomes cluttered which makes it hard to inspect.  

When it comes to concept documents management, users think that it is quite good 
manageable. There are no significant differences in assessing that part of OntoGen; 
general mark for all the operations included in document management within the 
concepts is “very good”. 

5   Conclusions 

In this paper we presented an extension of ontology editors based on extensive use of 
machine learning and text mining methods which aid the user in the major steps of 
ontology construction process. The inherent danger of such approach is than an 
introduction of new text mining methods could make the whole system hard to 
comprehend and use by the domain experts, which in general do not have any 
knowledge of text mining. However, our user trails showed that tool OntoGen 
managed to avoid such missteps and that it can be used by people without background 
from machine learning. 

As part of future work we plan to use the comments of the user trails to improve 
the user interface and user interactions. We also plan to extend the system with 
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support for user collaboration when editing larger ontologies and to support for reuse 
of ontologies or parts of ontologies produced by other users. 
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