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Abstract. Aiming at emotion deficiency in present E-Learning system, speech 
emotion recognition system is proposed in the paper. A corpus of emotional 
speech from various subjects, speaking different languages is collected for 
developing and testing the feasibility of the system. The potential prosodic 
features are first identified and extracted from the speech data. Then we 
introduce a systematic feature selection approach which involves the 
application of Sequential Forward Selection (SFS) with a General Regression 
Neural Network (GRNN) in conjunction with a consistency-based selection 
method. The selected features are employed as the input to a Modular Neural 
Network (MNN) to realize the classification of emotions. Our simulation 
experiment results show that the proposed system gives high recognition 
performance. 
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1   Introduction 

E-Learning uses modern educational technologies to implement an ideal learning 
environment through integrating the information technology into curriculum, which 
can embody the learning styles of students’ main-body function, reform the traditional 
teaching structure and the essence of education thoroughly [1]. 

Although the current E-Learning systems have many merits, many of them only 
treat advanced information technology as simple communication tools, and release 
some learning contents and exercises in the network [2]. This kind of movable 
textbook or electronic textbook is indifferent to the learners, which lacks of the 
interaction of emotion. Besides, this kind of learning materials without using of the 
superiority of interactive multimedia technology and displaying the function of 
network effectively, which leads to the phenomenon of emotion deficiency in the 
current E-Learning system. 

Emotion deficiency refers to the separation among students and teachers, students 
and students, which make students and teachers, students and students can’t carry on 
face to face communicating promptly like conventional education. Thus, some 
learning problems of the learners in the learning process can’t be solved and 
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perplexity of the psychology can‘t get help. If students gaze at indifferent computer 
screens for a long time, they do not feel the interactive pleasure and emotion 
stimulation, and they may have antipathy emotion. 

Affective computing is a hot topic in Artificial intelligence, it is computing that 
related to, arise from, or deliberately influence emotion [3], which is firstly proposed 
by Professor Picard at MIT in 1997. Affective computing consists of recognition, 
expression, modeling, communicating and responding to emotion [4].In this 
components, emotion recognition is one of the most fundamental and important 
modules. It is always based on facial and audio information. 

In the field of HCI, speech is primary to the objectives of an emotion recognition 
system, as are facial expressions and gestures. It is considered a powerful mode to 
communicate intentions and emotions. This paper explores methods by which an E-
learning System can recognize human emotion in the speech signal. Basing on it, the 
corresponding emotion encouragement and compensation is provided according to the 
specific emotion state. Teaching strategies and learning behaviors are adjusted 
according to learners’ emotion state. Thus, it could help the learners to solve emotion 
deficiency in E-learning system essentially.  

In the past few years, a great deal of research has been done to recognize human 
emotion using audio information. In the paper [5], the authors explored several 
classification methods including the Maximum Likelihood Bayes classifier, Kernel 
Regression and K-nearest Neighbors, and feature selection methods such as Majority 
Voting of Specialist. However, the system was speaker dependent, and the 
classification methods had to be validated on a completely held-out database. In [6], 
the authors proposed a speaker and context independent system for emotion 
recognition in speech using neural networks. The paper examined both prosodic 
features and phonetic features. Based on these features, one-class-in-one (OCON) and 
all-class-in-one (ACON) neural networks were employed to classify human emotions. 
However, no feature selection techniques were used to get the best feature set, and the 
recognition rate was only around 50%. 

In this paper, we present an approach to language-independent machine 
recognition of human emotion in speech. The potential prosodic features are extracted 
from each utterance for the computational mapping between emotions and speech 
patterns. The discriminatory power of these features is then analyzed using a 
systematic approach, which involves the combination of SFS [7], GRNN [8] and 
consistency-based selection method. The selected features are then used for training 
and testing a modular neural network. Standard neural network and K-nearest 
Neighbors classifiers are also investigated for the purpose of comparative studies. 

2   Speech Emotion Recognition System in E-Learning 

The structure of speech emotion recognition system is shown in Figure 1. It consists 
of seven modules: speech input, preprocessing, spectral analysis, feature extraction, 
feature subset selection, modular neural network for classification, and the recognized 
emotion output.  
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Fig. 1. The structure of speech emotion recognition system 

2.1   Data Acquisition 

In order to build an effective language-independent emotion recognition system and 
test its feasibility, a speech corpus containing utterances that are truly representative 
of an emotion was recorded. Our experimental subjects were provided with a list of 
emotional sentences, and were directed to express their emotions as naturally as 
possible by recalling the emotional happening, which they had experienced in their 
lives. The data were recorded for six classes: happiness, sadness, anger, fear, surprise 
and disgust. Since our aim is to develop a language in dependent system, subjects 
from different language backgrounds are selected in this study. The speech utterances 
were recorded in English, Chinese. Over 500 utterances, each delivered with one of 
six particular emotions, were recorded at a sampling rate of 22050 Hz, using a single 
channel 16-bit digitization.  

2.2   Preprocessing 

The preprocessing prepares the input speech for recognition by eliminating the 
leading and trailing edge. The volume is then normalized to improve detection by the 
spectrogram generator. Unvoiced sounds are cut if they appear dominant in the signal. 
A noise gate with a delay time of 150 ms and a threshold of 0.05 is used to remove 
the small noise signal caused by digitization of the acoustic wave. The threshold is the 
amplitude level at which the noise gate starts to open and let sound pass. A value of 
0.05 is selected empirically through the observation of background static“hiss” in the 
quiet parts of sections. 

2.3   Spectral Analysis and Feature Extraction 

Previous works have explored several features for classifying speaker affect: 
phoneme and silence duration, short-time energy, pitch statistics and so on. However, 
as prosody is believed to be the primary indicator of a speaker’s emotional state, we 
choose prosodic features of speech for emotion analysis. A total number of 17 
prosodic features are extracted by analyzing the speech spectrogram. These 17 
possible candidates are listed in Table 1. 
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Table 1. 17 Prosodic Features 

Feature Description 
1 Pitch range (normalized) 
2 Pitch mean (normalized) 
3 Pitch standard deviation (normalized) 
4 Pitch median (normalized) 
5 Rising pitch slope maximum 
6 Rising pitch slope mean 
7 Falling pitch slope maximum 
8 Falling pitch slope mean 
9 Overall pitch slope mean 
10 Overall pitch slope standard deviation 
11 Overall pitch slope median 
12 Amplitude range (normalized) 
13 Amplitude mean (normalized) 
14 Amplitude standard deviation (normalized) 
15 Amplitude median (normalized) 
16 Mean pause length 
17 Speaking rate 

3   Feature Selection  

The ultimate goal of feature selection is to choose a number of features from the 
extracted feature set that yields minimum classification error. In this study, we 
propose the adoption of an efficient one-pass selection procedure, the sequential 
forward selection (SFS) approach that incrementally constructs a sequence of feature 
subsets by successively adding relevant features to those previously selected. To 
evaluate the relevancy of the subsets, we adopt the general regression neural network 
(GRNN). In this section, we first analyze the discrimination power of the 17 extracted 
features using the SFS method with GRNN. We then discuss some limitations of 
GRNN as the number of selected features grows, and introduce a consistency based 
selection [9] as a complementary approach.  

3.1   Sequential Forward Selection 

The SFS is a bottom-up search procedure where one feature at a time is added to the 
current feature set. At each stage, the feature to be included in the feature set is 
selected among the remaining available features, which have not been added to the 
feature set. So the new enlarged feature set yields a minimum classification error 
compared to adding any other single feature. If we want to find the most 
discriminatory feature set, the algorithm will stop at a point when adding more 
features to the current feature set increases the classification error. For finding the 
order of the discriminatory power of all potential features, the algorithm will continue 
until all candidate features are added to the feature set. The order in which a feature is 
added is the rank of feature’s discriminatory power. 
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3.2   General Regression Neural Network 

The GRNN is then used to realize the feature selection criteria in measuring 
classification error. The GRNN is a memory based neural network based on the 
estimation of a probability density function. The main advantage of the GRNN over 
the conventional multilayer feed-forward neural network is that, unlike the multilayer 
feed-forward neural network which requires a large number of iterations in training to 
converge to a desired solution, GRNN needs only a single pass of learning to achieve 
optimal performance in classification. In mathematical terms, if we have a vector 
random variable x, a scalar random variable y, let X be a particular measured value of 
x, then the conditional mean of y given X can be represented as: 
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In the above equation (1), n denotes the number of samples. Xi and Yi are the sample 
values of the random variable x and y. The only unknown parameter in the above 
equation is the width of the estimating kernelσ . However, because the underlying 
parent distribution is not known, it is impossible to compute an optimum value of σ  
for a given number of observations. So we have to find the σ  value on an empirical 
basis. A leave-one-out cross validation method is used to determine the σ  value that 
gives the minimum error. 

3.3   Experimental Results Using SFS and GRNN 

By applying SFS/GRNN, the discriminatory power of the 17 candidate features is 
determined in an order of {1,13,17,4,8,9,3,16,6,7,15,14,12,5,2,11,10}. The mean 
square error versus the feature index is plotted in Figure 2. 

The abscissa in Fig. 2 corresponds to feature order number. From the curve above, 
we can observe that the minimum mean square error occurs at the point where the top 
11 features are included, which correspond to the feature numbers {1,13,17,4,8,9,3,16 
,6,7,15}. However, we can also observe that when the feature index number is greater 
than 9, the error curve is almost flat. A possible interpretation of this outcome is that 
due to the approximation nature of the GRNN modeling process which does not 
incorporate any explicit trainable parameters, it will be increasingly difficult for the 
network to characterize the underlying mapping beyond a certain number of features 
due to the limited number of training samples and their increasing sparseness in high-
dimensional spaces. Thus, the order of features beyond the minimum point may not 
necessarily reflect their actual importance. We therefore need to consider more 
carefully about the relevance of those features around and beyond the minimum. An 
alternative approach is suggested in the next section to review the effectiveness of 
features from the point where the error curve begins to flatten. 
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Fig. 2. Error Plot for SFS/GRNN 

3.4   Consistency-Based Feature Selection 

In this paper, we use a consistency-based approach as a complementary approach to 
evaluate the relevance of features around and beyond the minimum error point. The 
consistency measure of each feature is computed by: 

int tan
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Where the distances are the space of the features under consideration. A given feature 
is said to have a large discrimination power if its intra-class distance is small and 
interclass distance is large. Thus, a greater value of the consistency implies a better 
feature. 

3.5   Experimental Results Using Consistency-Based Selection 

By computing the consistency measure for the features around and beyond the 
minimum point using equation (3), we find that feature 2 has the highest consistency 
measure. The consistency ranking of the next top three features is the same as 
achieved by SFS/GRNN. These features are 6, 7, and 15. As a result, we choose four 
highly consistency features, namely {2, 6, 7, 15}. Using the combined SFS/GRNN 
and consistency-based method, we get a total of 12 features. These 12 features are 
used as input to the MNN which will be described in the next section. 

4   Experiment and Conclusion 

In this section, we present a modular neural network (MNN) architecture, which 
effectively maps each set of input features to one of the six emotional categories. It 
should be noted that although we use a GRNN for feature selection, but GRNN has 
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the disadvantage of high computational complexity, and is, therefore not suitable for 
evaluating new samples. Thus we apply a modular neural network based on back-
propagation for classification which requires less computation. In the experiments, we 
compared the performance of MNN, Standard neural network and K-nearest 
Neighbors classifier. 

4.1   Recognizing Emotions 

In this study, the motivation for adopting a modular structure is based on the 
consideration that the complexity of recognizing emotions varies depending on the 
specific emotion. Thus, it would be appropriate to adopt a specific neural network for 
each emotion and tune each network depending on the characteristic of each emotion 
to be recognized. The MNN implementation is based on the principle of “divide and 
conquer”, where a complex computational task is solved by dividing it into a number 
of computationally simple subtasks, and then combining their individual solutions. 
Modular architecture offers several advantages over a single neural network in terms 
of learning speed, representation capability, and the ability to deal with hardware 
constraints. The architecture of the MNN used in this study in shown in Figure 3. The 
proposed hierarchical architecture consists of six sub-networks, where each sub-
network specializes in a particular emotion class. In the recognition stage, an 
arbitration process is applied to the outputs of sub-network to produce the final 
decision. 

 

Fig. 3. Modular Neural Network Architecture 

4.2   Recognition Results 

The experiments we performed are based on speech samples from seven subjects, 
speaking four different languages. A total of 580 speech utterances, each delivered 
with one of six emotions were used for training and testing. The six different emotion 
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labels used are happiness, sadness, anger, fear, surprise, and disgust. From these 
samples, 435 utterances were selected for training the networks and the rest were used 
for testing. 

We investigated several approaches to recognize emotions in speech. A standard 
neural network (NN) was first used to test all the 17 features and the 12 selected 
features. The number of input nodes equals to the number of features we used. Six 
output nodes, associated with each emotion and a single hidden layer with 10 nodes 
were used. A learning process was performed by the back propagation algorithm. The 
system gives an overall correct recognition rate of 77.24% on 17 features and 80.69% 
on 12 selected features. 

In the second experiment, we examined the K-nearest Neighbors classifier (KNN) 
on the 12 selected features. Leave one- out cross validation was used to determine the 
appropriate k value. This classifier gives the overall recognition rate of 79.31%. 

Finally, we tested the proposed modular neural network (MNN) by using the 12 
selected features. The architecture of the network was the same as depicted in figure 
3. Each subnet consisted of a 3-layered feed-forward neural network with one 12 
element input vector. Each sub-network was trained in parallel. It is also noted that 
the modular network was able to learn faster than the standard neural network.    
Furthermore, the classification performance was improved with the added benefit of 
computational simplicity. This approach achieves the best overall classification 
accuracy of 83.31%. 

4.3   Discussion and Conclusion 

The comparison of the recognition results using different approaches is shown in 
Figure 4. The number that follows each classifier corresponds to the dimension of the 
input vector. The results show that, by applying SFS/GRNN in conjunction with a 
consistency-based selection method, the performance of the system was greatly  
 

 

Fig. 4. Comparison of the Recognition Results 
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improved. It also demonstrates that the proposed modular neural network produces a 
noticeable improvement over a standard neural network and a K-nearest Neighbors 
classifier which has been adopted in some of the other literatures. The time for 
training a set of sub-networks in MNN was also much less than for a large standard 
NN. This leads to efficient computation and better generalization. 

In this paper, we have presented an approach to language independent machine 
recognition of human emotion in speech. We have investigated the universal nature 
emotion and its vocal expression. Although language and cultural background have 
some influence on the way in which people express their emotions, our proposed 
system has demonstrated that the emotional expression in speech can be identified 
beyond the language boundaries. 

The results of these experiments are promising. Our study shows that prosodic cues 
are very powerful signals of human vocal emotions. In the future, multi-module 
emotion recognition including facial and other features such as gesture will be studied 
[10]. This complementary relationship will help in obtaining higher emotion 
recognition accuracy. I wish that this article’s work could give some references to 
certain people. 
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