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Abstract. Driver fatigue is a significant factor in many traffic accidents. We
propose a novel dynamic features using feature-level fusion for driver fatigue
detection from facial image sequences. First, Gabor filters are employed to ex-
tract multi-scale and multi-orientation features from each image, which are then
merged according to a fusion rule to produce a single feature. To account for
the temporal aspect of human fatigue, the fused image sequence is divided into
dynamic units, and a histogram of each dynamic unit is computed and concate-
nated as dynamic features. Finally a statistical learning algorithm is applied to
extract the most discriminative features and construct a strong classifier for fa-
tigue detection. The test data contains 600 image sequences from thirty people.
Experimental results show the validity of the proposed approach, and the cor-
rect rate is much better than the baselines.
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1 Introduction

Driver fatigue is a significant factor in many traffic accidents. In China, driver fatigue
resulted in 3056 deaths in vehicular accidents in 2004, and caused 925 deaths in
highway accidents which amounted to about 14.8%. When a driver fatigues, many
special visual features will appear on his face and body. These features reflect a per-
son’s level of fatigue. Many computer vision based approaches have been proposed
for fatigue detection in the last decade.

The frequency and time of eye closed all increase when driver fatigue. Much atten-
tion is paid to eye features for fatigue detection. Based on the study by the Federal
Highway Administration, percentage of eyelid closure (PERCLOS) has been found to
be the most reliable and valid measure of a person’s alertness level among many
drowsiness detection measures. Wang et al. [1] used Gabor filters to extract texture
features of eyes, and used Neural Network classifier to identify drivers’ fatigue be-
havior. The doze stage was judged when the area of the iris becomes below a thresh-
old in [2]. Dong et al. [3] decided whether the driver was fatigue by detecting the
distance of eyelids.

Yawning is also an important character of fatigue. Wang et al. [4] took the mouth
region’s geometric features to make up an eigenvector as the input of a BP ANN, and
they acquired the BP ANN output of three different mouth states that represent
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normal, yawning or talking state respectively. Wang et al. [S] represented the open-
ness of the mouth by the ratio of mouth height to width, and detected yawning if the
ratio was above 0.5 in more than 20 frames.

Most of these methods are spatial approaches. Although spatial approaches can
achieve good recognition in some cases, they do not model the dynamics of fatigue
and therefore do not utilize all of the information available in image sequences. In
facial expression recognition, according to psychologists [6], analyzing an image
sequence produces more accurate and robust facial expression recognition. Psycho-
logical researches suggest that facial motion is fundamental to facial expression rec-
ognition. Therefore, more attention [7, 8] has been shifted particularly towards model-
ing dynamic facial expressions.

Fatigue is a cognitive state that is developed over time. It is our belief that dynamic
features which capture the temporal pattern should be the optimal features to describe
fatigue just as facial expression recognition. To account for the temporal aspect of
human fatigue, Ji ef al. [9] introduced a probabilistic framework based on dynamic
Bayesian networks for modeling and real-time inferring human fatigue. The dynamic
fatigue model integrates fatigue evidences spatially and temporally. However, in
summary, there is little research in extracting dynamic features from image sequences
for fatigue detection. Achieving high accuracy in fatigue detection is still a challenge
due to the complexity and variation of facial dynamics.

In this paper, to account for the temporal characteristic of human fatigue, we pro-
pose a novel dynamic features using feature-level fusion to detect fatigue from image
sequences. Fig.1 illustrates the framework of the proposed approach. First, after each
image in a face image sequence is preprocessed by face detection, geometric normali-
zation and cropping, Gabor filters are used to extract multi-scale and multi-orientation
features from each image in the sequence. Then these features are merged according
to a fusion rule to produce a single feature. To get the dynamic features of human
fatigue, the fused image sequence is divided into rectangle region sequences as dy-
namic units, and a histogram of each dynamic unit is computed and concatenated as
dynamic features. Finally, weak classifiers are constructed on the histogram features
and AdaBoost is applied to select the most discriminating dynamic features and build
a strong classifier for fatigue detection.

Image Face Gabor
Sequence Normalization B Transformation

Feature-level Dynamic Feature AdaBoost
Fusion B Extraction e Classification

Fig. 1. Framework of the proposed approach

The remainder of this paper is organized as follows. Section 2 introduces Gabor
transformation on image sequences. Dynamic feature extraction is showed in section 3.
In section 4, feature selection and classifier learning are described. Finally, experimental
results and conclusions are presented in section 5 and 6.
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2 Multi-scale and Multi-orientation Representation

We exploit Gabor filters to decompose the input face image sequence and get the
multi-scale and multi-orientation representation for the sequence after original face
images are preprocessed and normalized in a predefined way. Face images in our
experiments are normalized with a size of 64%64.

2.1 Gabor Filters

Gabor filters [10] share many properties with the receptive fields of simple cells in the
mammalian visual cortex. Due to their biological relevance and computational proper-
ties, they have been successfully used in a variety of image processing applications
such as face recognition. Gabor filters can be defined as follows:
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the Gabor filters, u determines the orientations of the Gabor filters. For an image with
the gray level distribution of L[;) , at a given point; = (x,y)» The Gabor representa-

tion of the image is the convolution of the image with a family of Gabor filters de-

fined as follows:
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In our experiments, we adopt a discrete set of Gabor filters which comprise 5 spa-
tial frequencies, i.e., scales, and 8 distinct orientations. We set K=8, v&{0, 1, 2, 3, 4},
us{0,1,2,3,4,5,6,7}.

2.2 Representation for an Image Sequence

The representation for a face image sequence can be derived by convoluting it with
the multi-scale and multi-orientation Gabor filters. Each image in the sequence is
convolved with the 40 Gabor filters (5 scales and 8 orientations) to generate the Ga-
bor features. Thus, for each pixel position in the face image, 40 complex values can
be calculated as Gabor features.

Given one image sequence [ with n images, we label each image with I,
where i is the index of the image. We label the Gabor features of image I,
withG,,.,(x.y), where i is the index of the image and v is the index of the Gabor filter
scale, u is corresponding to the Gabor filter orientation. Based on each im-
age G,,.,(x,y) , we obtain a multi-scale and multi-orientation representation G as
{G,,.(x,y):i€ (0,....,n—=D,ue (0,...7),ve (0,....,4)} for the image sequence I. Fig. 2
illustrates the representation (magnitudes of the Gabor features) of a face image.
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Fig. 2. Multi-scale and multi-orientation representation of a face image

3 Dynamic Feature Extraction Based on Feature-Level Fusion

To obtain the dynamic features of human fatigue, multi-orientation features are
merged according to a fusion rule to produce a single feature, and the fused image
sequence is divided into region sequences as dynamic units. Then, a histogram of
each dynamic unit is computed and concatenated as dynamic features.

3.1 Feature-Level Fusion

Fig. 3. Original image and multi-scale fused images (real part)

In order to extract the local orientation information, the multi-orientation features are
fused into a single code. Gabor filters that we adopted include 8 distinct orientations.
The local orientation is estimated by thresholding the 8-orientation features of each
pixel into binary codes and considering the result as a binary number. We threshold
Gabor features to {0, 1} codes by the following formula:

1 if G,

i,y
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Where, G,,, (x y)ue (0,..,7) corresponds to the values of 8-orientation Gabor features
at the pixel (x,y). The resulting 8 codes are considered as a binary number. The deci-
mal form of the fused code can be expressed as follows:

7
C,en=3T,, (x.y)*2"
u=0
There are a total of 256 possible values and each code value represents a type of
local orientation. Decimal forms of the fused codes are computed at each scale.
Finally, we get 5-scale fused images for one image (Fig.3).



98 X. Fan, B.-C. Yin, and Y.-F. Sun

3.2 Dynamic Feature Extraction

To obtain the dynamic features, the fused image sequence is further divided into small
non-overlapping rectangle region sequences to enhance its shape information, from
which the local histograms are extracted and concatenated into a single extended
histogram to capture the temporal information (Fig. 4).

In the experiments, we divide each fused image into 8*8 regions. Each rectangle
region can be denoted asR.,,(x,y)(i€ (0,...,n=1),ve (0,...4),r€ (0,..,63)) . The same
regions in the fused image sequence are concatenated into a dynamic unit (region
sequence) S,,(x,y) as {R,,,(x,y). R, (x,¥)....R, ;. (x,¥)} . A histogram of a dynamic
unit can be defined as:

1, A is true

h, =S I{S,, (x.y)=)}.i=0....255, where [{A} =
z {8, (x,y)=0D}i where I{A} {O,Ais false
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Fig. 4. Flowchart of dynamic feature extraction

There are 256 bins for one dynamic unit. Each histogram bin is the number of oc-
currences of the corresponding code in a dynamic unit. The resulting histograms on
each dynamic unit are combined yielding the extended histogram for an image se-
quence. The histogram to descript an image sequence can be defined as

H={(h,, i€ (0,..,255),ve (0,...4),re (0,..,63)}

With this histogram, we effectively have a dynamic description of a face image se-
quence on spatial and temporal levels.

4 Statistical Learning of Best Features and Classifiers

The number of dynamic features of an image sequence is 256*%64*5=81920, which is
too high dimensional for fast extraction and accurate classification. We use AdaBoost
both to select a small set of features and train the classifier.

4.1 Weak Classifiers

The weak classifiers are the basis of AdaBoost. In our case, the weak classifiers are
decision trees based on the histogram features. Decision tree is a tree graph, with
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leaves representing the classification results and nodes representing some predicates.
Branches of the tree are marked with true or false.

4.2 AdaBoost Learning

AdaBoost [8, 11] can select features and build a strong classifier at the same time. It
provides a simple yet effective stage-wise learning approach for feature selection and
nonlinear classification. The final hypothesis of AdaBoost algorithm is

T 1 T
1 ] h > —
H(x): lf ;azz(x) 2;“:
0 otherwise

The strong classifier is a linear combination of the T weak classifiers. The

AdaBoost learning procedure is aimed to derive ¢, and A(x).

5 Experimental Results

5.1 Database

The test sets in a lot of researches are often very small with only several subjects. To
test the fatigue detection methods, we built a fatigue face database. We used web
cameras to catch videos of about forty persons. The videos of each person last several
hours which are caught indoors without directions to the subjects.

Leeel

Fig. 5. Examples of (a) normal and (b) fatigue image sequences in the database

Totally, we got about SOGB videos in AVI format compressed by MPEG-4. We se-
lected thirty subjects’ face fatigue videos from the original ones. Then we extracted
the fatigue image sequences from the videos and made up the fatigue face database.
Totally there are 600 image sequences of 10 female subjects and 20 male subjects.
Each subject has 10 normal image sequences and 10 fatigue image sequences. There
are 5 images with a resolution of 320%240 in each image sequence (Fig. 5).

5.2 Baselines

We present two statistical learning methods, one based on LDA (PCA+LDA classi-
fier) and one on HMM (PCA+HMM classifier) as baselines. PCA+HMM employs
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HMM to classify the sequence of PCA coefficients extracted from a face image se-
quence. PCA+LDA employs LDA to classify the PCA coefficients of face images.
Two experiments were made on the LDA based classifier. In the first one, LDA is
used to classify the PCA coefficients from a single image. In the other, PCA coeffi-

cients from an image sequence are combined into a feature vector and classified
by LDA.

5.3 Results

In our experiments, we implemented Real AdaBoost scheme. The proposed approach
was applied to the Gabor real and imaginary parts. The best performance with deci-
sion trees of different numbers of splits are showed in Fig. 6. We can see that the
proposed approach gets the highest correct rate when the decision trees have one split.
Then, when the number of splits increases, the performance decreases.

e :
i
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50 —HB— Real Part
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Correct Rate %

75 H i

Mumber of Splits

Fig. 6. Best performances with different numbers of splits

Table 1. Confusion matrix for fatigue detection

Method Normal Fatigue
PCA+HMM Normal 74.33% 25.67%
Fatigue 23.33% 76.67%
PCA+LDA Normal 78.27% 21.73%
(Single) Fatigue 18.73% 81.27%
PCA+LDA Normal 82.00% 18.00%
(Sequence) Fatigue 17.67% 82.33%
Our Method Normal 97.33% 2.67%
(Real) Fatigue 2.00% 98.00%
Our Method Normal 79.67% 20.33%

(Imaginary) Fatigue 8.33% 91.67%
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The recognition results of all the classifiers are listed in table 1. The average cor-
rect rates are 75.50%, 79.77%, 82.17%, 97.67% (real), and 85.67% (imaginary) respec-
tively. The proposed approach with the Gabor real part achieves a very encouraging
recognition rate which is much better than the other methods. The correct rate of nor-
mal sequences is 97.33% while that of fatigue is 98.00%. PCA+LDA (sequence) is
better than PCA+LDA (single) in performance. This may be account for the dynamic
characteristic in the sequence. The performance of PCA+HMM is poor. The reason
may be that HMM needs enough training samples.

6 Conclusions

A novel dynamic feature using feature-level fusion is presented to account for the
spatial and temporal aspects of human fatigue in image sequences. AdaBoost algo-
rithm is used to extract the most discriminative features and construct a strong classi-
fier for fatigue detection. The proposed approach is validated in a real-life fatigue
environment with 600 image sequences from thirty people. Experiment results show
the validity of the proposed approach, and an encouraging correct rate is achieved. In
addition, this approach can be easily extended to video based facial expression recog-
nition. Future efforts will be focused on how to combine the dynamic features from
Gabor real parts and imaginary parts to get better performance.
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